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Abstract Theories of optimism typically hypothesize that optimism is driven by agents changing their beliefs or view of the world. In this paper, we hypothesize that agents maintain their view of the world, but arrive at an optimistic belief by distorting the information used to update beliefs in a motivated way. We behaviorally identify the information used to update beliefs, which may be a distortion of the information the analyst observes. Given this identification, we provide a novel behavioral definition of optimism that alters Dynamic Consistency to account for both the distorted information and the optimistic nature of the distortion. Keywords Optimism · Non-Bayesian updating · Motivated reasoning · Subjective information JEL Classification D81 · D83



1 Introduction 1.1 Motivation Choice upon receipt of new information plays a significant role in economic decision making. There is considerable evidence from psychology that decision makers are more likely to use new information to update their beliefs when the information received is in line with their desires. When this is not the case, decision makers often reject or distort information so that it aligns with their desires. Indeed, Ditto et al. (1998b) write:
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“The empirical phenomenon that has received the most attention...is the pervasive tendency for individuals to more readily accept the validity of information that is consistent with a preferred judgment conclusion...than of information that is inconsistent with a preferred judgment conclusion...” In addition to a variety of psychology experiments demonstrating this effect, economists have more recently conducted experiments that corroborate this evidence and rule out standard Bayesian updating.1 For example, Eil and Rao (2011) conduct an experiment where subjects are asked to evaluate their own appearance, and then are given feedback (signals) regarding other subjects’ opinions of their appearance. Subjects receiving relatively positive feedback followed Bayes’ rule closely, while subjects receiving relatively negative feedback exhibited erratic and unpredictable updating behavior. Similarly, Mobius et al. (2014) elicit subjects’ beliefs regarding their performance (relative to peers) on an IQ test. They track the evolution of these beliefs as subjects are given signals and find that “subjects update as if they misinterpret the information content of signals, but then process these misinterpreted signals like Bayesians.” Mobius et al. (2014) also note that the distortion of signals is considerably less pronounced when subjects’ egos are not at stake, suggesting that the distortion of signals is motivated and not due to cognitive constraints. While the evidence above is indirect in the sense that subjects are not making choices, decision makers who selectively accept information like these subjects are trying to maintain a certain belief that is motivated by personal desires. A natural implication of such psychological processes is that decision makers are able to maintain an optimistic view of the world. In this paper, we present an axiomatic model of optimism that is driven by selective acceptance of information. Imagine an otherwise standard agent who is motivated to maintain a rosy picture of the world as it pertains to him, and responds to information in a self-serving way. If he receives “good news,” he happily accepts it; in our model, he would be entirely standard in that he would update his prior using Bayes’ rule and the information given. But if he receives “bad news,” in order to maintain his rosy view, he resists it, for example, by doubting his information source. As a result, he subjectively distorts his information, but nevertheless proceeds to update his prior using Bayes’ rule. Throughout, we refer to the information the agent actually uses to update his belief as his subjective information. This subjective distortion of information may result in violations of Dynamic Consistency.2 For example, consider an investor who is choosing between two investing styles: “active” (stock picking) and “passive” (index funds). His payoff from active investing is uncertain; it depends on whether he is low (s1 ), medium (s2 ), or high skilled at choosing stocks (s3 ). Let f be the action corresponding to active investing, 1 Among a variety of social psychology experiments, see Ditto et al. (1988a) and Pyszczynski et al. (1985). It was argued in Benoît and Dubra (2011) that several of these experiments are in fact consistent with Bayesian updating, but Eil and Rao (2011) and Mobius et al. (2014) (among others) address these methodological shortcomings and find results similar to the earlier psychology studies. 2 As we formally define in Sect. 3.1, Dynamic Consistency says that f Ah  g Ah ⇐⇒ f  g for all A



acts f, g, h.
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with long run payoffs f = (0, 2, 6).3 Passive investing is independent of the agent’s skill, so let g = (1, 1, 1) denote passive investing. Let A = {s1 , s2 } be the event that the agent is not high skilled at picking stocks, and let f Ag = (0, 2, 1) correspond to the agent picking stocks if he is not high skilled, but choosing index funds if he is. Suppose that before receiving any information about his skill, the investor is a subjective expected utility maximizer with a uniform prior. This fits with the assertion above that the agent we will study is standard apart from his reaction to information. In this case, the agent would display the preference f Ag ∼ g.



(1)



Now, suppose that after a year of active investing, the agent’s returns imply that he is either low or medium skilled at picking stocks, i.e., the event A = {s1 , s2 } occurred. This is “bad news” for the agent, who is drawn to the high payoff he would receive from successfully picking stocks if he were highly skilled. As such, the agent may interpret these returns optimistically, claiming that they are just bad luck, and thus distorting the information so that s3 is still possible. In this case, we would say that the agent’s subjective information is {s1 , s2 , s3 }. If the agent is otherwise standard but distorts the event A in this way, we would observe the agent continuing to actively invest, displaying the preference f  A g,



(2)



where  A denotes the agent’s conditional preference. Preferences 1 and 2 above constitute a violation of Dynamic Consistency. Given that information distortion can result in violations of Dynamic Consistency, we will present a relaxation. Our main axiom, Optimistic Dynamic Consistency, allows the pattern of preferences above and optimistic interpretation of information more generally, while retaining the essence of Dynamic Consistency that ensures the agent’s ex ante and ex post beliefs are related by Bayesian updating. Optimistic Dynamic Consistency, along with other familiar axioms, characterizes a representation of  A in which the agent being modeled evaluates acts as follows: Given an act f and information A, the agent chooses a distortion of A from some fixed set of events E A to maximize the expected utility of f computed with the Bayesian update of the agent’s prior belief π conditional on the distorted information.4 Formally,  V A ( f ) = max



E∈E A



u( f (s)) dπ E (s)



represents  A , where u is a vNM utility function and π E is the Bayesian update of the agent’s prior conditional on the event E. The model is formally defined in Definition 1, 3 For illustration, assume that all other uncertainty about the investments is captured in the payoffs. 4 It may be argued that it is more natural for a decision maker’s distorted information to vary with the menu



he is facing instead of each individual act. We will begin with a model like this and observe that WARP is satisfied, so we work with a preference for convenience. See Sect. 2.2.
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and a more detailed discussion surrounds that definition. The choice procedure above is a specialization of the maxmax model (Gilboa and Schmeidler 1989, henceforth GS) to accommodate the behavior we are interested in. One interesting feature of our model is that we do not impose their main axiom, ambiguity seeking, as we discuss in the next subsection.



1.2 Related literature So far, we have focused on optimism stemming from information distortion (holding beliefs fixed). However, optimism has also been understood in terms of belief distortion. More specifically, optimism arises when an agent changes his view of the world, or belief, to one that makes his menu of potential actions appear more favorable. We now briefly discuss models in this spirit. A seemingly natural alternative definition of optimism comes from the “optimistic” version of the multiple priors model (Gilboa and Schmeidler 1989). This model is characterized by ambiguity seeking, or an aversion to hedging, which states that if two acts f and g are indifferent, then the agent weakly prefers f to the mixture α f + (1 − α)g for any α ∈ [0, 1]. A preference satisfying ambiguity seeking, along with other standard axioms, can be represented by a functional  VGS ( f ) = max μ∈Q



u( f (s)) dμ(s),



where Q is a set of probability measures. One can interpret this representation as modeling an agent who chooses an action that maximizes the best-case scenario among those he views as plausible. The seemingly optimistic nature of the representation may tempt one to behaviorally define optimism using ambiguity seeking. However, introspection suggests that optimism is a relative notion. For a behavior to be optimistic, there must be some neutral, nonoptimistic benchmark behavior to compare the optimistic behavior to. For example, in Brunnermeier and Parker (2005) (discussed below), the agent’s belief is optimistic relative to the objective probability distribution. The maxmax model is silent on how the set Q is constructed, and there is no behavior that indicates that the agent is always choosing a measure that improves his expected utility relative to some benchmark measure. In particular, Q could be very small and/or constructed in a particularly pessimistic way. On the other hand, the model we propose has the feature that the decision maker always distorts information in a way that improves his chosen action relative to the benchmark given by not distorting information (i.e., believing his information source). Our analysis reveals that in our setting, our key axiom, Optimistic Dynamic Consistency, implies ambiguity seeking. This suggests that optimism and ambiguity seeking are distinct phenomena, as the latter is possible without the former. Epstein and Kopylov (2007) model an agent who chooses a menu of acts at an ex ante stage when she holds a “cool headed” belief. In an interim stage, when it is time
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to choose an act from that menu, she becomes optimistic5 about the possible outcomes and chooses a new belief. In the temptation tradition, the agent’s ranking over singleton menus reveals the agent’s cool-headed belief, while temptation preferences reveal the agent’s optimistic belief. The ex post choice implied by their model is in the spirit of GS, as the optimistic belief is chosen from a set of beliefs to maximize expected utility of the best act in the menu (i.e., maxmax). While the utility specification determining ex post choice is quite similar to our model, there are two key differences. First, the behavior underlying the two utility specifications is quite different, as their model represents ex post choices implied by ex ante choice of menus. Second, the mechanism explaining the shift in beliefs is anticipation. On the other hand, the agent modeled in this paper becomes optimistic due to motivated information distortion. In Sect. 5.2, Epstein and Kopylov (2007) discuss adding information arrival to their model. However, the arrival of information causes the agent to revise her belief in a Consequentialist way, so the content of the information is respected.6 We have hypothesized the opposite, that information is distorted, but relative likelihoods are preserved. Another approach to behaviorally defining optimism would be through violations of the Weak Axiom of Revealed Preference (WARP). This is a testable implication of the optimal expectations model of Brunnermeier and Parker (2005) (henceforth BP), as shown in Spiegler (2008). The BP model is not axiomatic, and other testable implications have not been fully explored. In BP, optimism is modeled via belief distortion, while respecting the objective information. BP model an agent who chooses a belief to maximize time averaged expected utility, where the cost of doing so is the ex post utility loss from making suboptimal choices. The agent modeled herein is optimistic but still satisfies WARP. The benefits of doing so are threefold. Importantly, it requires a smaller departure from the standard subjective expected utility (SEU) model of Savage (1954) and Anscombe and Aumann (1963). Second, it allows us to draw more robust conclusions that are not subject to change when irrelevant alternatives are added (see the discussion in Spiegler (2008) regarding risk attitudes in the BP model). Lastly, it allows us to focus on a more compelling way to behaviorally identify optimism from choice. We show that in a setting where an agent receives information, there is a more direct way to identify optimism than WARP violations, which is important because the latter are consistent with a wide range of nonstandard models (notably pessimism or inattention as in Ellis (2014)). Closer in spirit to our model of optimism is Kovach (2016), who studies a decision maker who distorts his belief ex post so that the action he took in a previous period appears more attractive, as if to cope with cognitive dissonance. On the contrary, the decision maker we study distorts information ex post to make the current action appear more attractive.



5 Most of their paper focuses on pessimism, but the optimistic counterpart is obvious and discussed briefly in their Sect. 5. 6 Consequentialism is formally defined in Sect. 3.1. In the version of Epstein and Kopylov (2007) featuring



information arrival, the agent’s revised prior conditional on the signal, is absolutely continuous with respect to the update of the original prior, conditional on the signal. This generically will not be the case in the model we consider.
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Lastly, this paper is also related to the large literature on updating in which Dynamic Consistency is altered or relaxed in various ways depending on the situation. Some examples of papers here are Ortoleva (2012) to account for updating null events, Kopylov (2016) in an epsilon contamination model, and Hanany and Klibanoff (2007) to allow updating to depend on the choice problem. The paper proceeds as follows: In Sect. 2, we present the primitives and model. Section 3 characterizes behavior associated with the decision-making procedure we model. Section 4 presents our main results, along with comments and a proof sketch. Applications and conclusions follow in Sects. 5 and 6. Proofs are collected in “Appendix A.”



2 Setup and model In this section, we formally define our primitives and model. 2.1 Primitives We adapt the Anscombe and Aumann (1963) model as follows. There is a nonempty, finite set of states, denoted by S, representing subjective uncertainty to the agent. Let  = {A, B, E, . . . } be the power set 2 S of all events—subsets of S. Our results are valid as is for any algebra  ⊂ 2 S .7 For any probability measure π on the measurable space (S, ) and any nonempty event E ∈ , let π E denote the Bayesian update of π conditional on E.8 Let Z be a compact metric space of outcomes or prizes, and let X := (Z ) be the set of Borel probability measures on Z . Let F = { f, g, h, . . . } be the set of all acts—-measurable functions f : S −→ X . The set F is endowed with the product topology.9 Since X is convex, we define mixtures in F statewise: for any f, g ∈ F and α ∈ [0, 1], (α f + (1 − α)g)(s) := α f (s) + (1 − α)g(s) for each s ∈ S. In line with the literature on subjective uncertainty, we slightly abuse notation and use x to denote the prize x ∈ X and the act x ∈ F such that x(s) = x for every s ∈ S. We also use the convention that for any f, g ∈ F and E ∈ , the act f Eg denotes the act that is equal to f if s ∈ E and equal to g if s ∈ E c . Let A ∈  be any nonempty subset of S. The analyst observes binary choices both before and after the agent is told that the event A occurred. Thus, our primitive is a pair of preference relations on F denoted  and  A , respectively. We refer to  as the ex ante preference and  A as the ex post preference (we may use  S instead of  when convenient). This primitive would naturally arise if the agent had access to an information partition P, the event A ∈ P was the cell of the partition revealed to the agent, and we observed choices both before and after the cell was revealed. 7 Thanks to a referee for pointing out that taking  = 2 S is indeed without loss of generality. 8 Formally, for any B ∈ , π (B) = π(B∩E) . E π(E) 9 Since Z is compact, X is compact and metrizable [Theorem 15.11 of Aliprantis and Border (2006)].



Since S is finite, all meaningful topologies on F are equivalent. All our results would generalize to the case where X is an arbitrary convex subset of a metrizable vector space.
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Two comments are in order regarding the primitive. First, we interpret the conditional preference relations to represent actual choices made by an agent after he is told that the event A occurred. As the realization of the true state and receipt of the payoff are not included in our model [as is the case in Savage (1954) and Anscombe and Aumann (1963)], from a formal perspective it does not matter whether we interpret A as the event that has objectively occurred, or simply the event that the agent was told occurred (so that the information source may be wrong). However, it is important that each conditional preference relation  A is a subset of F × F , as even though the agent was told A occurred, acts’ payoffs in Ac matter to the agent. Second, our primitive includes a conditional preference. While this conditional preference is not derived from the ex ante preference as in Savage (1954), it is still observable in principle. More specifically, if we were interested in the agent’s information distortion after being told that A occurred, we need not observe the agent’s choices after also being told that A occurred (i.e., choice at some unreached part of the event tree). These choice data could easily be collected in a laboratory setting, but could also be collected in the field in principle. 2.2 Model Consider the following model that captures the intuition discussed in Sect. 1. An agent is told that the event A occurred, and is choosing from a menu of acts F. Before making a choice, the agent distorts his information to some event E ∗ . He then updates his belief π and chooses the act that maximizes his expected utility computed with the posterior π E ∗ . Let C (F | A) denote the agent’s choice(s) from the (compact) menu F ⊆ F after is he told that the event A occurred. We propose the following representation:  C (F | A) = arg max



u( f (s)) dπ E ∗ (s)  E ∗ = arg max max u( f (s)) dπ E (s), f ∈F



E∈E A f ∈F



(3) (4)



where E ∗ is chosen by the agent from the subjective collection E A to maximize his expected utility among all acts f ∈ F and events E ∈ E A [we assume (4) has a unique solution for simplicity]. If we modify the representation above slightly to account for ties in (4), it is easy to show that C (· | A) satisfies WARP. Therefore, we will henceforth work with the following model, where the agent distorts information with each act, rather than with each menu. The two models are equivalent, so we will work with preferences for simplicity, but we will sometimes refer back to the above model to guide intuition.   Definition 1 A pair of preference relations ,  A has a Bayesian Optimism representation if there exist: – a continuous and mixture linear function u : X −→ R, – a probability measure π on the measurable space (S, ) with full support, and – a collection of events E A ⊆  satisfying:
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(i) A ∈ E A and (ii) A ⊆ E for all E ∈ E A , such that  is represented by  V( f ) =



u( f (s)) dπ(s)



and  A is represented by  V A ( f ) = max



E∈E A



u( f (s)) dπ E (s).



Given this definition, a Bayesian Optimism representation can be summarized by a tuple u, π, E A . The interpretation of u and π is standard as the decision maker’s tastes and beliefs, respectively. We interpret E A as the collection of events that may arise as a result of the decision maker subjectively distorting the information A. Notice that we can view the representation as a maximization over a set of probability measures, namely the set of all posterior beliefs induced by π and E A using Bayesian updating. As such, the representation is related to maxmax expected utility (Gilboa and Schmeidler (1989)), although we do not directly impose their main axiom (see Sect. 3). Assumption (i) on E A requires that believing the information is feasible for the decision maker. This is one way optimism is manifested in the representation: The agent distorts his information from A to some event E in a way that always (weakly) increases his expected utility relative to the expected utility a standard agent would obtain. Assumption (ii) requires that every event in E A is a superset of A. In other words, the agent never rules out states that his information source tells him are possible. This is one way in which the agent is disciplined in how he distorts information. Another way of interpreting this condition is that in learning that A occurred, the agent has been told that each s ∈ Ac has been ruled out. He will take all of this information into account only if he finds it optimal to do so; otherwise, he will “cherry pick” the information and behave as if only states in E c have been ruled out, where E is his subjective information. This condition is particularly palatable if we interpret A as the event that objectively occurred; under this interpretation, (ii) implies that the agent always puts positive probability on the true state. The representation above captures the “good news–bad news effect” studied by  Eil and Rao (2011). Say that A is good (bad) news for f if u( f (s)) dπ A (s) ≥ (≤ ) u( f (s)) for all s ∈ Ac . If A is good news for an act f , then the model predicts the decision maker updates his belief as a Bayesian would. On the other hand, if A is bad news for f , the model predicts that the agent distorts information and uses an event E ⊇ A to update his belief. Both are consistent with the experimental evidence in Eil and Rao (2011) and Mobius et al. (2014).
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3 Axioms In this section, we present the behavior of the agent we are modeling. We begin with axioms familiar from the literature on subjective uncertainty. Section 3.1 presents our main behavioral postulate. Since we want to focus on updating, we assume that ex ante the agent is standard, and satisfies the Anscombe and Aumann (1963) axioms. This approach is not uncommon when studying updating, e.g., Ortoleva (2012). The first axiom formalizes that [parts (i)–(iv)] and provides minimal restrictions on the conditional preference. Axiom 1 For every B ∈ {A, S}, (i) (Weak Order)  B is complete and transitive. (ii) (Strong Monotonicity) For every f, g ∈ F such that f (s)  g(s) for every s ∈ S, f  B g. If additionally f (s)  g(s) for some s ∈ B, then f  B g. (iii) (Continuity) For every f ∈ F , the sets {g | g  B f } and {g | f  B g} are open. (iv) (Independence) For every f, g, h ∈ F and α ∈ (0, 1), f  g ⇐⇒ α f + (1 − α)h  αg + (1 − α)h. (v) (Certainty Independence) For every f, g ∈ F , x ∈ X , and α ∈ (0, 1), f  A g ⇐⇒ α f + (1 − α)x  A αg + (1 − α)x. Parts (i) and (iii) are standard. Part (i) simply requires that each conditional preference is a weak order. It is this condition that implies that the agent’s choices from menus would satisfy WARP. There is no obvious reason why a decision maker who is optimistic would have incomplete or intransitive preferences; even though we focus on the behavior of an agent who distorts information, he still uses the information to evaluate acts in a standard way. The first part of (ii) is also standard. The additional part of the monotonicity axiom entails two restrictions. The first requires a strict ex ante preference when f (s)  g(s) for some s ∈ S. This implies that the agent’s belief has full support, which is well known.10 The second rules out ex post indifference between two acts when one is strictly better on a subset of A (and weakly better everywhere). One can interpret this restriction as ensuring that the agent believes his information to some extent, as indifference in this case could be interpreted as the agent completely disregarding his information. This also captures the idea that once the agent is told that A occurred, he cannot drive this thought from his conscience, and so it affects the choices he makes even if he uses subjective information. Lastly, notice also that part (ii) implies that the agent’s preference over X does not depend on the realized event (see Lemma 1 in “Appendix A”), which is natural since elements of X are state independent and thus independent of the realized event A. Now that this axiom has been stated, in the sequel we will drop the A subscript on the conditional preference when talking strictly about the agent’s preference over prizes. 10 This is mostly for expositional convenience, as it eschews issues regarding null events when stating



subsequent definitions.
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Lastly, part (iv) imposes Independence on the ex ante preference only. Throughout, we do not impose Independence on the ex post preference. However, as you can see in part (v), we impose Certainty Independence on the ex post preference. See Gilboa and Schmeidler (1989) or Maccheroni et al. (2006) for a lengthier discussion of this axiom. To see why it is appropriate in our setting, recall that the agent we are modeling is distorting information in order to make the act he is evaluating appear more attractive. Since constant acts do not depend on the state, they are unaffected by information distortion. As such, mixing two acts f and g with a common constant act (and the same mixing coefficient) will not change the information distortion and hence will not result in a preference reversal. While we view Certainty Independence as natural given the decision maker we are modeling, it does rule out some plausible ways of optimistically distorting information. For example, a decision maker who distorts information more when there is more utility to gain from doing so may distort information more when evaluating α f + (1 − α)x than when evaluating β f + (1 − β)x for some α > β. This type of behavior would violate Certainty Independence, calling for something weaker like Weak Certainty Independence (Maccheroni et al. 2006). Notice that Axiom 1 implies that there exists a worst lottery, i.e., a -minimal element of X (it need not be unique). Going forward, let w ∈ X denote the lottery such that for every f ∈ F , f (s)  w for every s ∈ S.11 We next state an axiom that can be interpreted in either of two ways. First, it requires that the agent does not get any direct benefit from the process of distorting information. Alternatively, it could be interpreted as requiring that the agent believes his information when he has no incentive not to. In other words, the agent defaults to believing his information source. In this sense, the axiom is a weak form of Consequentialism (see Sect. 3.1 for a definition). Axiom 2 (Constant Consequentialism) For every x ∈ X , x ∼ A x Aw. Returning to the second interpretation offered above, when evaluating x the agent clearly has no reason to distort information. When evaluating x Aw, resisting the information that A occurred could only make the agent worse off, so he believes that A occurred. 3.1 Optimistic Dynamic Consistency In this subsection, we present the main behavior of the model that allows Dynamic Consistency violations like the one in Introduction. Recall the following definitions that connect ex ante and ex post preferences in the standard model (see Ghirardato 2002).   Definition 2 A pair of preference relations ,  A satisfies Dynamic Consistency if for every f, g, h ∈ F , f Ah  g Ah ⇐⇒ f  A g.



(5)



11 If one finds the boundedness of X unpalatable, small modifications could be made so that the results



hold when w f ∈ X is the lottery such that f (s)  w f for every s ∈ S; this does not require bounded X .
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Definition 3 A conditional preference relation  A satisfies Consequentialism if for every f, g ∈ F such that f (s) = g(s) for all s ∈ A, f ∼ A g. It is well known that in the standard model, Dynamic Consistency ensures that the decision maker’s posterior belief is the Bayesian update of his prior conditional on the event A. Implicit in this result is that the support of the agent’s posterior is contained in A, or equivalently Ac is null according to  A .12 This is an implication of Consequentialism. In the standard model, this allows a meaningful comparison between ex ante rankings of acts that are equal on Ac with rankings of acts ex post. Since we have not assumed Consequentialism, Dynamic Consistency must be altered to take into account the information the agent is actually using to update, since we can no longer be sure it is A. This calls for a way of identifying the information the agent uses to update (his subjective information). The following definition identifies the agent’s subjective information. To gain intuition, suppose for a given act f , there is a nonempty event E ∈  such that the agent is indifferent between f and f Ew, where w ∈ X is as above. Then, in the spirit of Consequentialism, we conclude that E contains the agent’s subjective information, i.e., the agent does not consider payoffs in E c when evaluating f . Moreover, if a given event E contains the agent’s subjective information, then we infer that the smallest such E (in terms of set inclusion) is the agent’s subjective information. We formalize this intuition as follows. Definition 4 An event E is relevant for f given A if f ∼ A f Ew and for every E ⊂ E, f  A f E w. The second part of the definition adds structure to the types of events considered, by considering only the smallest events (in terms of set inclusion) that satisfy the definition.13 It is easy to see that in many situations, very large sets, or the entire state space, would satisfy the definition without this restriction, which would render it not particularly useful. Instead, focusing on the smallest events provides a good proxy for the information the agent is actually considering (this connection will be made formal later). In general, for a given f and A, relevant events may not be unique. This is the case because the agent may find two events, E and E , that make f (given A) equally attractive. If neither event nests the other, then each will satisfy the definition.14 On the other hand, relevant events generically exist. Behaviorally identifying the agent’s subjective information in an intuitive way is one main contribution of the paper. Given the dearth of research on non-Consequentialist behavior and the fact that our agent violates Independence, it was not a priori obvious



12 In other words, h A f ∼ h Ag for all f, g, h ∈ F . A 13 Throughout, we use ⊂ to denote a strict subset. If equality is permitted, ⊆ is used. 14 However, given Theorem 1 and Proposition 2, it can be shown that relevant events will be unique on a



dense subset of acts.
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that such a clean identification would be possible. We also show later (Proposition 2) that this notion has a clear analog in the representation.15 ,16 Now that we have provided a method for identifying the agent’s subjective information, we can consider alterations to Dynamic Consistency that account for potentially non-Consequentialist behavior. A natural alteration of Dynamic Consistency is the following: Suppose E is relevant for both f and g given A. Then f Eh  g Eh ⇒ f  A g



(6)



for any h ∈ F . This condition requires that if the agent’s subjective information is E when evaluating f and g, and ex ante the agent prefers f when f (s) = g(s) for all s ∈ E c , then ex post the agent still prefers f . We strengthen the above axiom by requiring E to be relevant only for g given A, instead of for both acts. This permits the updating process to exhibit an optimistic bias, as we will discuss following the formal statement. Axiom 3 (Optimistic DC) For any f, g, h ∈ F , such that E is relevant for g given A, f Eh  g Eh ⇒ f  A g. Dynamic Consistency, as traditionally stated in 5, can be broken into two pieces, one for indifference and one for strict preference. In particular, we could rewrite Dynamic Consistency equivalently as follows: f Ah  g Ah ⇒ f  A g f Ah ∼ g Ah ⇒ f ∼ A g Likewise, Optimistic DC can be decomposed to highlight the role that optimism plays in the updating process. Consider the following slight strengthening of Optimistic DC, where E is relevant for g given A: f Eh  g Eh ⇒ f  A g



(7)



f Eh ∼ g Eh ⇒ f  A g



(8)



It is easy to see that the above version of the axiom is slightly stronger, but we could use this axiom in place of Optimistic DC and all our results would be unchanged. The strict part of this axiom 7 plays the traditional role of Dynamic Consistency, requiring that the agent’s beliefs are consistent from the ex ante to the ex post stage. The indifference part 8 of this axiom is the manifestation of optimism in behavior. Recall that since 15 In Ellis (2014), there is a notion of behaviorally determining which events are “decision relevant.”



However, the definition is quite different and motivated by determining properties of the agent’s cost of paying attention, not eliciting the information the agent is actually paying attention to. 16 Also, recall that we are using the term subjective information to refer to the agent’s subjective interpretation of objective information, not to refer to his private information as is sometimes done in the literature, e.g., Dillenberger et al. (2014) and Lu (2016).
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E is relevant for g given A, when evaluating g the agent is updating as if the event E occurred. Since f Eh ∼ g Eh, if no further information distortion occurs now that the agent is choosing between f and g, we would expect f ∼ A g. This indifference is consistent with the axiom, but f  A g is also permitted. This strict preference indicates that the agent’s subjective information has changed. Moreover, it indicates that it has changed in an optimistic way, one that makes f appear even more attractive than it did when E was the subjective information. Put differently, given that we have identified that E is the distorted information corresponding to g, f Eh ∼ g Eh indicates that f (on E) is a “rational” or “cool headed” equivalent for the optimistically evaluated g. Thus, ex post when optimism may also affect the agent’s evaluation of f , the axiom says that f can only improve relative to g. In the interest of fully connecting behavior to the interpretation of our model in which the agent distorts information with each menu, discussed in Sect. 2.2, we offer one final interpretation of the Optimistic DC. Consider adding f to the menu {g, g Ew}, where E is relevant for g given A. If f Eh  g Eh, then the agent has no incentive to distort information differently when f is added, so we expect C ({ f, g, g Ew} | A) = { f }. If f Eh ∼ g Eh, then the agent’s subjective information may not change, in which case we expect f ∈ C ({ f, g, g Ew} | A). However, Optimistic DC requires that if the agent’s subjective information does change when f is added to the menu, then it must change in a way that makes f appear more attractive than g and g Ew, so that C ({ f, g, g Ew} | A) = { f }.



4 Results 4.1 Representation We begin this subsection with our main result, a characterization of the Bayesian Optimism representation.   Theorem 1 The pair of preference relations ,  A satisfies Axioms 1–3 if and only if it has a Bayesian Optimism representation. The proof is in “Appendix A”; see Sect. 4.3 for a sketch and some additional comments. We just note here that while we use the (dual of) the GS result as a building block in the proof, we did not explicitly assume anything about the decision maker’s attitude toward hedging. While the dynamic element of our primitive is necessary for such a result, this characterization may still be of interest. The next result states the uniqueness properties of the representation. Uniqueness of u (up to affine transformation) and π are standard and follow directly from Anscombe and Aumann (1963). We say that a Bayesian Optimism representation u, π, E A  is nontrivial if u is nonconstant.



u, π, E A  and Theorem  2 If two nontrivial Bayesian Optimism  representations  u , π , E A represent the same pair of preferences ,  A , then there exist λ > 0 and γ ∈ R such that u = λu + γ , π = π , and E A = E A .
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The uniqueness of E A can be proved by using arguments from GS, after taking care of one subtle point.17 Consider mapping each event E ∈ E A into its corresponding probability measure π E ; call this set Q A . Since S (and hence E A ) is finite, Q A is a finite subset of (S). Since the integral is linear, we may take the closed convex hull of Q A without affecting the underlying preference (since the maximum will occur at extreme points), denoted co (Q A ).Then,  applying the GS uniqueness result  to the representations using co (Q A ) and co Q A , it follows that co (Q A ) = co Q A (where Q A is defined analogously). However, this need not imply that E A = E A , as we need to ensure that taking the closed convex hull of Q A does not introduce measures that are Bayesian updates of π conditional on some B ∈ / E A . Lemma 9 in “Appendix B” verifies that this cannot happen when E A satisfies the conditions of the Bayesian Optimism representation. Importantly, the condition that A ⊆ E for all E ∈ E A is critical for the uniqueness result to hold, as Lemma 9 may fail without this condition. Indeed, consider a more general representation that does not require that A ⊆ E for all E ∈ E A , but retains the rest of the Bayesian Optimism representation. The following example shows that E A may no longer be unique. Suppose that |S| ≥ 3, E A = 2 S \∅, and E A = 2 S \ {E, ∅}, for some nonempty nonsingleton event E. Let V A and V A



denote the representations corresponding to E A and E A , respectively, constructed with the same u and π . Then since both E A and E A contain all the singletons and π has full support, it follows that V A ( f ) = V A ( f ) = max u( f (s)) s∈S



for all f ∈ F , so V A and V A both represent the same underlying conditional preference. 4.2 The SEU special case We now show under which conditions the Bayesian Optimism model reduces to the standard SEU model with Bayesian Updating. The following result confirms that adding Consequentialism or Dynamic Consistency to Axioms 1–3 is equivalent to the SEU model with Bayesian updating conditional on the event A (recall the definitions from Sect. 3.1).   Proposition 1 Suppose the pair of preference relations ,  A satisfies Axioms 1–3. Then the following statements are equivalent: (i)  A satisfies Consequentialism.   (ii) The pair of preference relations ,  A satisfies Dynamic Consistency. (iii) For every f, g ∈ F ,   f  A g ⇐⇒ u( f (s)) dπ A (s) ≥ u(g(s)) dπ A (s), where u and π satisfy the assumptions in Definition 1. 17 Thanks to a referee for pointing out that one could indeed use the GS arguments.
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The intuition for this result is the following. First, we have retained Axioms 1–3, which have already done the job of ensuring the agent’s posterior is related to his prior via Bayesian updating. Relying on Theorem 1, it suffices to show that A is the solution to the maximization problem in the Bayesian Optimism representation for every f ∈ F . Given the tight connection between relevant events and these solutions, this is equivalent to showing that A is relevant for each f (given A). To show (i) implies (iii), Consequentialism ensures that f ∼ A f Aw, and Strong Monotonicity ensures that f  A f A w for all A ⊂ A, so A is relevant (for all acts such that f (s)  w, which are dense). In this sense, Strong Monotonicity is more than just a monotonicity assumption combined with a full support assumption, as it adds structure to the set of relevant events (and hence the supports of the agent’s feasible posteriors). The (ii) f f implies (iii) case is less subtle. Dynamic Consistency requires that f Ax A ∼ x A , where f x A is the certainty equivalent for f given A. Using the SEU representation of the ex ante preference yields the desired result. 4.3 Proof sketch and discussion Before sketching the proof of Theorem 1, we present a result that shows the tight connection between relevant events and the solution to the maximization problem in the representation. We state it in terms of the Bayesian Optimism representation, although other analogs are used in “Appendix A.” We first state a definition. Definition 5 For any f ∈ F , an event E is a minimal solution for f given A if  E ∈ arg max



B∈E A



u( f (s)) dπ B (s)



(9)



and there is no E ⊂ E that also satisfies 9.   Proposition 2 Suppose the pair of preference relations ,  A satisfies Axioms 1–3. For any f ∈ F such that f (s)  w for every s ∈ S, an event E is relevant for f given A if and only if it is a minimal solution for f given A. This result shows that on a dense subset of acts, minimal solutions and relevant events are equivalent. In other words, if an event E is relevant for f given A, then it is as if the decision maker, when evaluating f , distorts A to E, and evaluates f as if he is a Bayesian agent and was told that E occurred. For acts where f (s) ∼ w for some s ∈ S, relevant events are always contained in solutions, while minimal solutions are still relevant as in Proposition 2 (one can make similar statements about solutions that are not minimal). We now move on to discussing the sufficiency part of the proof (necessity is immediate and discussed at the end of the complete proof in “Appendix A”). The first key step is observing that Optimistic DC implies that  A satisfies what GS would call uncertainty seeking and we will refer to as Convexity. This condition says that for any f, g ∈ F , f ∼ A g implies that f  A α f + (1 − α)g for all α ∈ [0, 1]. While not difficult to prove, this result is surprising (at least in our opinion), so we discuss
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it here briefly. At an intuitive level, if the agent strictly prefers to mix two indifferent acts, then they must hedge one another in some way. However, the optimistic agent we are modeling sees no benefit from hedging, since he is distorting information and can simply ignore the states where mixing with g would make f appear more attractive, and vice versa. More formally, suppose per contra that there exists a case of strict uncertainty aversion, i.e., there exists f, g ∈ F and α ∈ (0, 1) such that α f + (1 − α)g  A f ∼ A g. Let E be relevant for α f + (1 − α)g given A. Without loss of generality assume that f Eh  g Eh. Then since the ex ante preference is SEU, we must have f Eh  [α f + (1 − α)g] Eh  g Eh. Since E was assumed to be relevant for α f + (1 − α)g given A, applying Optimistic DC implies that f  A α f + (1 − α)g, a contradiction.18 Now, given that  A satisfies Convexity, Axioms 1–3 imply that the conditional preference has a (max) GS representation, with set of priors Q A . The key step that remains is showing that for any f ∈ F , there is a  μ f ∈ arg max



μ∈Q A



u( f (s)) dμ(s)



such that μ f is actually a Bayesian update of the prior π (conditional on the support of μ f ). We begin by taking an arbitrary f with f (s)  w for every s ∈ S and choosing a minimal μ f that solves (9) (minimal in terms of its support). We first show that the support of μ f (call it E for now) is relevant for f given A, in the spirit of Proposition 2 above. Then, toward a contradiction, we suppose that μ f is not a Bayesian update of the prior, i.e., μ f = π E . In this case, we can  construct an act h (with h(s) = f (s) for c ) such that u(h(s)) dμ (s) > u( f (s)) dμ (s) (and hence h  f ), but all s ∈ E f f A   u( f (s)) dπ E (s) > u(h(s)) dπ E (s) (and hence f Eh  h Eh for any h ∈ F ). If we can show that E is relevant for h given A, the previous two inequalities jointly contradict Optimistic DC. However, this is generically not the case. As such, we consider an act gα := αh Ew + (1 − α) f Ew, and notice that for any α > 0, we can replace gα with h in the inequalities above and preserve them. Additionally, the way we defined gα implies that gα (s)  w for every s ∈ E whenever α > 0. Toward the contradiction of Optimistic DC mentioned above, we show that E is relevant for gα (given A) for some α > 0. The argument proceeds as follows: Consider a sequence {αn } → 0 with αn > 0 for all n ∈ N. Since gαn → f Ew and the “argmax” correspondence defined by the GS representation is upper hemicontinuous,19 we can choose a sequence {μn }, where each  μn ∈ arg max



μ∈Q A



u(gαn (s)) dμ(s),



18 Since it may be of interest, if we restate Optimistic DC in terms of pessimism, by requiring the relevant event in the statement of the axiom be relevant for f instead of g (see Sect. 5.2) it would imply that each conditional preference is uncertainty averse by an argument analogous to the one above. 19 This follows from the theorem of the maximum, Aliprantis and Border (2006), Theorem 17.31. We



verify that the hypotheses of the theorem are satisfied in the formal proof.
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and each μn is a minimal solution for gαn . Upper hemicontinuity implies that this sequence has a limit point μ that solves the GS maximization problem for f Ew (in this setting, a convergent subsequence). We show that the support of every such μ contains E, since E is relevant for f Ew given A.20 Thus, we can show that for all n sufficiently large, the support of μn contains E (since the convergent subsequence of measures cannot jump from putting zero probability on some event to positive in the limit). Then since gαn (s) = w for every s ∈ E c , and each μn was chosen to be minimal, E is relevant for gαn , as desired. We conclude with three remarks. First, if we were to assume Convexity explicitly, we could characterize the Bayesian Optimism representation by weakening Optimistic DC to requiring that E be relevant for both f and g in the statement of the axiom (this is the version discussed before its statement). This would keep the part of the axiom that ensures beliefs are related by Bayesian updating, but does not allow optimistic information distortion. Instead, Convexity would imply that information is distorted optimistically. Second, notice that in the above arguments, Constant Consequentialism was never used, and only a weaker form of Strong Monotonicity was used. Indeed, one can show that Optimistic DC and a weakening of the monotonicity part of Axiom 1 characterize the Bayesian Optimism representation without restrictions (i) and (ii) on the set E A .21 As discussed earlier, this more general representation may have much weaker uniqueness properties. Lastly, if the primitive were richer and included a family of conditional preferences, i.e., we observed  and  A A∈A for some A ⊆ , we could apply Axioms 1–3   to each pair ,  A for all A ∈ A and obtain a family of Bayesian Optimism representations where the set E A varied with the information received, as suggested by the notation.



5 Applications This section addresses two natural questions that might follow our analysis: comparing agents’ optimism and pessimistic information distortion. 5.1 Comparative optimism We begin by providing a behavioral definition of one decision maker being more optimistic than another, in the spirit of Ghirardato and Marinacci (2002). Since we are focused on information distortion, an ex post phenomena, the definition applies only to the conditional preference and we hold beliefs and risk preferences fixed. While this may at first seem limiting, there is still scope for considerable heterogeneity in how optimistic agents are.



20 This follows from an analogous version of Proposition 2 since f Ew(s)  w for all s ∈ E. We later



extend this result to acts on the boundary using Continuity. 21 Only the full support part of monotonicity would need to be retained.
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Definition 6 Suppose two agents have conditional preferences 1A and 2A . Then Agent 1 is more optimistic than Agent 2 if for every f ∈ F and x ∈ X , f 2A x ⇒ f 1A x. The definition says that Agent 1 is more optimistic than Agent 2 if anytime Agent 2 prefers an act f to some lottery x, then so does Agent 1. If we assume that agents’ tastes and beliefs are the same, the definition suggests that Agent 1 is more optimistic than Agent 2 if Agent 1’s subjective information makes f appear at least as good as Agent 2’s subjective information does, for any f ∈ F . This is borne out in the following proposition.   Proposition 3 Consider two Bayesian Optimism representations u, π, E A1 and   u, π, E A2 , corresponding to two agents. Then Agent 1 is more optimistic than Agent 2 if and only if E A2 ⊆ E A1 . The proposition states that assuming two decision makers have the same beliefs and risk preferences, differences in the agents’ degree of optimism come from the size of E A , i.e., the degree to which each decision maker can subjectively distort the event A. An immediate application of Proposition 3 is that it gives us a way to determine from behavior when a decision maker is able to completely ignore the information that A occurred, i.e., when S ∈ E A . This can be done by replacing Agent 2’s conditional preference 2A with Agent 1’s ex ante preference 1 in Definition 6 above (notice that Agent 1’s ex ante preference is a conditional preference from a Bayesian Optimism representation with E A = {S}). The following corollary is then a special case of Proposition 3; the proof is omitted. Corollary 1 Fix a Bayesian Optimism representation u, π, E A . Then S ∈ E A if and only if for every f ∈ F and x ∈ X , f  x ⇒ f  A x. The corollary states that the agent is able to ignore information if and only if every act f ∈ F is at least as valuable ex post as it is ex ante. In other words, this means that learning that A occurred never reduces the agent’s utility.



5.2 Pessimism While we have focused most of our attention on a new channel for optimism, it seems plausible that a decision maker might distort information in a pessimistic way, i.e., one that makes his prospects look worse (although this is not what is observed in the experimental evidence cited above). There are two changes that need to be made to the preceding analysis to accommodate the pessimism story. First, we need to redefine relevant events. Specifically, let b ∈ X be such that b  f (s) for all f ∈ F and s ∈ S
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denote the “best” lottery. Then an event E is p-relevant for f given A if f ∼ f Eb and f ≺ f E b for all E ⊂ E. Roughly, E must be the event that the pessimistic decision maker must be using to update: Since f ∼ f Eb, he is ignoring the states with high consequences, and since f ≺ f E b for all E ⊂ E, for any event smaller than E the decision maker strictly prefers f E b since he is putting positive probability on states with consequence b. The second alteration is to the Dynamic Consistency condition. We first state it and then discuss the difference. Axiom 4 (Pessimistic DC) For any f, g, h ∈ F , such that E is p-relevant for f given A, f Eh  g Eh ⇒ f  A g. Notice that the only difference in the axiom relative Optimistic DC is that we require E to be relevant for f instead of g. This has a similar interpretation as above. Since the decision maker’s subjective information is E when evaluating f and f Eh  g Eh, then ex post when the decision maker is distorting information in a pessimistic way, g can only appear worse than it did ex ante when there was no information to distort. Arguments analogous to those given in Sect. 4.3 can be used to show that Pessimistic DC implies that each ex post preference is uncertainty averse. Given these alterations, simple modifications of the arguments  used to prove Theorem 1 can be used to show  that the pair of preferences ,  A satisfies Axioms 1, 2 and 4 (altering Constant Consequentialism in the obvious way) if and only if  is SEU and  A is represented by W A , where  W A ( f ) = min



E∈E A



u( f (s)) dπ E (s),



and each component of the representation satisfies the conditions set forth in the Bayesian Optimism representation. Of course, since Pessimistic DC implies that the conditional preference is uncertainty averse and Optimistic DC implies that the conditional preference is convex, assuming both simultaneously implies that the conditional preference is uncertainty neutral, and hence a subjective expected utility preference.   Proposition 4 The pair of preference relations ,  A satisfies Axioms 1–4 if and only if  f  A g ⇐⇒



 u( f (s)) dπ A (s) ≥



u(g(s)) dπ A (s),



where u and π satisfy the conditions set forth in Definition 1. In light of Proposition 1, this implies that Optimistic DC is equivalent to the standard notion of Dynamic Consistency in the presence of Pessimistic DC, or vice versa.
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6 Conclusion There are two ways in which we can think about optimism. The first is that when facing a menu of possible actions, an agent changes his belief in a way that makes his feasible actions appear more attractive. Most models in the theory literature fall into this class [e.g., Brunnermeier and Parker (2005) and Epstein and Kopylov (2007)]. In this paper, we considered an alternative mechanism: that agents may distort information in such a way that allows them to hold an optimistic belief. This hypothesis is supported by a variety of experimental findings in both psychology and economics. Optimism stemming from information distortion is potentially attractive because the agent’s view of the world does not vary with the choice problem he is facing. The key parts of the axiomatic model identify the information such a decision maker actually uses to update and behaviorally define optimism with a version of Dynamic Consistency that roughly requires the agent’s evaluation of an act to weakly improve after receiving information, relative to the benchmark established by his ex ante preference. We showed that this condition implies that the agent is uncertainty seeking after receiving information, which has been interpreted in terms of optimism before. Acknowledgements I am indebted to Jawwad Noor for his invaluable guidance and encouragement throughout this project. I am grateful for many discussions with Larry Epstein and Bart Lipman which have substantially improved this paper. I would also like to thank Kevin Cooke, Mark Dean, Eddie Dekel, Faruk Gul, Paulo Natenzon, Rani Spiegler, and seminar participants at Boston University, RUD 2016 (Paris), and ESEM 2016 (Geneva) for helpful conversations and comments.



Appendix A: Proof of Theorem 1 We present the proof in a series of steps, where each step is a subsection. Within each subsection, we will use lemmas to prove formal results. We begin with sufficiency, necessity is discussed in the final subsection. A.1 Preliminary steps Since Axiom 1 implies that the ex ante preference  satisfies the Anscombe and Aumann (1963) axioms, there exists a vNM utility function u : X −→ R and  a unique probability measure π on the measurable space (S, ) such that VS ( f ) = u( f ) dπ represents . Moreover, Strong Monotonicity implies that π has full support and Continuity implies that u is continuous. The following short lemma shows that u defined above represents the restriction of  A to X .     Lemma 1 Suppose ,  A satisfies Axiom 1. Then ,  A satisfies Lottery Invariance: for all x, y ∈ X , x  y if and only if x  A y. Proof First, suppose that x  y. Then by Strong Monotonicity, x  A y. Conversely, suppose that x  A y, and per contra that y  x. Then again Strong Monotonicity implies that y  A x, a contradiction.
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Recall that we have used w, b ∈ X to denote the -minimal and maximal elements of X , respectively. Let Fint := { f ∈ F | b  f (s)  w ∀s ∈ S} denote the “interior” of F . Since Theorem 1 holds trivially if u is constant, for the remainder of the proof we assume that there exist x, y ∈ X such that u(x) > u(y). Of course, this implies that Fint is nonempty, since b  x  αx + (1 − α)y  y  w for any α ∈ (0, 1), so αx + (1 − α)y ∈ Fint . Consider the following weakening of Independence, which we will call Convexity. It is the analog of uncertainty aversion from Gilboa and Schmeidler (1989). Axiom 5 (Convexity) For every f, g ∈ F , and α ∈ [0, 1], f ∼ A g ⇒ f  A α f + (1 − α)g. We next show that this condition is implied by Axioms 1–3.   Lemma 2 Suppose that ,  A satisfies Axioms 1–3. Then  A is convex. Proof Take any f ∈ Fint . First we show that a relevant event always exists. Let f := mins∈S u( f (s)). Then by Strong Monotonicity, f  f  w. Now, suppose that there is no relevant event for f . In other words, either f  f Ew for every E ⊆ S, or for every E such that f ∼ f Ew, there exists E ⊂ E such that f ∼ f E w. Since f = f Sw, we cannot have the first. So we must have the second. Applying the second condition iteratively, we have that f ∼ f ∅w = w, a contradiction. Now, suppose per contra that there exists f, g ∈ F and α ∈ (0, 1) such that f ∼ A g but α f +(1−α)g  A f (i.e.,  A is not convex). Moreover, assume that f, g ∈ Fint and hence α f +(1−α)g ∈ Fint .22 Let E denote any relevant event for α f +(1−α)g given A, which exists by the previous argument. Without loss of generality, suppose that f Eh  g Eh. Since  is SEU, this implies that f Eh  [α f + (1 − α)g] Eh  g Eh for every α ∈ (0, 1). Then Optimistic DC implies that f  A α f + (1 − α)g, a contradiction. Given the above result, notice that  A satisfies the GS axioms (of course, with Convexity replacing uncertainty aversion). As such, there exists a closed,23 convex set Q A ⊂ (S) and a continuous and mixture linear function u A : X −→ R such that for every f ∈ F ,  U A ( f ) = max



μ∈Q A



u A ( f ) dμ.



(10)



Moreover, by Lemma 1, u A = u. 22 If either f or g is not interior, we can mix all three acts with some x ∈ X such that b  x  w and preserve all the rankings above. Such an x ∈ X exists by the discussion following the definition of interior. 23 Since S is finite, endow (S) with the topology induced by Euclidean distance.
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For convenience, we will define the “argmax” correspondence corresponding to (10) as follows. Let  ϕ A ( f ) := arg max



μ∈Q A



u( f ) dμ.



Now, let B := {μ ∈ (S) | μ = π E , E ∈ \∅} denote the set of probability measures on S that are Bayesian updates of π . We will show that U A = V A , where  V A ( f ) = max



μ∈B A



u( f ) dμ



and B A := B ∩ Q A . There is then a trivial mapping into the Bayesian Optimism representation, as π has full support, so there is a bijection between events and measures that are Bayesian updates of π . Before proceeding, we define one new term. Analogously to Definition 5, for any f ∈ F , if μ f ∈ ϕ A ( f ), and there is no μ f ∈ ϕ A ( f ) such that supp(μ f ) ⊂ supp(μ f ), we say that μ f is a minimal solution for f given A. A.2 Relevant events Take any f ∈ Fint , fixed throughout this subsection and the following Sect. A.3. Then we know that there exists μ f ∈ ϕ A ( f ) since the solution set to (10) is nonempty for every f ∈ F . Moreover, we can choose μ f to be a minimal solution to (10) for f given A (it need not be unique). This follows since S is finite, so the process of restricting attention to measures with smaller supports must terminate eventually. Let E denote the support of μ f . We can now state and prove the following collection of results. Lemma 3 Given A and f above, the following statements hold: (i) E is relevant for f given A, (ii) E is relevant for f Ew given A, (iii) if μ ∈ ϕ A ( f Ew), then supp(μ) = E. Proof We begin by proving (i). Recall that to prove E is relevant for f given A, we need to prove two claims. First, we prove that f ∼ A f Ew. To see why, notice that  UA( f ) =



 u( f ) dμ f ≥ U A ( f Ew) = max



μ∈Q A



 ≥



123



u( f Ew) dμ f = U A ( f ),



u( f Ew) dμ (11)
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where the first inequality follows from Strong Monotonicity, and the final equality follows since μ f ∈ ϕ A ( f ) and the support of μ f is E. It remains to show that f  A f E w for every E ⊂ E; this is the second part of the definition of relevant. So fix any E ⊂ E, and take any μ ∈ ϕ A ( f E w). There are two cases to consider. First, if supp(μ ) ⊆ E , then we must have 



u( f ) dμ = U A ( f E w),



UA( f ) >



else μ f would not be minimal. So in this case, f  A f E w. The second case is supp(μ )  E , i.e., there exists s ∈ E c such that μ (s) > 0. In this case,  UA( f ) ≥ 











u( f ) dμ >



u( f E w) dμ = U A ( f E w),



where the strict inequality follows since f (s)  w for every s ∈ S and μ (s) > 0 for some s ∈ E c . Since these two cases are exhaustive, f  A f E w for every E ⊂ E and hence E is relevant for f given A. Proving (ii) is trivial given (i). It is clear that [ f Ew] Ew = f Ew, so f Ew ∼ A [ f Ew] Ew. As for the second part of the definition, for every E ⊂ E, f Ew ∼ A f  A f E w, so E is relevant for f Ew given A. To prove (iii), take any μ ∈ ϕ A ( f Ew). We first show that E ⊆ supp(μ). If this was not true, then it follows that there exists s ∈ E such that μ(s) = 0, and so an argument as in (11) above shows that f Ew ∼ A f [E\ {s}] w, contradicting the fact that E is relevant for f Ew given A. To see that in fact supp(μ) = E, suppose that there exists s ∈ supp(μ)\E, i.e., μ(s) > 0 for some s ∈ E c . Then since f (s)  w for every s ∈ S, it follows that  UA( f ) ≥



 u( f ) dμ >



u( f Ew) dμ = U A ( f Ew),



which implies that f  A f Ew, a contradiction since E is relevant for f given A. A.3 Bayesian updates This subsection contains the two key arguments that remain in the proof of Theorem 1. Since A and f were chosen arbitrarily (at the beginning of Sect. A.2), it suffices to show that μ f = π E , i.e., the measure from the GS representation is actually a Bayesian update of the prior. In this case, setting U A ( f ) = V A ( f ) for all f ∈ Fint follows without loss of generality. In pursuit of a contradiction, suppose that μ f = π E . Under this assumption, we prove the following two lemmas, which together imply a contradiction. In the first lemma, we construct an act h ∈ F such that h  A f and f Eh  h Eh . The second lemma shows that we may take the h we constructed to be such that E is relevant for h given A. In this case, the two preference statements above jointly contradict Optimistic DC.
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Lemma 4 If μ f = π E , then there exists h ∈ F such that h  A f and f Eh  h Eh 



for any h ∈ F . Proof We will construct such an h. Since μ f = π E , there exist states s1 , s2 ∈ E such that π E (s1 ) > μ f (s1 ) and μ f (s2 ) > π E (s2 ). Recall that E is the support of μ f and π has full support, so all of these quantities are strictly positive. This implies that μ f (s1 ) π E (s1 ) > . π E (s2 ) μ f (s2 ) Thus, there exists ε, δ > 0 and small such that μ f (s1 ) ε π E (s1 ) > > . π E (s2 ) δ μ f (s2 ) Moreover, since f ∈ Fint , we can choose ε and δ such that u( f (s1 )) − δ > u(w) and u( f (s2 )) + ε < u(b). Now, define h ∈ F as follows. Let h(s) = f Ew(s) for every s = s1 , s2 . Let h(s2 ) be such that u(h(s2 )) = u( f (s2 )) + ε, and let h(s1 ) be such that u(h(s1 )) = u( f (s1 )) − δ, where ε and δ are as above.24 The way we defined h implies that 



 u(h) dπ E =



 u( f ) dπ E − δπ E (s1 ) + επ E (s2 ) 



u( f ) dπ E ,



where the last inequality holds because δπ E (s1 ) > επ E (s2 ). Therefore, f Eh  h Eh 



for any h ∈ F . Similarly, since εμ f (s2 ) > δπ E (s1 ), it also follows from the definition that 



 u(h) dμ f =



 u( f ) dμ f + εμ f (s2 ) − δμ f (s1 ) >



u( f ) dμ f ,



and hence h  A f . Notice given the two preference statements in Lemma 4, if E were relevant for h given A, we would have contradicted Optimistic DC and we could conclude that π E = μ f . However, E is generically not relevant for h given A. As such, we proceed by constructing an act that also satisfies these two preference statements while ensuring that E is relevant; in other words, we claim that E is relevant for h given A without loss of generality. To this end, for every α ∈ [0, 1], let gα := αh + (1 − α) f Ew (recall that h(s) = w for every s ∈ E c , so gα (s) = w for all s ∈ E c as well). By construction of gα , it follows that for any α ∈ (0, 1), 24 We know it is possible to construct such a h since u is continuous. In particular, it is standard practice



to construct h(s1 ) and h(s2 ) by mixing f (s1 ) with w and mixing f (s2 ) with b.
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 u(gαm ) dμ f = αm u(gαm ) dπ E = αm







u(h) dμ f + (1 − αm ) u(h) dπ E + (1 − αm )







 u( f ) dμ f > u( f ) dπ E 







u( f ) dμ f , u( f ) dπ E ,



and hence gα  A f and f Eh  gα Eh for every α ∈ (0, 1) and h ∈ F . The final step of the proof is showing that there exists α ∈ (0, 1) such that E is relevant for gα . This contradicts Optimistic DC, and hence, we may conclude that μ f = π E . Lemma 5 There exists α ∈ (0, 1) such that E is relevant for gα given A. Proof Consider a sequence {αn } → 0 such that αn > 0 for all n ∈ N. Notice that obviously, gαn → f Ew. For every f ∈ F , recall that ϕ A : F  (S) is the correspondence defined as  ϕ A ( f ) := arg max u( f ) dμ. μ∈Q A



Notice that the hypotheses of the maximum theorem hold: Q A is a closed and bounded subset of R|S| , and so is compact (and nonempty by the GS theorem), since u is continuous and the integral is linear, the objective function is continuous on F × (S). Therefore, by the maximum theorem, ϕ A is an upper hemicontinuous correspondence.25 Let μn ∈ ϕ A (gαn ) for every n, and choose each μn to be minimal (choosing each μn to be minimal is instrumental to the argument). Since gαn → f Ew, it follows from upper hemicontinuity that {μn } has a limit point in ϕ A ( f Ew), call it μ. Equivalently, since (S) is a metric space, {μn } has a convergent subsequence {μm } → μ ∈ ϕ A ( f Ew), and this convergence can be taken to be pointwise for each s ∈ S.26 Since μ ∈ ϕ A ( f Ew), Lemma 3 implies that supp(μ) = E. Since μm → μ pointwise, we know that μm (s) → μ(s) for every s ∈ S. Thus, for any s ∈ S such that μ(s) > 0, there exists Ms ∈ N such that for all m > Ms , μm (s) > 0. Letting M := maxs∈S Ms , it follows that for all m > M, supp(μm ) ⊇ supp(μ) = E. Now, fix some m > M. Let E m denote the support of μm . Notice that gαm (s) = w for every s ∈ E c by construction. Thus, gαm = gαm E m w = gαm Ew, so gαm ∼ A gαm Ew and the first part of the definition of E being relevant for gαm given A holds. Moreover, by construction, μm was chosen to be minimal, i.e., there is no μ m ∈ ϕ A (gαm ) with supp(μ m ) ⊂ supp(μm ). Additionally, since f (s)  w and h(s)  w for every s ∈ E, by construction, gαm (s)  w for every s ∈ E. In this case, we can use arguments analogous to those in the second part of the proof of part (i) of Lemma 3 to show that gαm  gαm E w for every E ⊂ E.27 Thus, E is relevant for gαm given A. 25 This conclusion also requires that the space containing the image of the constraint correspondence is Hausdorff, which follows since (S) is a metric space. 26 Since S is finite, convergence in the topology induced by the Euclidean distance is equivalent to pointwise



convergence, e.g., Aliprantis and Border (2006) Example 2.2. 27 In particular, for any E ⊂ E, we can take μ ∈ ϕ (g E w). There are two cases, depending on A αm whether supp(μ ) ⊆ E or supp(μ )  E . The argument in each case is analogous to the corresponding



case in the proof above.
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Thus, we have shown that for some α ∈ (0, 1), E is relevant for gα given A, gα  A f , and f Eh  gα Eh for any h ∈ F . Since E is also relevant for f given A, this contradicts Optimistic DC. Thus, we must have μ f = π E . We have shown that for any f ∈ Fint , the solution to (10) is a Bayesian update of the prior. As such, it follows that it is without loss of generality to set U A ( f ) = V A ( f ) for all such f ∈ Fint . We now extend this result to every f ∈ F . A.4 Extending to all acts Lemma 6 For every f ∈ F , V A ( f ) = U A ( f ). Proof Take any g ∈ F \Fint , and notice that the functional U A is continuous (in the uniform metric) by the maximum theorem (we verified the conditions in the proof of Lemma 5 above). Moreover, since u(·) is continuous, and B A is finite, the maximum theorem implies that V A is supnorm continuous, i.e., if { f n } → f , then V A ( f n ) → V A ( f ).28 Given g above, construct a sequence {gn } ∈ F ∞ such that, if g(s) ∼ b, gn (s) ≺ g(s) for all n ∈ N, and if g(s) ∼ w, gn (s)  g(s) for all n ∈ N, such that each {gn (s)} → g(s) monotonically.29 Then gn ∈ Fint for every n ∈ N, and since F is endowed with the uniform metric, {gn } → g. Then, since U A (gn ) = V A (gn ) for every n ∈ N, and both sequences converge, it follows that U A (g) = V A (g). Lastly, since there is a bijection between Bayesian updates and their supports (given π ), we can let E A := {E | π E ∈ B A } denote the set of all possible information sets the agent may choose given A. So we can rewrite V A once again as  V A ( f ) = max



E∈E A



u( f ) dπ E .



(12)



Henceforth, we slightly abuse notation and use ϕ A ( f ) to denote the solution set to 12 above. A.5 Verifying properties of representation Lemma 7 A ⊆ E for all E ∈ E A . 28 For any f, g ∈ F , the uniform metric on F is defined as d( f, g) = max ˆ f (s), g(s)), where dˆ is s∈S d( a metric on X . Recall from Footnote 9 that since S is finite, the topology induced by the uniform metric is equivalent to the product topology. 29 This can be done since u(·) is continuous, so for example let g (s) be such that u(g (s)) = u(g(s))+1/n n n



for each s such that g(s) ∼ w, and analogously when g(s) ∼ b.
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Proof Fix any E ∈ E A and find f ∈ F such that E ∈ ϕ A ( f ) and A  E (if no such E exists, then the result follows without loss of generality). Then there exists 







s ∈ A such that s ∈ / E. Construct g ∈ F such   that g(s ) = f (s ) for all s = s, 30 and set g(s)  f (s). Then u(g) dπ E = u( f ) dπ E , so g  A f , but Strong Monotonicity implies that f  A g, a contradiction. Lemma 8 A ∈ E A .   Proof Take any f ∈ F and consider u( f ) dπ A . Since u( f ) dπ A ∈ u(X ), by continuity of  there exists x ∈ X such that u(x) = u( f ) dπ A . Therefore, f Ax  x. Again assuming that x  w, notice that Constant Consequentialism and Strong Monotonicity jointly imply that A is relevant for x given A. Then since f Ax  x, Optimistic DC implies that f  A x, which implies that  V A ( f ) ≥ u(x) =



u( f ) dπ A .



Since f was taken arbitrarily, this holds for all acts, and so A ∈ E A follows without loss of generality. A.6 Necessity of axioms As for necessity, recall that by definition π has full support and A ∈ E A , so Strong Monotonicity follows. As for Optimistic DC, take any f, g ∈ F such that E is relevant for g given A and f Eh  g Eh. Since π has full support, this implies that   u( f ) dπ E ≥ u(g) dπ E . Since E is relevant for g given A, it follows that there exists B ∗ ∈ ϕ A (g Ew) such that B ∗ ⊇ E. Suppose toward a contradiction that g  A f , then g Ew  A f , so  V A (g Ew) =



 u(g Ew) dπ B ∗ > V A ( f ) ≥ V A ( f Ew) ≥



u( f Ew) dπ B ∗ ,



  which implies that u( f ) dπ E < u(g) dπ E , a contradiction (the last inequality follows from the fact that B ∗ ∈ E A ). This concludes the proof of Theorem 1.



Appendix B: Proofs of other results in the text We begin by proving Theorem 2. We first state a lemma that makes the proof of Theorem 2 an application of the GS uniqueness result. The proof of Lemma 9 follows the proof of the uniqueness theorem.



30 Again, assume for simplicity that f is interior, and use the arguments as in Lemma 6 to apply the result



to all acts.
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Lemma 9 Fix a Bayesian Optimism representation u, π, E A . Take any distinct n n {E



ni }i=1 ⊆ E A with n > 1. Then there is no collection {αi }i=1 ⊂ (0, 1) such that i=1 αi = 1 and n 



αi π Ei = π E ,



i=1



where E =



n i=1



Ei .



Proof of Theorem 2 Let V and V denote the functional representations corresponding to each Bayesian Optimism representation in the statement of Theorem 2. Uniqueness of u (up to affine transformation) and π is standard and omitted. Without loss of generality, assume u = u . Let Q A ⊂ (S) denote the set of measures induced by π and E A , i.e., Q A := {μ ∈ (S) | μ = π E for some E ∈ E A } , and define Q A analogously. Since the integral is linear, its maximum over Q A occurs at an extreme point of Q A , so we may write V as  V ( f ) = max u( f ) dμ, μ∈co(Q A )



and analogously for V , where co (Q A ) denotes the closed convex  hull of Q A . Then by the GS uniqueness theorem, we know that co (Q A ) = co Q A . Thus, it follows that E A = E A if we can ensure that the set of Bayesian updates of π that are in co (Q A ) are exactly those in Q A . This is precisely the content of Lemma 9. Proof of Lemma 9 Fix a Bayesian Optimism representation u, π, E A , and take any n n {E i }i=1 ⊆ E A . Let E = i=1 E i . Recall that by the definition of a Bayesian Optimism representation, A ⊆ E i for all i and hence A ⊂ E. Toward a contradiction, suppose n n ⊂ (0, 1) such that i=1 αi = 1 and that there exist {αi }i=1 n 



αi π Ei = π E .



i=1 n Since the collection {E i }i=1 are distinct, there must exist s ∈ Ac such that π Ei (s) = 0 for some i. Fix this s, and fix j such that π E j (s) > 0 (again this follows since the collection is distinct and n > 1). Since each αi > 0, this implies that π E (s) > 0 as well. Fix any s ∈ A. Since A ⊆ E i for all i, π Ei (s ) > 0 for all i. Now, since π E and π E j are Bayesian updates of π , the relative likelihoods of s and s must be the same. In other words, we must have



n π E j (s) αi π Ei (s) π E (s) = = ni=1 . 







π E j (s ) π E (s ) i=1 αi π E i (s )
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Rearranging terms implies that n  







αi π Ei (s ) =



i=1



n π E j (s ) 



π E j (s)



αi π Ei (s).



(13)



i=1



Again, since each π Ei is a Bayesian update of π , for all i such that π Ei (s) > 0, we must have π E j (s ) π E j (s)



=



π Ei (s ) . π Ei (s)



Plugging this condition into the right-hand side of 13 implies that n 



αi π Ei (s ) =







αi π Ei (s ),



i:π Ei (s)>0



i=1



and so we have 



αi π Ei (s ) = 0.



i:π Ei (s)=0



Since each αi ∈ (0, 1), this implies that π Ei (s ) = 0 for all i such that π Ei (s) = 0. From above, we know there is at least one such i. This is a contradiction because s ∈ A ⊆ E i for all i and so we must have π Ei (s ) > 0 for all i (recall that π has full support by definition of the Bayesian Optimism representation). Proof of Proposition 1 It is trivial to show that (iii) implies (i) and (ii). The assumptions on u and π stated in Definition 1 are satisfied since we have assumed Axioms 1–3. f We first show that (i) implies (iii). Thus, take any f ∈ F  . Let x A ∈ X denote the f



certainty equivalent for f given A, so V A ( f ) = u x A . Then Consequentialism







 f f requires that V A f Ax A = V A ( f ) = u x A . Since Axioms 1–3 are satisfied,  A



 f admits a Bayesian Optimism representation. Take any E ∈ ϕ A f Ax A . Thus, we have



  



 f f f V A f Ax A = u f Ax A dπ E = u x A .



  f Since A ⊆ E by Definition 1, the above implies that u x A = u( f ) dπ A , and  hence V A ( f ) = u( f ) dπ A as desired. We now show that (ii) implies (iii). So suppose Dynamic Consistency holds. Take f any f ∈ F , and again take the certainty equivalent such that f ∼ A x A . Then by
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 f f f Dynamic Consistency, we must have f Ax A ∼ x A , which implies that u x A =   u( f ) dπ A . This then implies that V A ( f ) = u( f ) dπ A , as desired. Proof of Proposition 2 Take any f ∈ F such that f (s)  w for every s ∈ S, and let E be a minimal solution. Then it follows that f ∼ A f Ew. Moreover, since f (s)  w for every s ∈ S, for any E ⊂ E we must have f  A f E w, for otherwise there would be a solution contained in E and E would not be minimal. Thus, minimal solutions are relevant. Now, suppose E is relevant. As above, we know that E is contained in every solution to f Ew, so there exists B ∗ ⊇ E such that  V A ( f ) = V A ( f Ew) = u( f Ew) dπ B ∗ . ∗ ∗ However, we must  have E = B , for if E was strictly contained in B then  ∗ ∗ u( f ) dπ B > u( f Ew) dπ B and hence we would have V A ( f ) > V A ( f Ew), a contradiction. Thus, E is a solution for f given A. Moreover, if E was not minimal, then there exists E ⊂ E such that V A ( f ) = V A ( f E w), contradicting the fact that E is relevant.



Proof of Proposition 3 Assume the two representations are nontrivial, for if they are the result holds trivially. If E A2 ⊆ E A1 , then it follows trivially that V A1 ( f ) ≥ V A2 ( f ) for all f ∈ F , and hence, Agent 1 is more optimistic than Agent 2. To prove the other direction, suppose that Agent 1 is more optimistic than Agent 2 given A, i.e., V A1 ( f ) ≥ V A2 ( f ) for all f ∈ F . Toward a contradiction, suppose that E A2  E A1 , i.e., there exists E ∈ E A2 such that E ∈ / E A1 . By definition, each V Ai is a Bayesian Optimism representation, so E ⊇ A; in fact this inclusion is strict since by definition A ∈ E A1 ∩E A2 . Then, by Lemma 9 (see also the proof of Theorem 2), the two representations may be written as  i u( f ) dμ, V A ( f ) = max μ∈co(Q iA )



where Q iA is defined as in the proof of Theorem 2 for i = 1, 2. Then a separat ing hyperplane theorem implies that there exists f ∈ F such that u( f ) dπ E >  max B∈E 1 u( f ) dπ B , a contradiction (see also the uniqueness theorem in GS).31 A



  Proof of Proposition 4 Suppose that ,  A satisfies Axioms 1–4. Assume that there exist x, y ∈ X with x  y, for otherwise the result follows trivially. Then of course,  A is represented by the Bayesian Optimism functional defined in Definition 1. Take any f ∈ Fint , and consider f Ab. By Strong Monotonicity, f Ab  A f . If f Ab ∼ A f , then Strong Monotonicity implies that f A b  A f for all A ⊂ A, and hence, A is 31 More transparently, the intuition of the result is that if E ∈ E 2 \E 1 , there must exist f ∈ F such that A A the agent will strictly prefer to distort to E over any B ∈ E A1 . It can be shown that this act is b [E\A] w, a



bet on the part of E that is not in A.
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p-relevant. If f Ab  A f , consider f [A ∪ {s}] b for each s ∈ Ac . If there exists s ∗ ∈ Ac such that f [A ∪ {s}] b ∼ A f , then A ∪ {s ∗ } is p-relevant. If not then continue as before. Since S is finite and f Sb ∼ A f , this procedure must eventually end, so every interior act admits a relevant event. Now, suppose there exists f, g ∈ Fint and α ∈ (0, 1) such that f ∼ A g but f  A α f + (1 − α)g.32 Let E denote the p-relevant event for α f + (1 − α)g, and without loss of generality suppose that f Eh  g Eh. Then since  is SEU, this implies that [α f + (1 − α)g] Eh  g Eh, and so Pessimistic DC implies that α f + (1 − α)g  A g, a contradiction. Therefore,  A is uncertainty neutral, i.e., for all f, g ∈ F , f ∼ A g implies that f ∼ A α f + (1 − α)g for all α ∈ [0, 1]. It is well known that this implies that  A is SEU,33 so E A is a singleton. Given points (i) and (ii) in the Bayesian Optimism representation, we must have E A = A. As for the other direction, notice that since π has full support, A is both relevant and p-relevant for every act, so both Optimistic DC and Pessimistic DC follow. The other axioms follow trivially.
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