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precision. Simulation results are shown in section IV and finally some conclusions are given in section V.



Abstract—In this paper the impact of floating and fixed-point representations on the chaotic behavior is studied. It is shown that the chaotic behavior becomes periodic and the length of cycles is estimated by simulation. Based on these results, a bit extraction technique is described in order to obtain binary pseudo-random sequences. Using statistical tests, it is shown that chaotic generators are potential candidates as pseudo-random generators.



II. F INITE REPRESENTATIONS While all chaotic properties (sensitivity to initial conditions, fractal dimension of chaotic attractors, Lyapunov exponents, etc.) are defined using an ideal (infinite) representation, the impact of a finite representation on chaotic properties is often overlooked. In the following, the floating and fixedpoint representations are briefly studied. Our results will be then used to obtain binary pseudo-random sequences based on chaotic generators.



I. I NTRODUCTION Binary pseudo-random sequences have applications in several domains which include information theory (informational sources), spread-spectrum systems (spreading sequences) and cryptography (stream cyphers, key generation, initialization vectors). Chaotic generators were already studied for cryptographic applications [1], [2], [3] due to their specific properties: sensitivity to initial conditions, random-like behavior, nonlinear dynamics, etc. As already noticed in [1], the main difficulty when using chaotic generators in cryptography is the fact that chaotic generators take values from a continuous, infinite space, while classical encryption techniques operate on a discrete and finite space. However, since most chaotic generators are implemented using a finite precision, the conversion from the continuous space to the discrete space is realized implicitly [3]. Further conversion techniques allow to pass from the discrete space to a binary space where classical cryptanalysis techniques can be applied. While the effect of fixed-point representation on the chaotic behavior seems well understood [3], there are few studies on the floating-point representation and its effects on the chaotic behavior. This is one of the main topics aborded in our paper. The other topic is related to the design of pseudo-random generators using chaotic generators represented with finite precision. The rest of the paper is organized as follows. In section II a description of floating and fixed-point representations is given and their main properties are pointed out. Section III discusses a bit extraction technique used to obtain a binary pseudo-random stream from real values represented with finite



A. Floating-point representation The most used floating-point representation is defined by IEEE 754 standard [4]. The goal of IEEE 754 standard is to ensure an uniform representation of real numbers among different hardwares and softwares. The programmer must choose the precision of floating point representation and how the data is manipulated by the floating-point unit of the processor. For example, the fact that the software uses data represented in floating-point single precision (”float“ in C/C++ language), does not guarantee that the processor uses the same precision to manipulate the data. On x86 processors, by default, the data in the processor is represented with extended precision and the conversion to single precision is realized when the data is written to memory. Thus, it is possible that the same software, run on different processors, produces slightly different results. When chaotic systems are used, these small differences of data representation format can produce very different chaotic sequences and thus the cryptographic systems cannot work correctly. There are other examples when the same software compiled with different compilation options can produce different results [5]. Consider a real number represented in base 2, in floatingpoint precision: ±d.dd . . . d × 2e (1) where d ∈ {0, 1}, d.dd . . . d is the significand (of length p bits) and e is the exponent. Sometimes p is called the representation 1
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precision of real number [5]. In IEEE 754 standard, the sign of the real number is represented by a single bit, the exponent is represented on w bits and the significand is represented on p − 1 bits (Fig. 1). Only p − 1 bits are used for the significand S



chaotic generators defined by the equation: xn = f (xn−1 )



where n ∈ {1, 2, . . .}, x0 is the initial condition and f : [0, 1] → [0, 1] is an onto function, but noninvertible [6]. In the [0, 1] interval, the number of possible floating-point values is: 2p−1 (1 − emin ) + 1 (3)



1111111111111111111111 00000000 00000000000000 00000000 11111111 00000000000000 1111111111111111111111 00000000 11111111111111 00000000000000 Exponent



Significand



w



Fig. 1.
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In order to obtain (3) we have taken into account the fact that the exponent vary between −1 + emin and −1 (denormalized and normalized numbers). Thus we have 1 − emin subintervals. In each subinteval we have 2p−1 values (the significand is represented on p− 1 bits). Further we count 1 whose exponent is zero. Since the number of floating-point values in [0, 1] interval is finite (3) and due to rounding errors, chaotic generators defined by (2) will have eventually a periodic behavior. Further insights into this issue can be gained by numerically evaluating the length of cycles using an uniform distributed ensemble of initial conditions (see subsection IV-A).



Floating-point representation according to IEEE 754 standard



since, given a real number, several binary representations (1) are possible. The representation becomes unique if the first bit of the significand is one (normalized representation). Thus the first bit is considered by default in one and it is no longer represented. For example, when the floating-point single precision representation is used, the exponent e is represented on w = 8 bits and can vary between emin = −126 and emax = 127 [4]. Further, there are two reserved values of the exponent: e = −127 to represent the zero value and denormalized values and e = 128 to represent ±∞ and NaN (Not A Number). The denormalized values have the default bit in zero (not in one as for normalized numbers) and are used to represent values near to zero. In order to take into account the sign of the exponent a biased representation is used, where the bias, in our example, is 127. Thus the exponent really represented in the IEEE 754 standard is E = e + 127. Using the floating-point representation, the axis of real numbers is partitioned into a finite ensemble of values represented in floating-point precision (Fig. 2). There are several



B. Fixed-point representation Fixed-point representation is simpler than the floating-point representation and allows to execute basic operations (addition, multiplication, etc.) faster and at low cost (especially video and onboard applications use this type of representation). In this case, knowing the variation interval, we can choose the fixedpoint position in order to represent only values in the given interval. For example, using the chaotic generators defined by (2), one can use 32 bits to represent fixed-point values in the interval [0, 1]: one bit for the sign, 3 bits for the integer part and 28 bits for the fractionary part. The reason of choosing one bit for the sign (not needed in this case) is to compare fixed-point representation with floating-point representation, previously descibed. In this case, the number of values possible to represent in the interval [0, 1] is 231 . Note that the number of floating-point single precision values (represented on 32 bits) is (3): 230 −223 +1, which is less than 231 1 . The reason of this difference is the fact that the floating-point representation, as previously described, allows to represent the entire real axis, while the fixed-point representation was adapted to represent only values in the [0, 1] interval 2 . However, the floatingpoint representation ensures a better precision when the values are near to zero, while the fixed-point representation ensures the same precision regardless of the represented value. This property will have a direct impact on the behavior of chaotic generators, as will be seen in section IV-A. Based on the finite representations, in the following section a bit extraction technique is described in order to obtain pseudo-random sequences.
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Fig. 2.
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The partition of real axis using the floating-point representation



subintervals defined by a constant exponent e. The length of each subinterval grows exponentially from zero to the axis extremities. In each subinterval there are the same number of values (the exponent is constant and the significand can take all possible values). The distance between two succesive values is constant and depends on the subinterval where the two values are found. The IEEE 754 standard provides that all operations (addition, multiplication, etc.) must be realized with infinite precision (using guard bits) and then the result is rounded to a floating-point value. By default, the rounding is realized to the nearest floating-point value with the least significant bit in zero. Given the floating-point representation, as defined by IEEE 754 standard, it is possible to find the number of possible values in a given interval. For example, consider the class of



1 Actually the number of fixed-point values possible to represent in the interval [0, 1] is 228 + 1, so the number of floating-point single precision values represented on 32 bits is greater than the number of fixed-point values. 2 This situation is possible by using a fixed-point representation on 32 bits with 31 bits for the fractionary part.
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PSEUDO - RANDOM BINARY SEQUENCES



A. Period detection of chaotic sequences The period detection of chaotic sequences is realized using the sliding window algorithm. Since an exhaustive research will imply to generate and store each value till the same value is again generated, we propose to reduce the number of stored values using the sliding window algorithm. Since the total number of values in the interval [0, 1] is known (3), by slinding the window after the maximum number of iterations (given by (3)) is reached, one can find the length of cycles. In our simulations, we have considered several well known chaotic functions: logistic map, Chebyshev polynomial of third order, Bernoulli map, piece-wise linear chaotic map, tent map and skewtent map (see appendix). In the interval [0, 1] we have taken 105 equidistant initial conditions, and for each initial condition we have studied the behavior of chaotic generator. The number of cycles and fixed-points (cycles of length one) for floating point single precision representation is presented in figure 4. It can be shown that the existence of fixed-points



In the following we discuss a structure widely used to generate binary pseudo-random sequences based on chaotic generators (Fig. 3). The chaotic generator is described by xn−1



Fig. 3.
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Chaotic pseudo-random binary sequences generation



the equation (2). At each iteration, from the output value xn (represented in floating or fixed-point precision) several bits are extracted in order to obtain the binary pseudo-random sequence bk . The extracted bit, bk , form the n-th value, xn , can be expressed as a sum of threshold functions [7]: bk =



k 2X −1
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where the threshold function, σt (x), depends on the representation used for its argument x ∈ (0, 1). For floating-point representations, the threshold function has the expression: ( x 
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where e is the nonbiased exponent of the floating point value x. For fixed-point representations, σt (x) has the following expression: ( 0 ,x < t σt (x) = (6) 1 , otherwise
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Fig. 4.



Using (4) it is possible to evaluate the correlation functions of the binary sequence generated by bk when a fixed-point representation is used [7]. To our knowledge, there are no results for floating-point representation and how the extraction algorithm must be designed in order to use a maximum number of bits for pseudo-random sequences generation. This will be a topic for our further research. In the following section, chaotic generators are studied by simulation under floating and fixed-point representations. IV. S IMULATION
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Number of cycles and fixed points for floating-point representation



in simulation (for logistic and Chebyshev maps) is related to theoretical fixed-points (obtained by solving the equation x = f (x)). For example, the logistic map has three theoretical fixed points {0, 1, p−1 p }. When its parameter is p = 4 (Fig 4) all theoretical fixed points belong to the ensemble defined by the floating point single precision representation. Choosing the logistic map parameter p so that the theoretical fixed point p−1 p does not belong to the ensemble defined by the floating point representation (e.g. p = 3.99) allows to avoid the convergence of the generated chaotic sequence to fixed points (Fig. 5). However, in general, the choice of chaotic function parameter does not allow to completely eliminate all fixed points from the ensemble defined by a finite representation and, due to truncation errors, some fixed points are still attainable. When generating pseudo-random sequences from chaotic values, such fixed points must be avoided and the initial condition



RESULTS



We study chaotic generators given by (2), when floating and fixed-point representations are used. The behavior of chaotic sequences under such a finite representation is studied and the length of cycles is estimated. Based on these results, the statistical properties of binary sequences obtained using the bit extaction technique are studied. 3
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Number of fixed−points and of different cycles



ratio between the number of different cycles and the total number of initial conditions) for floating and fixed-point representations an interesting effect can be observed (Fig. 7). When floating-point representation is used, the occurence probability of a single cycle dominates all other cycles, while when fixed-point representation is used, several cycles have similar occurence probabilities. This effect can be explained by the fact that the floating-point representation has a better resolution when the values are near to zero and thus only a small number of cycles are fostered. For the fixed-point representation, since the same precision is used regardless of the represented value, there are several cycles with similar occurence probabilities. Due to their sensitivity to initial conditions, chaotic generators need the highest possible precision in the variation interval. However, it is difficult to say which of the floating or the fixed-point precision is the most suited and several factors must be taken into account: the chaotic generator, the variation interval, implementation complexity, etc.
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Fig. 5. Number of fixed points and cycles for floating-point representation using the logistic map with two different parameters (p = 4 et p = 3.99)



B. Statistical tests for chaotic pseudo-random generators Using the longest cycle, found in the previous section, we have generated binary chaotic sequences using the bit extraction technique described in section III. By simulation, we have noticed that the best pseudo-random sequences are obtained when the least significant bytes are used to generate the binary stream. The best results were obtained using floating-point double precision representation (with 64 bits) taken the least significative 4 bytes (Fig. 8). The randomness of the binary



of the chaotic generator must be chosen so that a cycle of maximal length is generated. Note also that, in general, starting from an initial condition, the cycle is not attained imediately, but after a certain number of transient iterations. Same results can be obtained when using a fixed-point representation with 32 bits (Fig. 6). In this case the length of cycles is greater than in the case of the floating point representation, since the number of values possible to represent is greater (see subsection II-B) 3 .
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Fig. 8. Statistical results for the tent map using floating-point double precision representation
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stream was tested using statistical tests from NIST [8] using 100 binary sequences of length 106 bits each. Note that our results were obtained by simulation and show that it is possible to generate pseudo-random binary sequences from chaotic sequences. Thus, our future topic of research will be the design, by analytical means, of a bit extraction
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When looking at the occurence probability of cycles (the 3 This is not the correct explanation. The length of cycles is related to the fact that fixed-point representation uses the same precision to represent any value in the interval [0, 1].
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In this paper the effects of floating and fixed-point representations on the chaotic behavior were studied. The floatingpoint representation, as defined by IEEE 754 standard, was first presented. Some issues related to the implementation of chaotic generators using floating-point representation were also discussed. Next the fixed-point representation was discussed and the differences with respect to the floating-point representation were pointed out. An extraction technique, used to obtain binary pseudo-random sequences from chaotic values represented with finite precision, was presented. Simulation results were shown for several chaotic maps and the length of their cycles was estimated under floating and fixed-point representations. Statistical tests were conducted on binary streams obtained from chaotic generators showing that chaotic generators are potential candidates as pseudo-random generators. Further research need to be conducted in order to design a bit extraction technique able to generate a binary pseudorandom stream using a maximum number of bits from the chaotic values.
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Chebyshev polynomial of third order (p = 3) fp (x) = (2x − 1)(2fp−1 (x) − 1) + 1 − fp−2 (x)



piece-wise linear chaotic map (p = 0.3)   , x ∈ [0, p) x/p f (x) = (x − p)/(0.5 − p) , x ∈ [p, 0.5]   f (1 − x) , x ∈ (0.5, 1] tent map (p = 0.99) ( 2px f (x) = 2p(1 − x)
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FUNCTIONS USED IN SIMULATIONS



f (x) = px(1 − x)



Bernoulli map (p = 1.99) ( px , x ∈ [0, 1/p) f (x) = f (x − 1/p) , x ∈ [1/p, 1]
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LATTIS-INSA, TOULOUSE UNIVERSITY, FRANCE, DEC. 13-14, 2007



IEEE WORKSHOP ON NONLINEAR MAPS AND APPLICATIONS (NOMA’07)



[8] A. Rukhin, J. Soto, J. Nechvatal, M. Smid, E. Barker, S. Leigh, M. Levenson, M. Vangel, D. Banks, A. Heckert, J. Dray, and S. Vo, “A statistical test suite for pseudoradom number generators used in cryptographic applications,” tech. rep., National Institute of Standards and Technology, 2001.



6



























[image: Behavior of chaotic sequences under a finite ...]
Behavior of chaotic sequences under a finite ...












[image: absolutely unpredictable chaotic sequences]
absolutely unpredictable chaotic sequences












[image: Characterizing Chaotic Behavior of REM Sleep EEG Using Lyapunov ...]
Characterizing Chaotic Behavior of REM Sleep EEG Using Lyapunov ...












[image: Implementation of chaotic cryptography with chaotic ...]
Implementation of chaotic cryptography with chaotic ...












[image: Barrow, Chaotic Behavior in General Relativity.pdf]
Barrow, Chaotic Behavior in General Relativity.pdf












[image: Generating Finite-State Global Behavior of ...]
Generating Finite-State Global Behavior of ...












[image: Structural behavior of uranium dioxide under pressure ...]
Structural behavior of uranium dioxide under pressure ...












[image: THE BEHAVIOR OF THE RSK ALGORITHM UNDER ...]
THE BEHAVIOR OF THE RSK ALGORITHM UNDER ...












[image: POINTWISE AND UNIFORM CONVERGENCE OF SEQUENCES OF ...]
POINTWISE AND UNIFORM CONVERGENCE OF SEQUENCES OF ...












[image: chaotic optimization]
chaotic optimization












[image: On sequences of Bincentric Quadrilaterals]
On sequences of Bincentric Quadrilaterals












[image: Control a Novel Discrete Chaotic System through Particle Swarm ...]
Control a Novel Discrete Chaotic System through Particle Swarm ...












[image: DNA Sequences from Below: A Nominalist Approach]
DNA Sequences from Below: A Nominalist Approach












[image: synchronization of the regular and chaotic states of ...]
synchronization of the regular and chaotic states of ...












[image: Queueing behavior under flow control at the subscriber ...]
Queueing behavior under flow control at the subscriber ...












[image: Field-Experimental Evidence on Unethical Behavior Under Commitment]
Field-Experimental Evidence on Unethical Behavior Under Commitment












[image: Field-Experimental Evidence on Unethical Behavior Under Commitment]
Field-Experimental Evidence on Unethical Behavior Under Commitment












[image: Field-Experimental Evidence on Unethical Behavior Under Commitment]
Field-Experimental Evidence on Unethical Behavior Under Commitment












[image: Queueing behavior under flow control at the subscriber-to-network ...]
Queueing behavior under flow control at the subscriber-to-network ...















Behavior of chaotic sequences under a finite ...






IEEE WORKSHOP ON NONLINEAR MAPS AND APPLICATIONS (NOMA'07). Behavior ... precision and the conversion to single precision is realized when the ... 






 Download PDF 



















 83KB Sizes
 0 Downloads
 215 Views








 Report























Recommend Documents







[image: alt]





Behavior of chaotic sequences under a finite ... 

Email: [email protected]. Fabrice Peyrard and ... Email: [email protected] .... The IEEE 754 standard provides that all operations (ad- dition ...














[image: alt]





absolutely unpredictable chaotic sequences 

these functions cannot be expressed as a map of type Xn+1 = g(Xn, Xn-1,..., Xn-r+1). .... definition. In this context, they represent chaotic first-return maps.














[image: alt]





Characterizing Chaotic Behavior of REM Sleep EEG Using Lyapunov ... 

significance level of QPCâ€”also has been utilized as a quantitative index to delineate the developmental changes in hippocampal subfields [3]-[4]. Information, chaos, as well as random fractal theories have introduced a breakthrough in the world of 














[image: alt]





Implementation of chaotic cryptography with chaotic ... 

FIG. 1. An illustration of generating the keys from a master- slave type of a .... 12 Public-Key Cryptography: State of the Art and Future Direc- tions, edited by Th.














[image: alt]





Barrow, Chaotic Behavior in General Relativity.pdf 

Whoops! There was a problem loading more pages. Whoops! There was a problem previewing this document. Retrying... Download. Connect more apps.














[image: alt]





Generating Finite-State Global Behavior of ... 

Department of Electrical and Computer Engineering. Wayne State University. Detroit, MI 48202, USA ... accepted in various applications of automation engineering from computer architecture [1] to manufacturing ..... a second (for the 360-degreed rotat














[image: alt]





Structural behavior of uranium dioxide under pressure ... 

Feb 22, 2007 - ... cell, in good agreement with a previous theoretical analysis in the reduction of volume required to delocalize 5f states. DOI: 10.1103/PhysRevB.75.054111. PACS numbers: 61.50.Ah, 61.50.Ks, 71.15.Nc, 71.27.a. I. INTRODUCTION. Uraniu














[image: alt]





THE BEHAVIOR OF THE RSK ALGORITHM UNDER ... 

Abstract. We study the behavior of the RSK (Robinson-Schensted-. Knuth) algorithm under small changes in the input permutation. The â€œsmall changesâ€� we ...














[image: alt]





POINTWISE AND UNIFORM CONVERGENCE OF SEQUENCES OF ... 

Sanjay Gupta, Assistant Professor, Post Graduate Department of .... POINTWISE AND UNIFORM CONVERGENCE OF SEQUENCES OF FUNCTIONS.pdf.














[image: alt]





chaotic optimization 

search (SS) with the hallmark of memory retention ... included in the solutions, with regards to its interaction ... occur, if a â€œgoodâ€� starting point is achieved. ..... His email address is [email protected]. GODFREY C. ONWUBOLU is the Professo














[image: alt]





On sequences of Bincentric Quadrilaterals 

Jan 14, 2009 - Abstract. Dorman's Construction maps a circumscribable quadrilateral to a new quadrilateral whose edges are tangent to the circumscribing circle at the vertices of the given quadrilateral. The construction can be applied again when the














[image: alt]





Control a Novel Discrete Chaotic System through Particle Swarm ... 

Control a Novel Discrete Chaotic System through. Particle Swarm Optimization. *. Fei Gao and Hengqing Tong. Department of mathematics. Wuhan University of ...














[image: alt]





DNA Sequences from Below: A Nominalist Approach 

generation sequencer cannot detect the type of nucleotide in a certain ... in a computer's file system. .... 2. has no other types of elements than E as its parts.














[image: alt]





synchronization of the regular and chaotic states of ... 

Keywords: Synchronization; electromechanical systems. 1. Introduction. In recent years ... cial importance is automation engineering where two or more devices to ..... the basic idea leading to the stability equation (11), but to the fact that with Î














[image: alt]





Queueing behavior under flow control at the subscriber ... 

University of Califomia, Los Angeles, Los Angeles, CA 90024. Abstract. A Credit Manager .... analyze the stochastic behavior of the system under the flow control ...














[image: alt]





Field-Experimental Evidence on Unethical Behavior Under Commitment 

May 18, 2016 - the general theme is not: from the failure of Enron to the business practices in the financial industry ..... tion changed the degree of commitment to the no-cheating rule, the rule itself and the consequences ..... Journal of Marketin














[image: alt]





Field-Experimental Evidence on Unethical Behavior Under Commitment 

May 18, 2016 - on exams. Two features render the business school setting useful for our study. ...... Management Science, 59 (10), 2187â€“2203. GNEEZY, U.














[image: alt]





Field-Experimental Evidence on Unethical Behavior Under Commitment 

May 18, 2016 - mance and investigate the impact of commitment on cheating by means of simple treatment comparisons with .... Im- portantly, we assigned all students in a given hall to the same treatment. To avoid spillovers between exams, we used onl














[image: alt]





Queueing behavior under flow control at the subscriber-to-network ... 

1. Introduction. For many communication networks, conventional end-to-end window flow control schemes ... and the statistical variations of the mixed-services.


























×
Report Behavior of chaotic sequences under a finite ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















