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Abstract



It is clear that the KL divergence makes a poor estimate of the Bayes divergence compared to the Bhattacharyya divergence. The plot of the Bayes divergence using 100K samples shows how estimates of Bayes divergence become unreliable for large divergences, whereas it appears that, in this regime, our estimates of Bhattacharyya divergence more closely match the Bayes divergence than direct estimates of Bayes divergence. The rest of the paper deals with how we can compute accurate estimates of Bhattacharyya divergence.



Many applications require the use of divergence measures between probability distributions. Several of these, such as the Kullback Leibler (KL) divergence and the Bhattacharyya divergence, are tractable for single Gaussians, but intractable for complex distributions such as Gaussian mixture models (GMMs) used in speech recognizers. For tasks related to classification error, the Bhattacharyya divergence is of special importance. Here we derive efficient approximations to the Bhattacharyya divergence for GMMs, using novel variational methods and importance sampling. We introduce a combination of the two, variational importance sampling (VISa), which performs importance sampling using a proposal distribution derived from the variational approximation. VISa achieves the same accuracy as naive importance sampling at a fraction of the computation. Finally we apply the Bhattacharyya divergence to compute word confusability and compare the corresponding estimates using the KL divergence. Index Terms: Variational importance sampling, Bhattacharyya divergence, variational methods, Gaussian mixture models.



1. Introduction The Bhattacharyya error [1] between two probability density functions f (x) and g(x), is commonly used in statistics as a measure of similarity between two density distributions. We define the Bhattacharyya measure,   def f (x)g(x) dx. (1) B(f, g) = Figure 1: Scatter plot of a) symmetric KL divergence, b) Bayes divergence , and c) Bhattacharyya divergence, estimated via importance sampling with 100K samples, versus the Bayes divergence estimated using 1 million samples, plotted for all pairs of the 826 GMMs.



√ The Bhattacharyya error is then pf pg B(f, g), where pf and pg are priors placed on f and g. Here we assume these priors are equal and deal with B(f, g) directly for simplicity. The corresponding Bhattacharyya divergence is defined as DB (f, g) = − log B(f, g). The Bhattacharyya measure satisfies the properties 0 ≤ B(f, g) ≤ 1, B(f, g) = B(g, f ) and B(f, g) = 1 if and only if f = g. The Bhattacharyya divergence satisfies similar properties. The Bhattacharyya divergence has been used in machine learning as a kernel, [2], and in speech recognition for applications such as clustering of phonemes, [3], and feature selection, [4]. In this paper we apply the Bhattacharyya divergence to the problem of assigning a score indicating the level of confusability between a pair of words. The KL divergence has previously been used for this purpose, as can be seen in [5, 6, 7]. The use of the Bhattacharyya divergence for this purpose can be motivated by the factthat it closely approximates the Bayes error, Be (f, g) = 1/2 min(f, g). Figure 1 shows a scatter plot in which each point represents a pair of GMMs derived from a speech model, for Monte Carlo estimates of the KL divergence and Bhattacharyya divergence, plotted against the Bayes divergence DBE = −log2Be (f, g).



For two Gaussians f and g the Bhattacharyya divergence has a closed formed expression, DB (f g)



=



−1  1 Σf + Σ g (μf − μg ) (2) (μf − μg ) 8 2   Σf + Σg 1 1 − log det(Σg Σf ) + log det 2 2 4



whereas for two GMMs no such closed form expression exists. In the rest of this paper we consider f and g to be GMMs. The marginal densities of x ∈ Rd under f and g are  f (x) = a πa N (x; μa , Σa ) (3) g(x) = b ωb N (x; μb , Σb ) where πa is the prior probability of each state, and N (x; μa , Σa ) is a Gaussian in x with mean μa and covariance Σa .
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We will frequently use the shorthand notation fa (x) = N (x; μa , Σa ) and gb (x) = N (x; μb , Σb ). Our estimates of B(f, g) will make use of the Bhattacharyya measure between individual components, which we write as B(fa , gb ).



for k = 1, . . . , d where λa,k and ea,k are the eigenvalues and eigenvectors of the covariance Σa of the Gaussian  fa . The Bhattacharyya error can be written B(f, g) = a πa Efa [h] with  h = g/f . Although h is not quadratic, the unscented estimate is then 2d 1   g(xa,k ) πa Dunscented (f g) = . (12) 2d a f (xa,k )



2. Monte Carlo sampling One method that allows us to estimate the Bhattacharyya measure between two mixture models, B(f, g) for large dimension d, with arbitrary accuracy is Monte Carlo simulation. If we draw n samples, {xi }n i=1 √ , from a distribution h and compute n f (xi )g(xi ) 1 ˆ the resulting quantity is an Bh (f, g) = n



i=1



k=1



4. The Gaussian approximation A commonly used approximation to B(f, g) is to replace f and g with Gaussians, fˆ and gˆ. In one incarnation, one uses Gaussians whose mean and covariance matches that of f and g. The mean and covariance of f are given by  μfˆ = π μ a a a (13)  Σfˆ = a πa (Σa + (μa − μfˆ)(μa − μfˆ) ).



h(xi )



unbiased estimate of the Bhattacharyya measure with variance   f (x)g(x) 1 2 dx − B(f, g) . (4) n h(x) When computing the KL divergence with Monte Carlo sampling the traditional choice of sampling distribution is f . Here, this yields an estimator n  g(xi ) 1 ˆf (f, g) = (5) B n i=1 f (xi )



The approximation Bgauss (f, g) is given by the closed-form expression, Bgauss (f, g) = B(fˆ, gˆ), using equation (2).



5. First variational bound



 Let φab ≥ 0 satisfy 1 = ab φab . Then by use of Jensen’s inequality and the concavity of the square root we have the following straightforward computation   B(f, g) = fg (14)   πa fa ωb gb = φab (15) φab ab   πa ω b  φab fa gb (16) ≥ φab ab  = φab πa ωb B(fa , gb ). (17)



with variance ˆf (f, g)] = var[B



 1



1 − B(f, g)2 . n



(6)



From the expression of the variance we see that the estimator has higher accuracy the closer g is to f . For practical purposes this is the most interesting case. Using importance sampling we can do even better. B(f, g) is symmetric, so a sampling distribution symmetric in f and g, such as, f +g , is a natural choice. The variance for this choice 2 of sampling distribution is   2f g ˆavg (f, g)] = 1 var[B (7) − B(f, g)2 . n f +g



ab



2f g , f +g



the harmonic mean of f and g, is bounded from above But , and thus by the arithmetic mean, f +g 2   f +g ˆavg (f, g)] ≤ 1 ˆf (f, g)]. var[B − B(f, g)2 = var[B n 2 (8) We have proved that f +g is uniformly a better sampling dis2 tribution than f . We shall see later in this paper that, by use of variational techniques, we can construct yet better sampling distributions.



This inequality holds in the entire domain of the variational parameters. By  maximizing with respect to φab ≥ 0 and the constraint 1 = ab φab we get φab = 



πa ωb B(fa , gb )2     2 a b πa ωb B(fa , gb )



which upon substitution gives  πa ωb B(fa , gb )2 . B(f, g) ≥



(18)



(19)



ab



3. The unscented transformation



Every other approximation to the Bhattacharyya measure so far has satisfied the property B(f, f ) = 1. For this variational estimate it is not the case.



The unscented transform, [8], is an approach to estimate Efa [h(x)] in such a way that the approximation is exact for all quadratic functions h(x). It is possible to pick 2d “sigma” points {xa,k }2d k=1 such that  fa (x)h(x) dx =



2d 1  h(xa,k ). 2d



6. Second variational bound We can follow the approach used in [9], and use the variational principle in yet another way. We introduce the variational parameters φb|a≥ 0 and ψa|b ≥ 0 satisfying the constraints  a φa|b = b ψb|a = 1. Using the variational parameters we may write   f = a πa fa = ab πa ψb|a fa (20) g = = b ω b gb ab ωb φa|b gb .



(9)



k=1



One possible choice of the sigma points is  xa,k = μa + dλa,k ea,k  xa,d+k = μa − dλa,k ea,k ,



(10) (11)
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8. Bhattacharyya divergence experiments



With this notation we use Jensen’s inequality to obtain a lower bound of the Bhattacharyya measure as follows  B(f, g)







=



f 







g f



In our experiments we used GMMs from an acoustic model used for speech recognition. The features x ∈ Rd are 39 dimensional, d = 39, and the GMMs all have diagonal covariance. Furthermore the acoustic model consists of a total of 9,998 Gaussians belonging to 826 separate GMMs. The number of Gaussians per GMM varies from 1 to 76 (only 5 mixtures were single Gaussians). The median number of Gaussians per GMM was 9. We used these 826 GMMs to test our various different approxima tions to the Bhattacharyya divergence. We used all 826 pairs of 2 the GMMs in our tests, and compared each of the methods to the reference approximation, which was the VISa method with one million samples. To justify this reference, for each method we computed an estimate using 100,000 samples, and a reference using one million samples. Then for each estimate we chose the reference that minimized the variance of the deviation. In all cases this best reference was the VISa reference.



(21)



 πa φb|a fa ωb ψa|b gb dx (22) f πa φb|a fa ab   ωb ψa|b gb πa φb|a fa dx (23) πa φb|a fa ab  √ φb|a ψa|b πa ωb B(fa , gb ). (24)



=



f



≥ =



ab



This inequality holds for any choice of variational parameters φ and ψ. We cannot jointly optimize (24) in φ and ψ. For a fixed value of ψ the value of φ that maximizes the lower bound is φb|a



= 



2.5



ψa|b ωb B(fa , gb )2 .    2 b ψa|b ωb B(fa , gb )



2



φb|a πa B(fa , gb )2 . 2    a φa |b πa B(fa , gb )



Density



Correspondingly, if we fix φ the optimal value for ψ is ψa|b = 



unscented gaussian f (f + g)/2 variational I variational II



(25)



(26)



1.5 1 0.5



Each iteration of (25) and (26) increases the value of the lower bound. We use a uniform distribution to initialize φ and ψ and iterate until convergence in the lower bound. In this case, it holds ˆ f ) = 1, and equivalently the upper bound D ˆ B (f, f ) = that B(f, 0.
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Figure 2: Histograms of deviations from the reference estimate, computed across all pairs of GMMs, for various method.



7. Variational importance sampling Equation (4) gave the variance for a given sampling distribution  h. Two sampling distributions can be compared using f g/h.  To choose h we could thus attempt to minimize f g/h with  respect to h(x) ≥ 0 and the√constraint  √ h = 1. The optimal choice of h is given by h = f g/ f g, which has a variance of 0. However the denominator equals B(f, g), which is the quantity we are trying to compute in the first place. That being said, it nonetheless tells us that we should √ be searching for a sampling distribution that approximates f g. The variational estimate is such an estimate. We have  √ B(f, g) ≥ φb|a ψa|b πa ωb B(fa , gb ) (27) ab



=



 



φb|a ψa|b πa ωb







fa gb .
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(28)



Figure 3: Histogram of various approximations, relative to the reference estimate, computed from all pairs of GMMs. The three Monte Carlo estimates are computed using 1000 samples.



ab



From which we can see that √   φb|a ψa|b πa ωb fa gb h =  ab  √ φb|a ψa|b πa ωb fa gb ab



f (f + g)/2 variational II VISa



Fig. 2 shows histograms of the two variational bounds, and the Gaussian and unscented approximations. In addition, we have plotted the Monte Carlo methods using the same number of samples, 2dn, used in the unscented approximation. In our implementation we saw that the computation for the variational lower bound took about 1ms per GMM pair, for the variational approximation 0.6ms, for the Gaussian approximation 9ms and for the unscented approximation 11ms per pair. As seen in Fig. 2 the unscented approximation fails, whereas the Gaussian approximation can compete with sampling from f . The variational



(29)



√ is √ in some sense an approximation to f g/B(f, g). Since fa gb is a quadratic exponential, h is a Gaussian mixture distribution, which we know how to sample. After iterating (25) and (26) the variational parameters become sparse, and we can typically prune away enough components, so that the resulting mixture is of comparable size to f and g.
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D(f g) 1−πf



4. Bhattacharyya with transitions:



DB (f,g) 1−πf



+ D(πf πg ) + D(πf πg ).



Table 1 shows the experimental results using the four different kinds of weights. The Bhattacharyya divergence outperforms method description KL divergence Bhattacharyya KL divergence with transitions Bhattacharyya with transitions



D : AO AY : AO AX : AO L : AO D : AO AY : AO AX : AO D:L



3. Kl divergence with transitions:



L:L



AX : L L:L



squared correlation 0.571 0.610 0.616 0.675



Table 1: Squared correlation between edit distances and empirical confusability measurements.



F



Figure 4: Product HMM for the words call and dial the KL divergence, and performs best when combined with the transition probabilities. methods, which are the cheapest, are also the best of the methods in Fig. 2, in terms of variance, although sampling from (f + g)/2 yields less bias. The VISa plot is absent here because it would dwarf the other histograms. The only methods that can give arbitrary accuracy, time permitting, are the Monte Carlo sampling methods. Fig. 3 shows how the various sampling methods compare to each other with 1000 samples. We compared the methods to the best variational estimate, i.e. the lower variational bound. It is clear that the VISa method is far superior to sampling from f +g , which is again far better than 2 sampling from f . Finally, it is worth noting that we pruned the Gaussians with low priors in the VISa method so as to make the number of Gaussians in the GMM h comparable to that of f , and thus computationally competitive.
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9. Word confusability experiments In this section we briefly describe some experimental results where we use the Bhattacharyya divergence in place of KL divergence. The problem of estimating word confusability is discussed in [5] and [6]. A word is modeled in terms of an HMM and so the confusion between the two words can be modeled in terms of a cartesian product between the two HMMs as seen in Fig. 4. This structure is similar to the acoustic perplexity defined in [5] and the average divergence distance, [6], and we draw our methodology from these papers. The edit distance is the shortest path from the initial to the final node in the product graph. We use the edit distance as the indicator for how confusable two words are. In this case the edit distance is equivalent to the Viterbi path. To measure how well each method can predict recognition errors we used a test suite consisting only of spelling data. There were a total of 38,921 spelling words (a-z) in the test suite with an average word error rate of about 19.3%. A total of 7,500 spelling errors were detected. Given the errors we estimated the probability of correct recognition P(w1 |w2 ) = C(w1 , w2 )/C(w2 ). We discarded cases where the error count was low, the total count was low, or the probability was 1. We take into account the self-loop transition probabilities πf and πg corresponding to the HMM associated with  nodes  f and   g, π
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1−π



using D(πf πg ) = πf log πfg + (1 − πf ) log 1−πfg , as in [10]. To compute the edit distance we then use the following weights in the edit distance computation: 1. KL divergence: D(f g). 2. Bhattacharyya divergence: DB (f, g).
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