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The 17th Annual Bio-Ontologies Meeting Nigam Shah, Stanford University Michel Dumontier, Stanford University Larisa Soldatova, Brunel University Philippe Rocca-Serra, University of Oxford



The Bio-Ontologies meeting provides a forum for discussion of the latest and most cutting-edge research in ontologies and more generally the organization, presentation and dissemination of knowledge in biology. Over the years, the Bio-Ontologies SIG has provided a forum for discussion on the latest and most innovative topics in this area. The informal nature of the SIG has provided an environment where work has been presented up to a year before its formal publication. It has existed as a SIG at ISMB for over a decade, making it one of the longest running. July 11-12th, 2014 Co-located with ISMB 2014 Boston, MA, USA
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Enhancing ChEBI for metabolic modelling and systems biology. Janna Hastings, Neil Swainston, Venkatesh Muthukrishnan, Namrata Kale, Adriano Dekker, Gareth Owen, Steve Turner, Pedro Mendes and Christoph Steinbeck Gene Ontology: Improving Biological Representations. Judy Blake for the GO Consortium Ontomaton: accessing vocabulary servers from Google Spread-sheets. Eamonn Maguire, Alejandra Gonzalez-Beltran, Susanna-Assunta Sansone and Philippe Rocca-Serra



Lunch and Posters: See accepted posters list Towards Automatic Extraction of Ontological Structures Describing Quantitative Relations of Ion Channel Physiology from Bio-Medical Literature. Ravikumar Komandur Elayavilli, Kavishwar Wagholikar and Hongfang Liu
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Gotrack: tracking and viewing changes in functional annotations of gene products over time. Adriana Estela Sedeño Cortes and Paul Pavlidis Bridging the Gap between Clinical Text and Semantic Knowledge: A mixed method approach to integrate EHR language into a PTSD knowledge base. Bryan Gamble and Maryan Zirkle Gene and Gene-Product Abstractions for Modeling and Querying. Kevin Livingston, Michael Bada and Lawrence Hunter Post-Traumatic Stress Disorder (PTSD) Ontology and Use Case. Bryan Travis Gamble, Samah Jamal Fodeh and Kei-Hoi Cheung
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PubChemRDF: Ontology-based Data Integration. Gang Fu and Evan Bolton
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Linked Experimental Data: the ISA infrastructure entering the linked data world. Alejandra Gonzalez-Beltran, Eamonn Maguire, Susanna-Assunta Sansone and Philippe Rocca-Serra NCI Thesaurus – Overview of Recent Changes. Sherri de Coronado and Gilberto Fragoso Protein Ontology (PRO): Flash Updates. Judy Blake for the PRO Consortium Principles for concept providers on the Semantic Web. Kees Burger, Eelke van der Horst, Mark Thompson, Rajaram Kaliyaperumal, Erik A Schultes, Christine Chichester, Barend Mons and Marco Roos
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Phenotype Day Nigel Collier, European Bioinformatics Institute, UK Anika Oellrich, Wellcome Trust Sanger Institute, UK Tudor Groza, The University of Queensland Karin Verspoor, The University of Melbourne Nigam Shah, Stanford University



The Phenotype day is an initiative developed jointly with the Bio-Ontologies and BioLINK Special Interest Groups. The systematic description of phenotype variation has gained increasing importance since the discovery of the causal relationship between a genotype placed in a certain environment and a phenotype. It plays not only a role when accessing and mining medical records but also for the analysis of model organism data, genome sequence analysis and translation of knowledge across species. Accurate phenotyping has the potential to be the bridge between studies that aim to advance the science of medicine (such as a better understanding of the genomic basis of diseases), and studies that aim to advance the practice of medicine (such as phase IV surveillance of approved drugs). On Phenotype Day we hope to trigger a comprehensive and coherent approach to studying (and ultimately facilitating) the process of knowledge acquisition and support for Deep Phenotyping.
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Authors and Title Introduction and welcome A Strategy for Annotating Clinical Records with Phenotypic Information relating to the Chronic Obstructive Pulmonary Disease. Xiao Fu, Riza Theresa Batista-Navarro, Rafal Rak and Sophia Ananiadou Mining Adverse Drug Reaction Signals from Social Media: Going Beyond Extraction. Apurv Patki, Abeed Sarker, Pranoti Pimpalkhute, Azadeh Nikfarjam, Rachel Ginn, Karen O'Connor, Karen Smith and Graciela Gonzalez Concept selection for phenotypes and disease-related annotations using support vector machines. Nigel Collier, Anika Oellrich and Tudor Groza Data driven development of a Cellular Microscopy Phenotype Ontology. Simon Jupp, James Malone, Tony Burdett, Jean-Karim Heriche, Jan Ellenberg, Helen Parkinson and Gabriella Rustici Coffee (10:15 - 10:45) Coverage of Phenotypes in Standard Terminologies. Rainer Winnenburg and Olivier Bodenreider How good is your phenotyping? Methods for quality assessment. Nicole Washington, Melissa Haendel, Sebastian Kohler, Suzanna Lewis, Peter Robinson, Damian Smedley and Christopher Mungall Expanding the Mammalian Phenotype Ontology to support high throughput mouse phenotyping data from large-scale mouse knockout screens. Cynthia Smith and Janan Eppig



Invited talk: Peter Robinson – The Human Phenotype Ontology: Algorithms and Applications
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Invited talk: Dietrich Rebholz-Schuhmann – Semantic normalization of phenotypes for biomedical data integration: requirements, status and caveats. Bio-Ontologies overview Whitepaper Working groups Closing remarks



Invited Speakers Melissa Haendel—From baleen to cleft palate: an ontological exploration of evolution and disease Bio: Dr. Haendel is an assistant professor in the Department of Medical Informatics & Clinical Epidemiology at the Oregon Health Sciences University (OHSU) and directs the Ontology Development Group. She is the principle investigator of the Monarch Initiative (monarchinitiative.org) and is an active researcher in ontologies and data standards. Prior to her appointment at OHSU, she was Ontologist and Scientific Curator at the Zebrafish Model Organism Database. Melissa is widely known for her work on the eagle-i discovery system for research resources and for developing the Common Anatomy Reference Ontology as a member of the OBO Foundry. She holds a Ph.D. Neuroscience form the University of Wisconsin and completed postdoctoral training at the University of Oregon.



Peter Robinson—The Human Phenotype Ontology: Algorithms and Applications Bio: Prof. Robinson is a leading researcher in the field of phenotype knowledge representation and its application to human heritable diseases. Dr. Robinson leads a research group at the Institute of Medical Genetics and Human Genetics of the Charité – Universitätsmedizin Berlin. A major focus in his research has been to use mathematical and bioinformatic models to understand biology and hereditary disease. Dr. Robinson's computational group has developed the Human Phenotype Ontology (HPO), so he is in a unique position to offer insights into the challenges the community faces with phenotype vocabulary curation and knowledge integration. A major current focus lies in the development of algorithms for using phenotype and genotype information for diagnostics and computational biology.



Dietrich Rebholz-Schuhmann—Semantic normalization of phenotypes for biomedical data integration: requirements, status and caveats. Bio: Dr. Rebholz-Schuhmann holds a master in medicine (Univ. Duesseldorf, 1988), a Ph.D. in immunology (Univ. Duesseldorf, 1989) and a master in computer science (Univ. Passau, 1993). He was research group leader at the European Bioinformatics Institute, Hinxton (Uk) doing research in biomedical literature analysis. Since July 2012, he is senior researcher at the University of Zürich in the department of computational linguistics, heading the MANTRA project, which addresses analysis of multilingual patient records. This work will help to provide linkage between data in the scientific and clinical domains He is also editor-in-chief of the Journal of Biomedical Semantics. As a leading researcher in the field of text mining for molecular biology Dr. Rebholz-Schuhmann will provide a valuable perspective on the integration of phenotypes, genes and diseases in text to semantic resources such as biological databases and ontologies.
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Abstracts of Posters and Flash updates



Enhancing ChEBI for metabolic modelling and systems biology Janna Hastings, Neil Swainston, Venkatesh Muthukrishnan, Namrata Kale, Adriano Dekker, Gareth Owen, Steve Turner, Pedro Mendes and Christoph Steinbeck ChEBI (http://www.ebi.ac.uk/chebi) is a curated database and ontology of biologically relevant small molecules. It is widely used as a reference for chemicals in the context of biological data such as protein interactions, pathways, and models. Systems biology brings together a wide range of information about cells, genes and proteins, as well as the small molecules that act on and within these biological structures. Chemical data, such as molecular formula and structure, can be fruitfully exploited in the automated model building and refining process. Within this context, efforts are currently underway to enhance ChEBI for the systems biology and metabolic modelling communities. The enhancements include the addition of a library for comprehensive programmatic access to ChEBI data, which will be applicable to a range of applications but with a particular focus on metabolic modelling. This library, libChEBI, will make it easier to access ChEBI programmatically within diverse contexts. It will include the facility to determine relationships between molecules, such as stereochemistry, tautometrism and redox pairings, to calculate important physicochemical properties, such as pKa and the Gibbs free energy of formation, and to harness these facilities in support of developing, merging and expanding metabolic models. The library will be open source, available in several programming languages including Java and Python. ChEBI will be providing a facility for automatic ontology classification of novel compounds, and this will serve as the backbone for a new bulk submissions facility for the ontology. We will also undertaking curation of the known metabolomes of four major species (human, mouse, E. coli and yeast). Finally, we will be introducing into the ChEBI public website novel visualisations of relevance to the systems biology community, such as chemicals in the context of pathways and models. In this flash update we will present these forthcoming features of ChEBI.



Gene Ontology: Improving Biological Representations Judy Blake, Tanya Z. Berardini, Heiko Dietze, Harold Drabkin, Rebecca E Foulger, David P. Hill, Jane Lomax, Chris Mungall, David Osumi-Sutherland, and Paola Roncaglia The Gene Ontology project is a major bioinformatics initia-tive with the aim of standardizing the representation of gene and gene product attributes across species and databases. The project provides an ontology of terms for describing gene product characteristics, curated annotation data using these terms, as well as tools to access and analyze this data. The formal structures embedded in the ontology enable the representation of intersections between GO and other bio-medical ontologies and support temporal and spatial exten-sions of annotations. The GOC ontology development group continuously reviews and revisits subsections of the GO, working closely with the GO annotation community in ex-tending and revising the GO to reflect emerging knowledge.



Ontomaton: accessing vocabulary servers from Google Spread-sheets Eamonn Maguire, Alejandra Gonzalez-Beltran, Susanna-Assunta Sansone and Philippe Rocca-Serra Google documents are a staple of collaborative editing, al-lowing quick, multi-user inputs while providing an infrastructure supporting cloud based backup, revision history, and a decent capability of word processing functions. Spreadsheets are widely used as a cheap solution for data managements where scientists can record and track experimental conditions down to computation results. Most of the annotation is usually made available as free text, at best idiosyncratic terminologies, assembled on an ad-hoc fashion. In order to improve on this state of affair, Ontomaton widget for Google spreadsheet has been developed to bring together the Google infrastructure and the power of vocabulary servers and annotation tools. In this flash update, we highlight how this evolution of Ontomaton can now access Linked Open Vocabulary registry in addition to NCBO Bioportal’s ever-popular services. We also report on the soft-ware upgrade, which brings Ontomaton inline with the latest evolution of Google documents API, which means the widget is now distributed as a Google App.



Gotrack: tracking and viewing changes in functional annotations of gene products over time Adriana Estela Sedeño Cortes and Paul Pavlidis The Gene Ontology (GO) is a widely popular set of terms used to annotate gene product characteristics (“functions”) based on certain evidence. Despite ongoing changes in its design, it is considered a “gold standard” tool for analysis and data interpretation in a variety of settings. Previous studies have highlighted species-specific biases in annotation properties that could potentially impact the interpretation and reproducibility of analyses where GO was used. Assessment of this impact, however, remains challenging as these changes differ between species and gene products. We extend upon the results by Gillis J and Pavlidis P. [Bioinformatics 29,4 (2013)], to analyse the historical stability of GO annotation data in 14 different organisms, which include semantic similarity and multifunctionality metrics, GO term membership, trends and a visualization tool (GOtrack) to visualize those changes on a per gene and per GO term basis. This information will help the research community to visualize how the annotation for particular genes of their interest have changed and assess its impact on their research.



Bridging the Gap between Clinical Text and Semantic Knowledge: A mixed method approach to integrate EHR language into a PTSD knowledge base Bryan Gamble and Maryan Zirkle The clinical text of an EHR provides rich knowledge about specific domain language. An expressive ontology is needed for effective natural language processing (NLP) of this text. Currently, most research uses the Unified Medical Language System (UMLS) and/or a specific domain ontology to support NLP needs. Existing knowledge sources are not adequate for representing important details of PTSD (post-traumatic stress disorder). We propose a multi-site, mixed method approach examining the language used to document clinical encounters for PTSD. The results of concepts captured are used to enhance the current state of UMLS semantic knowledge and bridge its gap between clinical text.



Gene and Gene-Product Abstractions for Modeling and Querying Kevin Livingston, Michael Bada and Lawrence Hunter Types of biological sequences are represented in several prominent ontologies; however, certain abstractions of these sequence types commonly used by biomedical researchers and implicitly used in databases are not represented in these ontologies, e.g., the abstraction of a gene product or of a gene or any of its products. We propose a set of base classes representing commonly used sequence abstractions, which can be extended by creating subclasses for specific sequence entries in biomedical databases. These sequence abstractions can be used to accurately represent semantics intended by database curators, integrate sequence data from multiple sources represented at varying granularities, and construct queries at various levels of abstraction appropriate for corresponding tasks.



Post-Traumatic Stress Disorder (PTSD) Ontology and Use Case Bryan Travis Gamble, Samah Jamal Fodeh and Kei-Hoi Cheung Ontologies are used to capture knowledge in different domains including the biomedical domain. They also play an increasingly important role in computer-based annotation, integration, and analysis of biomedical data. In this paper, we describe the design and development of a Post-Traumatic Stress Disorder (PTSD) Ontology and how we can use this ontology as a controlled vocabulary for supporting automatic annotation of clinical text. The annotation is performed using a natural language processing (NLP) tool called “YTEX”. In addition, the paper demonstrates how we can use the concepts and relationships defined in the PTSD ontology to perform data summarization and categorization.



Linked Experimental Data: the ISA infrastructure entering the linked data world Alejandra Gonzalez-Beltran, Eamonn Maguire, Susanna-Assunta Sansone and Philippe Rocca-Serra



The ISA-Tab format provides syntactic interoperability of experiments, through the tools that manipulate it, and is the foundation of the ISA commons, a growing community of international users and public or internal resources powered by one or more components of the ISA metadata tracking framework, as demonstrated in Metabolights, the Stem Cell Discovery Engine, among other examples. Semantic interoperability, on the other hand, has only been achieved through the addition of a new software tool: the ISA2OWL converter as described in this presentation. This tool makes explicit the underlying semantics of the ISA-Tab format, which was initially left to the interpretation of biologists, curators and developers using the format. While this interpretation was assisted by the ontology-based annotations that could be included into the ISA-Tab files, it was not possible to have this information processed by machines, as in the semantic web/linked data approach. In this presentation, we will introduce the ISA2OWL tool and how it makes the ISA metadata actionable.



NCI Thesaurus – Overview of Recent Changes Sherri de Coronado and Gilberto Fragoso NCI Thesaurus (NCIt), the National Cancer Institute's description logic (DL) based reference terminology, currently includes 102,000 biomedical concepts annotated with terms, codes, definitions, and other properties, including DL roles. It provides extensive coverage of cancer and many other clinical research domains including for prevention and treatment trials. NCIt, developed by the EVS group of CBIIT, was first released in standalone form for use outside the NCI in 2002, and since 2003 monthly updates have been released under non-restrictive terms of use. It is now a broadly shared coding and semantic infrastructure resource, with nearly half of NCIt concepts containing annotations requested by one or more EVS partners. This update highlights changes in content, structure, features and publication formats over the last several years.



Protein Ontology (PRO): Flash Updates Judy Blake The Protein Ontology (PRO) (Natale et al. 2011; 2014) is the reference ontology within the Open Biomedical and Bio-logical Ontology (OBO) Foundry to represent proteins and organism-specific protein complexes, as well as relations among them. PRO protein terms are categorized by levels of specificity (family-, gene-, sequence-, and modification-levels) for translational products of evolutionarily-related genes, a specific gene, a specific transcript, and cleaved/post-translationally modified (PTM) forms, while PRO protein complex terms denote organismspecific complexes with their constituent component proteins defined at the most specific level of granularity. PRO provides an ontological structure to complement established sequence databases such as the UniProtKB, which represents organism-specific gene-level terms; and also interoperates with other OBO ontologies such as the Gene Ontology (GO), which provides organism-agnostic protein complex terms in its Cellular Component Ontology. Here we report on recent updates in PRO and its website (http://proconsortium.org).



Principles for concept providers on the Semantic Web Kees Burger, Eelke van der Horst, Mark Thompson, Rajaram Kaliyaperumal, Erik A Schultes, Christine Chichester, Barend Mons and Marco Roos Motivation: The lack of alignment of annotations in bio-medical resources is a cost-inefficient aspect of computational biology. While machine readable ontologies remain difficult to use by biomedical researchers, we would like to enable the use of simpler curated concepts sources. Results: We present ‘Concept Web principles' that enable concept sources to release concepts on the Semantic Web, consisting of (i) Universally Unique Identifiers (UUID), (ii) URIs, (iii) persistence of concepts, (iv) 'Also Referred To As' information, (v) records of changes, (vi) records of the origin of concepts. We demonstrate a reference implemen-tation based on SKOS, VoID and VoID LinkSets, and two examples: NextProt and the Human Phenotype Ontology.



In-Silico Identification of Potential Modifiers for Mendelian Disease though Clinical Phenotypes Meng Ma and Rong Chen Online Mendelian Inheritance in Man (OMIM) is the most important source of information in human genetics. The known causing genes and clinical features (symptoms/phenotypes) were provided for each Mendelian disease in OMIM. Unified Medical Language System (UMLS) is a large medical language resources provided by National Library of Medicine (NLM), where two concepts will be assigned the same concept unique identifier (CUI) if they have the same meaning. We found some clinical feature and disease/phenotype/syndrome pairs with the same CUI, for example clinical feature ‘Ceramidase Deficiency’ and disease ‘Farber lipogranulomatosis’ pair with the same CUI C0268255, so the two clinical feature and disease phrases are synonymous, then it would be rational to link the clinical feature with the causing gene of the synonymous disease. Here the causing gene for ‘Farber lipogranulomatosis’ is ASAH1, so the clinical feature ‘Ceramidase Deficiency’ can be linked with causing gene ASAH1. In this study, we present a data mining method to apply the clinical features with linked causing genes to finding potential uncovered gene modifiers associated with the Mendelian diseases. Firstly, clinical features were extracted from OMIM and diseases with known causing genes from four data sources (HGMD, GAD, ActiVar and GWAS Catalog). Secondly, we identified clinical feature and disease pairs sharing the same CUI based on UMLS database. Thirdly, for any Mendelian disease with known clinical features from OMIM, linked genes were counted and ranked for these clinical features and then top genes were selected as potential modifiers for this Mendelian disease. Finally, the relationship between all the known modifiers or causing genes and the predicted potential modifiers for the Mendelian disease was annotated by checking whether two genes sharing the biological system or interacting with each other. Such annotation should be helpful to measure the trustable degree of the predicted modifiers.
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Evaluating a variety of text-mined features for automatic protein function prediction Christopher Funk1*, Indika Kahanda2, Asa Ben-Hur2, and Karin Verspoor3,4 1
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ABSTRACT Most computational methods that predict protein function do not take advantage of the large amount of information contained in the biomedical literature. In this work we evaluate both ontology term co-mention and bag-of-words features mined from the biomedical literature and analyze their impact. We find that even simple literature based features are useful for predicting protein function (F-max: Molecular Function=0.470, Biological Process=0.460, Cellular Component=0.639). Manual inspection of misclassifications suggest that many of these are correct predictions.
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INTRODUCTION



Characterizing the functions of proteins is an important task in bioinformatics today. The number of proteins with known sequence but unknown function grows rapidly due to highthroughput sequencing. In recent years, many computational methods to predict protein function have been developed to help understand functions without performing costly experiments. Most computational methods use features derived from sequence, structure or protein interaction databases; very few take advantage of the wealth of unstructured information contained in the biomedical literature. Because little work has been conducted using the literature for function prediction, it is not clear what type of information will be useful for this task or the best way to incorporate it. In this work, we evaluate two different types of literature features, co-occurrences of specific concepts of interest as well as a bag-of-words model, and assess the most effective way to combine them for automated function prediction.
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BACKGROUND



A review of methods using literature mining for automated function prediction can be seen in a recent book chapter (Verspoor 2014). A few teams from the first Critical Assessment of Functional Annotation (CAFA) experiments used text-based features to support prediction of Gene Ontology (GO, Ashburner 2000) functional annotations. Wong and Shatkay (Wong 2013) was the only team in CAFA that *
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used exclusively literature-derived features for function prediction. They extracted characteristic terms from abstracts related to specific proteins. These terms were used in a weighted bag-of-words representation for each protein. These features were then provided to a text-based KNN (nearest neighbor) classifier. In order to have enough training data for each functional class, they condense information from all terms to those GO terms in the second level of the hierarchy, which results in only predicting 34 terms from Molecular Function and Biological Process. Another team, Björne and Salakoski (Björne 2011), utilized events, specifically molecular interactions, extracted from biomedical literature along with other types of biological information from databases; they focused on predicting the 385 most common GO terms. The work we presented in the first CAFA (Sokolov 2013) and our work here is on a different scale; we utilize as much of the biomedical literature as possible and are able to make predictions for the entire Gene Ontology thanks to a structured output SVM approach called GOstruct (Sokolov 2010). We found in previous work that features extracted from the literature approach performance of many commonly used features, such as protein-protein interactions. However, how to integrate text mined features with other approaches deserves attention (Björne 2011). In this work, we therefore explore a variety of text-mined features, and different ways of combining these features, in order to understand better the most effective way to use literature features for protein function prediction.
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METHODS Data



We extracted text features from two different literature sources: (1) 13,530,032 abstracts available from Medline on October 23, 2013 with both a title and abstract text and (2) 595,010 full-text articles from the PubMed Open Access Collection (PMCOA) taken on November 6, 2013. These literature collections were processed identically and features obtained from both were combined. Gold standard Gene Ontology annotations for both human and yeast genes were obtained from the Gene Ontology Annotation (GOA) data
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Human Dictionary Original



Enhanced



Span sentence



Unique Proteins 12,826



Unique GO Terms 14,102



Yeast



Unique Co-mentions 1,473,579



Total Co-mentions 25,765,168



Unique Proteins 5,016



Unique GO Terms 9,471



Unique Co-mentions 317,715



Total Co-mentions 2,945,833



non-sentence



13,459



17,231



3,070,466



147,524,694



5,148



12,582



715,363



18,142,448



combined



13,492



17,424



3,222,619



173,289,862



5,160



12,819



748,427



21,088,281



sentence



12,943



14,178



1,516,529



27,571,787



5,049



9,511



347,458



3,342,801



non-sentence



13,498



17,242



3,122,619



169,427,475



5,160



12,655



765,846



21,039,785



combined



13,526



17,455



3,262,537



196,999,262



5,166



12877



798,040



24,382,586



Table 1. Statistics of co-mentions extracted from both Medline and PMCOA using both the original and enhanced dictionary for identifying GO terms.



sets (Camon 2004). Only annotations derived experimentally were considered (evidence codes EXP, IDA, IPI, IMP, IGI, IEP, TAS). Furthermore, the term Protein Binding (GO:0005515) was removed due to its broadness and overabundance of annotations. The human gold standard set consists of over 9,000 proteins annotated with over 11,000 functional classes.



(Verspoor 2012, Bada 2012), through application of term transformation rules to generate synonyms (results not reported here). Rules were manually created by examining variation between ontology terms and the annotated examples in the natural language corpus. For example, synonyms of “apoptotic stimulation” and “pro-apoptosis” are added for “positive regulation of apoptosis” (GO:0043065).



3.2



3.2.4 Co-mentions Co-mentions are derived from entity and ontology concept identification in the literature, representing a targeted knowledge-based approach to feature extraction. The comentions we use here consist of a protein and Gene Ontology term that co-occur anywhere together in a specified span. While this approach does not capture relations as specific as an event extraction strategy (e.g., Björne 2011), it is more targeted to the protein function prediction context as it directly looks for the GO concepts of the target prediction space. It also has higher recall since it doesn’t require an explicit connection to be detected between the protein and the function term. For these experiments, we considered two spans: sentence and non-sentence. Sentence co-mentions are two entities of interest seen within a single sentence while nonsentence co-mentions are those that are mentioned within the same paragraph/abstract, but not within the same sentence. The number of co-mentions extracted for human and yeast proteins using both dictionaries can be seen in Table 1.



Literature features



Two different types of literature features were extracted and evaluated, co-mentions and bag of words. 3.2.1 Text-mining pipeline A pipeline was created to extract the two different types of literature features. Whole abstracts were provided as input and full-text documents were provided one paragraph at a time. The pipeline consists of splitting the input documents into sentences, tokenization, and protein entity detection through LingPipe trained on CRAFT (Verspoor 2012), followed by mapping of protein mentions to UniProt IDs through a protein dictionary. Then, Gene Ontology (GO) terms are recognized through dictionaries provided to ConceptMapper (Tanenblatt 2010). Finally, counts of GO terms associated with proteins, and sentences containing proteins, are output. 3.2.2 Protein extraction The protein dictionary consists of over 100,000 protein targets from 27 different species, all protein targets from the CAFA2 competition (http://biofunctionprediction.org). To increase the ability to identify proteins in text, synonyms for proteins were added from UniProt (UniProt Consortium 2008) and BioThesaurus version 0.7 (Liu 2006). 3.2.3 Gene Ontology extraction The best performing dictionary-based system and parameter combination for GO term recognition identified in previous work (Funk 2014) was used. Two different dictionaries were created to extract Gene Ontology mentions from text: original and enhanced. The original directly utilizes GO terms and synonyms, with the exception that the word activity was removed from the end of ontology terms. The enhanced dictionary builds on the original. It sees improved performance in all branches of GO over the CRAFT corpus
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3.2.5 Bag-of-words Bag-of-words (BoW) features are commonly used in many text classification tasks. They represent a knowledge-free approach to feature extraction. For these experiments, proteins are associated to words from sentences in which they were mentioned. All words were lowercased and stop words were removed, but no type of stemming or lemmatization was applied. 3.2.6 Feature representation The extracted literature information is provided to the machine learning framework as sets of features. Each protein is represented as a list of terms, either Gene Ontology or words, along with the number of times the term co-occurs with that protein.



Evaluating a variety of text-mined features for automatic protein function prediction



3.3



Experimental setup



We evaluate the performance of literature features using the structured output SVM approach, GOstruct (Sokolov 2010). GOstruct models the problem of predicting GO terms as a hierarchical multi-label classification task using a single classifier. As input, we provide GOstruct with different sets of literature features, as described above, along with gold standard annotations for training. From these feature sets, GOstruct learns patterns between co-occurring terms and known functional labels for all proteins in the training set. Given a set of co-occurring terms for a single protein, a full set of Gene Ontology terms can be predicted using the generalized patterns previously learned. GOstruct provides confidence scores for each prediction; therefore, all results presented in this paper are based upon the highest F-measure over all sets of confidence scores, F-max (Radivojac 2013). Precision, recall, and Fmax are reported based on 5-fold cross validation. To take into account the structure of the Gene Ontology, all gold standard annotations and predictions are expanded via the ‘true path rule’ to the root node of GO; we then compare the expanded set of terms. (This choice of comparison impacts the interpretations of our results, which is discussed further below.) All experiments were conducted on both yeast and human, for results that are similar between both only human are mentioned; a few differences in performance are noted.



4 4.1



RESULTS AND DISCUSSION Exploring the use of co-mention features



We mined co-mentions from two different spans and explore four different ways to use them: 1) only using sentence co-mentions, 2) only using non-sentence co-mentions, 3) combining counts from sentence and non-sentence comentions into one feature set in the input representation, and 4) using two separate feature sets for sentence and nonsentence co-mentions. The performance of these four different ways of combining the co-mention features on all three branches of GO for the original dictionary can be seen in Figure 1 (similar trends are seen with the enhanced dictionary, see Table 2). Using the two types of co-mentions as two separate feature sets provide the best performance on all branches of GO (see green shapes). Because this is the case, we believe that these two types of co-mentions encode different but complementary types of data and the classifier is able to build a better model by considering them separately. Interestingly, non-sentence performs better than sentence co-mentions. This goes against intuition, as comentions within a sentence boundary act as a proxy to a relationship between the protein and its function. However, it was seen in Bada et al. (2013) that often function annotations do not occur within a sentence boundary with the corresponding protein. While coreference resolution may be



Figure 1. Precision, recall, and F-max performance of four different co-mention feature sets on function prediction. Better performance is to the upper-right and the grey iso bars represent balance between precision and recall.



required to correctly resolve such relationships, capturing function concepts in close proximity to a protein appears to be a useful approximation.



4.2



Feature impact on function prediction



The performance of co-mentions, bag-of-words, and a combination of the two features on human predictions can be seen in Table 2 with descriptive statistics about the predictions in Table 3. We find that for the Molecular Function and Cellular Component branches of GO, using co-mentions together with bag-of-words produces the highest overall Fmax. Best performance on Biological Process is the bag-ofwords features alone. It is not surprising that combining comention and bag-of-words features perform better than either alone because this approach combines knowledgedirected and knowledge-free features. Co-mention features from the original dictionary are the most accurate for all branches (micro-AUC). The utility of co-mention features is also not surprising because it is targeted protein function information. The GO term recognition step essentially groups highly relevant words together into a meaningful unit while also abstracting over some term variation. Interestingly, the best performance on yeast for all branches of GO come from using only bag-of-word features. One possible explanation is the differing specificities of annotations between human and yeast; yeast is used to study many biochemical and metabolic pathways and therefore annotations could be more specific. We computed the average node depths, considering the shortest path to the root node, for each GOA annotation and found that yeast annotations are more specific, on average, than human annotations (Molecular Function: 4.33 vs. 3.95, Biological Process: 6.71 vs. 5.92, Cellular Component: 3.90 vs. 3.55). We know that dictionary based methods are not as good at extracting GO terms deep within the hierarchy due to in-
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Table 2. Overall performance of literature features on human proteins. The bold text represents the highest value in each column. AUC is micro-AUC. Molecular Function Features F-max Precision Co-mentions (Original) 0.468 0.408 Co-mentions (Enhanced) 0.433 0.394 BoW 0.451 0.435 Co-mentions + BoW 0.470 0.436 Biological Process Features F-max Precision Co-mentions (Original) 0.454 0.399 Co-mentions (Enhanced) 0.420 0.381 BoW 0.460 0.441 Co-mentions + BoW 0.457 0.427 Cellular Component Features F-max Precision Co-mentions (Original) 0.631 0.612 Co-mentions (Enhanced) 0.615 0.608 BoW 0.637 0.639 Co-mentions + BoW 0.639 0.624



Recall 0.557 0.485 0.472 0.472



AUC 0.887 0.817 0.820 0.836



Recall 0.530 0.476 0.483 0.494



AUC 0.885 0.848 0.855 0.865



Recall 0.655 0.626 0.637 0.656



AUC 0.932 0.903 0.912 0.917



creased term length and higher variability of expression. One hypothesis is that knowledge-directed methods are limited in what they can predict by what is extracted from the literature, while the knowledge free methods are able to predict more specific terms not identified by the knowledge based methods; further experiments are needed to confirm or deny this hypothesis. 4.2.1 Exploring differences between original and enhanced co-mentions Examining Table 1, we see that the enhanced dictionary finds ~15% (~24 million) more co-mentions; it also makes ~140,000 more predictions (Table 3) but performs worse at the function prediction task (Table 2). To elucidate reasons for the poorer performance, co-mention features and predictions were examined for individual proteins. Many of the predictions made from enhanced comention features are more specific, deeper in GO hierarchy, than both the original dictionary and the gold standard annotations. For example, in predictions using the original dictionary, DIS3 (Q9Y2L1) is (correctly) annotated with rRNA processing (GO:0006364). Using co-mentions from the enhanced dictionary, the protein is predicted to be involved with maturation of 5.8S rRNA (GO:0000460), a direct child of rRNA processing. There are 10 more unique sentence and 31 more unique non-sentence GO term co-mentions provided as features by the enhanced dictionary, none of which is directly linked to the specific predicted function. Feature Type Gold Standard Original Enhanced BoW Combined



Molecular Function # Proteins # Unique # PredicGO tions 5,785 2,824 N/A 4,466 5,785 5,371 5,780



512 2,535 2,021 2,106



73,459 96,496 74,359 81,782



Another possible reason for the poorer performance is that noise is introduced due to increased ambiguity in the dictionary. In the enhanced dictionary, for example, a synonym of implantation is added to the term embryo implantation (GO:0007566). While a majority of the time this synonym correctly refers to that GO term, there are cases such as “…tumor cell implantation…” for which an incorrect co-mention will be added to the feature representation. These contextually incorrect features could limit the usefulness of those GO terms and result in noisier features.



4.3



Manual analysis of predictions



4.3.1 Manual analysis of individual predictions We know that GOA is incomplete and therefore some predictions that are classified as false positives are actually correct; due to the slow process of curation they are not in the database. We have manually examined false positives to identify a few examples of predictions that look correct but are counted as incorrect: • Protein GCNT1 (Q02742) was predicted to be involved with carbohydrate metabolic process (GO:0006959). In PMID:23646466 we find “Genes related to carbohydrate metabolism include PPP1R3C, B3GNT1, and GCNT1…”. • Protein CERS2 (Q96G23) was predicted to play a role in ceramide biosynthetic process (GO:0046513). In PMID:22144673 we see “…CerS2, which uses C22CoA for ceramide synthesis…”. 4.3.2 Impact of evaluation metric on performance In our initial experiments, we required predictions and gold standard annotations to match exactly (data not shown), but we found, through manual examination of predictions, that many false positives are very close (in terms of ontological distance) to the gold standard annotations. This type of evaluation measures the ability of a system to predict functions exactly, at the correct specificity in the hierarchy, but it doesn’t accurately represent the overall performance of the system. It is preferable to score predictions that are close to gold standard annotations higher than a far distant prediction. We are aware of more sophisticated methods to calculate precision and recall that take into account conceptual overlap for hierarchical classification scenarios (Clark 2013, Verspoor 2006). For the results reported in Table 2, to take into account the hierarchy of the Gene Ontology, we expanded both the predictions and annotations via the ‘true



Biological Process # Unique # PredicGO tions 7,786 8,802 N/A



# Proteins



7,271 7,768 7,680 7,761



2,089 7,378 6,499 6,593



461,173 576,445 458,011 471,241



Cellular Component # Proteins # Unique # PredicGO tions 8,107 1,002 N/A 7,955 8,106 7,980 8,096



Table 3. Descriptive statistics of the gold standard annotations and predictions made from each type of literature feature.
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349 799 517 652



97,331 98,951 86,915 94,229



Evaluating a variety of text-mined features for automatic protein function prediction



path rule’ to the root. By doing this, we see a large increase in both precision and recall of all features; this increase in performance suggests that many of the predictions made are close to the actual annotations and performance is better than previously thought. A downside of our chosen comparison method is that many false positives could be introduced via an incorrect prediction that is of a very specific functional class. This could possibly explain why comentions from the enhanced dictionary decrease in performance, despite a substantial overall increase in predictions made.



much higher quality co-mentions as input, which would in turn likely lead to better predictions.
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Ashburner M, Ball C A, Blake JA, Botstein D, Butler H, Cherry JK, Davis AP, Dolinski K, Dwight SS, Eppig JT & others (2000). Gene Ontology: tool for the unification of biology. Nature genetics, 25, 25-29.



CONCLUSIONS



In this work we evaluated two different types of literature features, ontology term co-mentions and bag-of-words, and analyze their impact on function prediction. Concerning directed knowledge extracted features, we found that both sentence and non-sentence co-mentions are most useful when used as separate input feature sets. Concerning knowledge-free extracted features, we found that bag-of-word features perform best on human Biological Process and on all branches for yeast proteins. Combining knowledgedirected and knowledge-free features performs best on human Molecular Function and Biological process and balances the higher recall of co-mentions with higher precision of bag-of-words. Overall, our findings suggest that all textbased features provide useful, but different, information for protein function prediction. Through the manual inspection of predictions, we found examples of false positives that appear to be correct but not yet captured in the curated gold standard; supporting text from the literature is presented. We also briefly discuss how performance differs when using different methods of comparing predictions to the known annotations. Overall, we found that even simple features derived from the biomedical literature prove useful for function prediction.



5.1



Future work



This work marks only the beginning of incorporating text mining for protein function prediction. There are always other more sophisticated or semantic features to explore, but based upon these results, there are some natural next steps. The first would be to incorporate larger spans into bag-of-words due to the surprising performance of the nonsentence co-mentions. By including words from surrounding sentences, or the entire paragraph, more context would be encoded and the model might result in better predictions. Secondly, we found that an enhanced dictionary produced more co-mentions and more predictions, but decreased overall performance. While we explored several possible explanations, the reason remains unclear. It could be due to a large number of competing co-mentions that prevent good patterns from emerging. A filter or classifier that could identify a “good” co-mention would be providing
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ABSTRACT Engineered nanomaterials (ENMs) are being developed to meet specific application needs in diverse domains across the engineering and biomedical sciences (e.g. drug delivery). However, accompanying the exciting proliferation of novel nanomaterials is a challenging race to understand and predict their possibly detrimental effects on human health and the environment. The eNanoMapper project (www.enanomapper.net) is creating a pan-European computational infrastructure for toxicological data management for ENMs, based on semantic web standards and ontologies. Here, we describe our strategy to adopt and extend ontologies in support of data integration for eNanoMapper. ENM safety is at the boundary between engineering and the life sciences, and at the boundary between molecular granularity and bulk granularity. This creates challenges for the definition of key entities in the domain, which we will also discuss.
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INTRODUCTION



Nanomaterials are mixtures the individual components of which are sized roughly between one and 100 nanometers in at least one dimension. Nanoparticles in this size range display special properties having to do with their very large surface area to volume ratio (Vollath, 2013). Natural nanomaterials include viral capsids and spider silk, however, recent years have seen an explosion in the development of engineered nanomaterials (ENMs) aiming to exploit the special properties of these materials in various domains including biomedicine (e.g. as vehicles for drug delivery), optics and electronics (Vollath, 2013). Counterbalancing the many possible benefits of developed nanotechnology there are also risks: nanoparticles pose serious risks to human and environmental health (Njuguna, Pielichowski and Zhu, 2014). Recognising these dangers, regulatory bodies are calling for systematic and thorough toxicological and safety investigations into ENMs with the objective of feeding knowledge into predictive tools which are able to assist researchers in designing nanomaterials *
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which are safe. Evaluating and predicting the possible dangers of different nanomaterials requires assembling a wealth of information on those materials – the composition, shape and properties of the individual nanoparticles, their interactions with biological systems across different tissues and species, and their diffusion behaviour into the natural environment. These data are arising from different disciplines with highly heterogeneous requirements, methods, labelling and reporting practices. Regulatory descriptions of ENMs are not like those needed for nanoQSAR analyses. Safety requirements may also be different under different conditions, e.g. when developing vehicles for drug delivery in life-threatening diseases as compared to materials for use in the construction industry. The eNanoMapper project aims to develop a comprehensive ontology and annotated database for the nanosafety domain to address the challenge of supporting the unified annotation of nanomaterials and their relevant biological properties, experimental model systems (e.g. cell lines), conditions, protocols, and data about their environmental impact. Rather than starting afresh, the developing ontology will build on existing work, integrating existing ontologies in a flexible pipeline. In this contribution, we survey the existing ontologies to assess coverage and identify gaps, and discuss challenges for the re-use pipeline, such as conflicting and challenging definitions for the nanomaterial safety domain.
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RE-USE OF EXISTING ONTOLOGIES



2.1. Content Areas The comprehensive suite of ontologies developed by eNanoMapper will need to cover at least the following content areas: 1. Physicochemical properties for ENM characterisation. 2. Molecular composition of ENMs: constituent groups and atoms, their bonding arrangement. May distinguish the molecular composition of specific parts of the nanomaterial, e.g. the surface, core, linkage etc. 3. Shape of individual nanoparticles. For example, conical, cylindrical, ellipsoidal, elliptical, polyhedral.
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4.



A categorisation of nanoparticle classes based on their properties, constituency and shape, including the use of axioms to achieve polyhierarchical classification. 5. A biological characterisation that describes the ENMspecific interactions with, for example, proteins to form a corona. 6. The full nanomaterial lifecycle including manufacturing and environmental decay or accumulation. 7. Experimental design and encoding for experiments in which nanosafety is assessed. Instrumentation, targets, types of readouts and so on must be included. 8. Known safety information about ENMs. This should support the rapid retrieval of relevant safety information given a particular class of ENMs and a particular biological context. 9. Core content checklists for whatsoever standards and regulations might apply. Rather than ‘re-inventing the wheel’ and thus causing further fragmentation of data annotation, the eNanoMapper framework will re-use existing ontologies and vocabularies that have been created for ENMs. While human healthrelated, biological and environmental content will be referred to in our data annotation, we do not describe the relevant ontologies here, as they will most likely not themselves need to include any nanomaterial-specific content. 2.2. Strategy for re-use Where we have identified external ontologies of relevance to eNanoMapper, we will either import the full ontology or create a script to extract an appropriate subset from the source ontology on a regular basis, placing subsets into a special folder (/external/) in the ontology development area, which is located on GitHub at http://github.com/enanomapper/ontologies. The OWL import mechanism is being used to manage the modular composition of ontologies from separate files. Accordingly, one of the primary requirements of the source ontologies we will adopt is that they are available in OWL. We are using OORT together with Jenkins (Mungall et al., 2012) to enable continuous integration with logical consistency and coherence testing so as to ensure that the incorporation of updates from source ontologies does not lead to fragmentation and inconsistencies in the integrated whole. The continuous build system is publicly available online at http://jenm.bigcat.maastrichtuniversity.nl/. Our strategy for re-use of external ontologies depends on being able to contribute additional terminology back to the source ontologies on a regular basis. None of the ontologies we have surveyed contains all of the information that is needed for the domain of nanomaterial safety. Thus, one of the criteria for adoption of an external ontology in the eNanoMapper project is that the ontology is either actively maintained (i.e. responsive to user requests) or the ontology maintainers are willing to collaborate closely by, for
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example, making an eNanoMapper team member a committer to their ontology repository. 2.3. External ontologies The following external ontologies have been identified as already in part covering the eNanoMapper domain areas: 1. The chemical information ontology (CHEMINF) includes chemical qualities and descriptors, both calculated and measured (Hastings et al., 2011). This ontology is already the standard for chemical property representation in Open PHACTS (Williams et al., 2012). 2. ChEBI, the ontology of Chemical Entities of Biological Interest (Hastings et al., 2013) includes the molecular groups and chemical classes that are needed to describe the chemical composition of nanomaterials. ChEBI also contains a small nanomaterial classification in its ‘chemical substance’ branch. 3. Groups and chemical classes are also included in the NanoParticle Ontology (NPO, Thomas et al., 2011), a comprehensive ontology for describing and categorising nanomaterials in support of cancer research. It also includes classes relevant for describing nanomaterials including their composition, properties and shape. 4. For nanomaterial manufacturing, the InterNano NanoManufacturing Taxonomy1 provides vocabulary, using numeric identifiers. However, it does not contain any definitions, nor relationships other than subsumption. 5. For experiments assessing the safety of nanomaterials, the Ontology for Biomedical Investigations (OBI, Brinkman et al., 2010) and the BioAssay Ontology (BAO, Vempati et al., 2012) are both relevant, although nanomaterial-specific content is sparse. 6. While not an ontology, the OECD Harmonized Templates2 are structured (XML) data formats for reporting safety-related studies. They contain vocabularies in the form of picklists for some of the specified fields, and documented guidance material. Several OECD templates exist for nanomaterial properties. 7. Core content checklists have previously been ‘ontologised’ in the context of the OpenTox project (Hardy et al., 2010; Tcheremenskaia et al., 2012). 2.5. Overlaps in content It can be seen from the review of external ontologies that some of the ontologies overlap in their content areas. Partial overlap of ontologies is a big challenge for the development of an integrated whole suite of ontologies for use in data annotation. When overlapping ontologies are used in a vocabulary suggestion tool, it might result in the user being shown duplicate suggestions, and even if the tool is sophisticated enough to filter the duplicates out of view, there is a 1 2
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risk of conflicting definitions and content distribution across different ID spaces. The OBO Foundry (Smith et al., 2007) recommends collaboration to resolve overlap between neighbouring ontologies in situations such as these. For example, based on exact label matching only, the overlap between the ChEBI ontology (which itself has 38,735 classes as of April 2014) and the NPO (1,903 classes) is 395. This is a small but nevertheless significant number of exactly shared labels. Most of these are groups, atoms or chemical classes that are included in NPO so as to support description of nanomaterial characterization. Some, but not all, of these are cross-referenced to ChEBI via an additional annotation ‘dbXref’ in the NPO OWL file. Other overlapping classes derive from the fledgling nanoparticle classification that is included in ChEBI. For this branch of NPO, there are no cross-references annotated to ChEBI (and neither does ChEBI annotate cross-references to NPO). Some of the overlap arises from drug classes that are included in the NPO, e.g. thalidomide and tamoxifen, assumedly because the NPO was designed for cancer nanotechnology research and these are cancer drugs. A strategy that suggests always favouring one ontology over another is not possible, since for groups and chemical classes the ChEBI IDs are preferred, while for nanoparticle classes it is the NPO IDs. For another example, between BAO and NPO there are 37 overlapping labels. These include abstract classes such as ‘physical quality’, ‘shape’, ‘size’; and role classes such as ‘solvent’, ‘dihydrofolate reductase inhibitor’ and ‘fluorochrome’. Note that label sharing in itself isn’t a problem unless the IDs are different. If the MIREOT strategy is followed (Courtot et al., 2011), the IDs and definitions will be exactly the same, which presents no problem for data annotation. This is the case for the bulk of the overlap between BAO and ChEBI, which with 696 shared labels would otherwise be very challenging. 2.4. Gaps Several of the content areas that are relevant for nanomaterial safety assessment are thus far not covered by any existing publicly available ontology. One such gap is the nanomaterial lifecycle, from manufacturing through to environmental and biological impact. Known safety information is another gap. Database efforts such as the OECD Database on Research into the safety of manufactured nanomaterials3 and the related OECD templates may serve as starting points. The eNanoMapper strategy for plugging these gaps will be to recruit expert groups in the relevant domain areas who are willing to collaborate in the development of new ontologies to meet the need in each area.
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DEFINING ENMs



The NPO defines a nanomaterial as: “A chemical substance which has at least one external dimension or internal structure or surface structure in the nanoscale size range.”, and nanoparticle as: “A primary particle which has an average size in the nanoscale range; which has an identifiable and definite chemical composition, property or function that uniquely define the nanoparticle’s type as known; and, which may or may not exhibit a size-intensive property.” NPO has drawn on community standards for these definitions, and given that NPO is the primary ontology for nanomaterial description, ideally we would like to adopt their definitions. However, from an ontological perspective the definitions could be said to show some confusion. Firstly, it is not clear from these definitions alone what the distinction is between nanomaterial and nanoparticle. We might assume that the nanomaterial is an aggregate consisting of an arbitrarily large number of nanoparticles of a given type (i.e. bulk granularity in the terminology of Batchelor et al., 2010), and that the nanoscale size range referred to would be the size of the components of the aggregate rather than the material as a whole, which components are then the nanoparticles. Given this assumption, it is perplexing that the given nanoparticle definition refers to an average size, when a single particle clearly cannot have an average size. Secondly, strictly speaking, the final clause ‘may or may not exhibit a size-intensive property’ adds no information, however, from an understanding of the domain one may gather that this clause is there because often nanomaterials do display size-specific properties, and that is precisely why there is so much interest in them. Thus this addendum might be better included as a comment. A straightforward definition of nanomaterial might say that they are materials containing structures in the approximately 1-100 nm scale which exhibit novel properties because of their small scale. The EU definition along these lines removes the term “approximately”, in order to allow its usage in a legal context, resulting in the following definition of nanomaterial4: “A natural, incidental or manufactured material containing particles, in an unbound state or as an aggregate or as an agglomerate and where, for 50 % or more of the particles in the number size distribution, one or more external dimensions is in the size range 1 nm - 100 nm. In specific cases and where warranted by concerns for the environment, health, safety or competitiveness the number size distribution threshold of 50 % may be replaced by a threshold between 1 and 50 %.” This definition has been criticized on scientific grounds related to the potential limitation of defining strict bounds for the size, distribution and agglomeration. There has even 4
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been controversy about whether a definition for nanomaterials should be adopted at all, with Maynard (2011) arguing against on the grounds of heterogeneity in the domain (e.g. different size ranges confer reactivity on different basic chemical structures), while Stamm (2011) countering that despite the heterogeneity, a definition that stands up to legal scrutiny is essential in creating a regulatory environment that is able to protect the consumer from otherwise invisible hazards (e.g. by enforced labelling for this class of materials in consumer products). Leaving regulatory considerations aside, on a practical level for the eNanoMapper project these classes should not remain undefined, to comply with ontology best practices and in support of data annotation: given the above similarity in definition between NPO’s ‘nanomaterial’ and ‘nanoparticle’, it might be difficult for data providers to decide which term to use to annotate their data. It should also be noted that a definition based only on the size of the individual components of the aggregate material alone potentially also includes many types of molecules that do fall within the relevant size but which are not normally components of nanomaterials. Here, the distinction between engineered molecular entities and those which are naturally occurring is relevant, but this distinction is not reflected in any of the available definitions.



4



DISCUSSION AND CONCLUSION



The eNanoMapper project is at an early stage of development, and as such this paper reviews the current state of the domain and exposes the challenges that beset the path on the way to achievement of the vision of developing a unified ontology for the nanosafety assessment domain. One of these challenges is the availability of existing ontology content; while being specific to nanomaterial safety, the gaps in safety domain coverage in existing ontologies extends also to the broader domain of chemical safety in general. The perennial challenge of ontology matching and resolving overlaps applies to this project as well, with significant negotiations still to be undertaken to resolve overlapping content areas. Resolving overlaps may involve negotiating shared definitions, and to this end we discussed above the challenges involved in arriving at a workable definition of nanomaterial and nanoparticle. Addressing the challenges here described remains as future work.
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ABSTRACT Objectives: To evaluate the consistency of inferred drugclass membership relations in NDF-RT (National Drug File Reference Terminology). Methods: We use an OWL reasoner to infer the drug-class membership relations from the class definitions and the descriptions of drugs and compare them to asserted relations. Results: The inferred and asserted relations only match in about 50% of the cases. Conclusions: This investigation quantifies and categorizes the inconsistencies between asserted and inferred drug classes and illustrates issues with class definitions and drug descriptions. Supplementary figure: Overview of the methods, available at: http://mor.nlm.nih.gov/pubs/supp/2014-bioonto-rw/index.html.
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INTRODUCTION



The National Drug File-Reference Terminology (NDF-RT) is a drug ontology created as an extension to the formulary used by the Veterans Administration and developed using a description logic (DL) formalism. It has provided a rich description of drug classes in reference to drug properties, such as mechanism of action, physiologic effect, chemical structure and therapeutic intent. However, instead of logical definitions for these drug classes (i.e., necessary and sufficient conditions), only necessary conditions are provided. As a consequence, a DL reasoner cannot identify drugs as members of a given drug class, even when they are described in terms of the same properties. In previous work, we showed that, after creating necessary and sufficient conditions for the drug classes, we could effectively infer drug-class membership (Bodenreider, et al., 2010). We demonstrated the use of a modified version of NDF-RT for clinical decision purposes (patient classification). One limitation of this work is that we did not evaluate the inferred drug-class membership relations beyond our proof-of-concept application. NDF-RT recently integrated authoritative drug-class membership assertions extracted from the Structured Product Labels (package inserts) by the Food and Drug Administration (FDA), along with a description of the drugs in terms of the same properties used for defining the classes.



The objective of the present work is to evaluate the consistency of the drug-class membership relations that can be inferred from the class definitions and drug descriptions, against the asserted, authoritative drug-class membership relations. This evaluation is also an indirect contribution to the assessment of the class definitions and the drug descriptions in terms of completeness and consistency (i.e., agreement between information sources).



2 2.1



BACKGROUND NDF-RT drugs and classes



The National Drug File Reference Terminology (NDF-RT) is a resource developed by the Department of Veterans Affairs (VA), Veterans Health Administration, as an extension of the VA National Drug File (Lincoln, et al., 2004). Like other modern biomedical terminologies, NDF-RT is developed using description logics and is available in native XML format. The version used in this study is the latest version available, dated April 11, 2014, downloaded from http://evs.nci.nih.gov/ftp1/NDF-RT/, from which we derived our OWL representation. This version covers 7,287 active moieties (DRUG_KIND, level = ingredient), as well as 543 Established Pharmacologic Classes (EPCs) defined in reference to some of the properties of the active moieties. NDF-RT now contains several sources of relations between drugs and their properties. The April 2014 version of NDF-RT introduced a new set of relations between drugs and their properties originating from the class indexing file released as part of DailyMed, identified by the suffix “FDASPL”. Moreover, this version also introduced authoritative drug-class membership assertions from the same source. Finally, NDF-RT also provides a description of the EPCs in reference to the same properties used for describing the drugs themselves, provided by “Federal Medication Terminologies subject matter experts” and identified by the suffix “FMTSME”. In this work, we focus on the drug-property assertions from FDASPL, classproperty assertions from FMTSME, and drug-class assertions provided by the FDA.



2.2



Related work



In addition to being used as a framework for building ontologies, description logics (DL) has been shown to be useful *
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for reasoning with biomedical entities, including protein phosphatases (Wolstencroft, et al., 2006) and penetrating injuries (Rubin, et al., 2005). However, to our knowledge, DL reasoning has not yet been applied to the automatic classification of drugs, except for our previous work on anticoagulants (Bodenreider, et al., 2010). NDF-RT is frequently used as a resource for standardizing drug classes (Wang, et al., 2013; Zhu, et al., 2013). However, investigators generally use the drug properties as classes (e.g., drugs that have the physiologic effect “decreased coagulation activity” for anti-coagulants), rather than the Established Pharmacologic Classes. Moreover, only asserted relations are used in most investigations, as opposed to inferred drug-class relations. The specific contribution of this paper is to leverage the logical definitions of drug classes in NDF-RT to automatically infer drug-class relations using a DL reasoner. We substantially extend our previous work on anticoagulants, by generalizing it to all drug classes and providing a comparison to authoritative drug-class relations from the FDA.
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MATERIALS AND METHODS



Our approach to evaluating inferred drug-class membership relations in NDF-RT can be summarized as follows. Before we can leverage a description logic (DL) reasoner to infer the drug-class membership relations from the class definitions and the descriptions of drugs, we need to convert the NDF-RT data from their original format (XML) to a description logic format (OWL). In fact, we create two OWL datasets, one containing the asserted drug-class relations used as our gold standard, and one from which they have been removed, so that only inferred drug-class relations will be present in this one after the reasoner has been applied. Finally, we compare inferred and asserted drug-class relations from the perspective of drugs and from that of classes.



3.1



Converting NDF-RT XML to OWL



In order to produce the two OWL datasets used for comparing asserted and inferred drug-class relations, we start by creating a “baseline” OWL representation from the original XML dataset, which we will use as our asserted dataset (dataset “A”). Here, as previously described in (Bodenreider, et al., 2010), we transform the primitive classes for external pharmacologic classes into defined classes by specifying a set of necessary and sufficient conditions for each class (adding an owl:equivalentClass Ł  D[LRP  For the purpose of this work, we only consider definitional the three properties used for the description of the drugs (mechanism of action, physiologic effect and chemical structure). We further modify this OWL file in order to create the inferred dataset (dataset “I”) by applying the following transformations, required for enabling the inference mechanism. In practice, we harmonize the names of roles used in the definition of the classes (e.g., has_MoA_FMTSME) with



2



those used in the description of the drugs (e.g., has_MoA_FDASPL) by creating owl:equivalentProperty axioms between them. The following equivalences are created: x has_MoA_FMTSME Łhas_MoA_FDASPL (for mechanism of action), x has_PE_FMTSME Łhas_PE_FDASPL (for physiologic effect), and x has_Chemical_Structure_FMTSME Ł has_Chemical_Structure_FDASPL.



3.2



Inferring relations between drugs and EPCs



We can now leverage an OWL reasoner to infer the drugclass membership relations from the class definitions and the descriptions of drugs. From the necessary and sufficient conditions we created for the classes, an OWL reasoner infers a subclass relation between a drug and a drug class, when the properties of the drug match those of the drug class. For example, the drug class beta2-Adrenergic Agonist [EPC] (N0000175779) is defined as equivalent to ('Pharmaceutical Preparations' and (has_MoA_FMTSME some 'Adrenergic beta2-Agonists [MoA]')). The drug albuterol (N0000147099) has the property has_MoA_FDASPL some 'Adrenergic beta2-Agonists [MoA]', and is therefore inferred as being a subclass of beta2-Adrenergic Agonist [EPC]. (The inference will also occur if the property of the drug is a subclass of the property used in the definition of the class). A secondary benefit of the classification with an OWL reasoner is to create a hierarchy of the drug classes themselves, based on their logical definitions. For example, beta2-Adrenergic Agonist [EPC] (N0000175779) is inferred to be a subclass of beta-Adrenergic Agonist [EPC] (N0000175555), because the definition of beta2-Adrenergic Agonist [EPC] shown earlier is more specific than that of beta-Adrenergic Agonist [EPC] ('Pharmaceutical Preparations' and (has_MoA_FMTSME some 'Adrenergic betaAgonists [MoA]')). For this reason, we reclassify both OWL datasets, although no inferred drug-class relation will be generated in dataset “A”.



3.3



Comparing asserted and inferred drug-class relations



We compare asserted (dataset “A”) and inferred (dataset “I”) drug-class relations from the perspective of drugs and drug classes, respectively. In both cases, we issue queries against the OWL datasets (after reclassification). For each drug, we query its set of drug classes in each dataset and determine which classes are common to both datasets vs. specific to one dataset. For example, the drug albuterol (N0000147099) has the same class in both datasets, beta2Adrenergic Agonist [EPC] (N0000175779). In contrast, the drug hydrochlorothiazide (N0000145995) had an asserted relation to Thiazide Diuretic [EPC] (N0000175419), but an inferred relation to Thiazide-like Diuretic [EPC]
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(N0000175420). For each drug class, we query its set of drugs in each dataset and determine which drugs are common to both datasets vs. specific to one dataset. In order to consider higher-level classes to which no drugs may be direct members, we use the transitive closure of the hierarchical relation rdfs:subClassOf. As a consequence, a given class will have as members not only its direct drugs, but also the members of all its subclasses. Moreover, because salt ingredients are represented as “subclasses” of the corresponding base ingredients, both salt and base ingredient will be members the class of which the base ingredient is a member. For example, in both the “A” and “I” datasets, the class beta-Adrenergic Agonist [EPC] has the base ingredient albuterol as an indirect member through its subclass class beta2-Adrenergic Agonist [EPC]. It also has the salt ingredient albuterol sulfate as a member (through the base ingredient albuterol).



3.4



Implementation



The modifications described above were implemented into the OWL file using an XSL (eXtensible Stylesheet Language) transformation. The resulting OWL file was classified with HermiT 1.2.2 (University of Oxford - Information Systems Group, 2010). Protégé 4.3 was used for visualization purposes (Stanford Center for Biomedical Informatics Research, 2014). The OWL file containing the inferences computed by the reasoner was loaded in the open source triple store Virtuoso 7.10 (OpenLink Software, 2014). The query language SPARQL was used for querying drug-class relations.



4 4.1



RESULTS Asserted and inferred drug-class relations



Drugs. Of the 7,287 drugs (at the ingredient level) in NDFRT, 1,540 have at least one relation to a drug class (EPC). As shown in Table 1, all but two drugs (1,538) have asserted drug-class relations and 1,000 drugs have inferred relations. 998 drugs have both asserted and inferred relations. Drug classes. Of the 543 drug classes (EPC) in NDF-RT, 471 have relations to drugs (462 are directly related to a drug and 9 are related indirectly through their subclasses). Of the 462 classes with direct relations to drugs, all but 12 (450) have asserted relations and 299 have inferred relations. As shown in Table 2, of the 471 classes with direct or indirect relations to drugs, all but three (468) have asserted relations and 309 have inferred relations. In total, 306 of these 471 classes have both asserted and inferred relations to drugs. Drug-class relations. There are 1,787 asserted and 1,047 inferred direct drug-class relations, of which 872 are in common. Of the asserted relations, 915 could not be inferred, whereas 175 inferred relations are not present in the asserted set. Considering the transitive closure of the hierar-



chical relation rdfs:subClassOf, we obtain 4,169 asserted and 2,378 inferred drug-class relations, of which 2,310 are in common. Of the asserted relations 1,859 could not be inferred, whereas 68 inferred relations are not present in the asserted set.



4.2



Perspective of drugs



For each drug, we compare the set of (direct) drug classes in datasets “A” and “I”. The various types of differences observed between asserted and inferred drug-class relations are presented in Table 1. The largest category corresponds to drugs with identical sets of asserted and inferred drug-class relations (46%). For example, the drug imatinib has the same class Kinase Inhibitor [EPC] in both datasets. Drugs with asserted drug-class relations, but lacking inferred drugclass relations represent 35% of the cases. For example, the drug losartan has the class Angiotensin 2 Receptor Blocker [EPC] in dataset “A”, but no class in dataset “I”. Table 1. Drug-class relations (direct), drug perspective Drugs related to drug classes Drugs with identical sets of classes for the asserted and inferred drug-class relations Drugs with compatible sets of classes (each class from the asserted is identical to or hierarchically related to a class in the inferred set) Drugs with additional drug-class relations in the asserted set only Drugs with additional drug-class relations in the inferred set only Drugs with additional drug-class relations in both the asserted and inferred set Drugs with asserted drug-class relations only (no inferred relations) Drugs with inferred drug-class relations only (no asserted relations) Total number of related drugs



#



%



703



45.65



130



8.44



133



8.64



16



1.04



16



1.04



540



35.06



2



0.13



1540



100.00



Table 2. Drug-class relations (direct and indirect), class perspective Drug classes related to drugs Classes with identical sets of drugs for the asserted and inferred drug-class relations Classes with additional drug-class relations in the asserted set only Classes with additional drug-class relations in the inferred set only Classes with additional drug-class relations in both the asserted and inferred set Classes with asserted drug-class relations only (no inferred relations) Classes with inferred drug-class relations only (no asserted relations) Total number of related classes
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#



%



243



51.59



38



8.07



20



4.25



5



1.06



162



34.39



3



0.64



471



100.00



Perspective of drug classes



For each drug class, we compare the set of (direct and indirect) drug members in datasets “A” and “I”. The various types of differences observed between asserted and inferred
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drug-class relations are presented in Table 2. As we observed for drugs, the largest category corresponds to drug classes with identical sets of asserted and inferred drug-class relations (52%). For example, the class Monoamine Oxidase Inhibitor [EPC] has the same nine drugs in both datasets, including isocarboxazid and rasagiline. Drug classes with asserted drug-class relations, but lacking inferred drug-class relations also represent about 35% of the cases. For example, the class Antimalarial [EPC] has 16 drugs in dataset “A”, including chloroquine and proguanil, but no members in dataset “I”.



5 5.1



DISCUSSION Inconsistencies between asserted and inferred drug-class relations



Missing inferences. As mentioned in the results, the largest category of inconsistencies is represented by missing inferred drug-class relations, including cases where there are no inferred relations at all and cases where inferred relations only cover part of the asserted relations. Missing inferences should not be interpreted as an inherent failure of the OWL reasoner to identify drug-class relations, but rather as issues with the completeness and quality of class definitions and drug descriptions (see below for details). For example, the reason why the drug trazodone has an asserted, but not inferred drug-class relation to Serotonin Reuptake Inhibitor [EPC] (unlike citalopram that has both inferred and asserted relations) is because the mechanism of action of trazodone (Serotonin Uptake Inhibitors [MoA]) is not described in the dataset. Inferences with no corresponding asserted relations. Although modest, the number of cases (38 drugs and 28 classes) where inferred drug-class relations are found when there is no asserted drug-class relation (or a different asserted drug-class relation) is interesting as it can help detect potentially missing asserted relations. For example, the drug bupropion has a single asserted relation to the structural class Aminoketone [EPC]. However, it has an inferred relation to Norepinephrine Reuptake Inhibitor [EPC] (through its mechanism of action Norepinephrine Uptake Inhibitors [MoA]). In this case, the set of asserted relations, which we use as our reference, seems to be incomplete. Inconsistent drug-class relations due to granularity differences. Drug-class relations from dataset “A” tend to associate drugs with more specific classes than in dataset “I”. For example, the antibiotic amikacin is associated with Aminoglycoside Antibacterial [EPC] (through asserted relations), but with the less specific Aminoglycoside [EPC] (through inferred relations). As shown in Table 1, we identified 130 drugs for which the classes in sets “A” and “I” are hierarchically related. Of these, there are only 4 cases with an inferred relation to a class that is more specific than the class involved in the asserted relation.



4



Issues with class definitions and drug descriptions. Some of the class definitions (e.g., Antimalarial [EPC]) refer to therapeutic intent (i.e, may_treat, may_prevent), which the FDA drug properties currently do not cover. Relations to such classes can therefore not be inferred from the current data. This issue accounts for 326 drugs with “missing” inferred relations. Moreover, 409 drugs are not described with any of the three properties used in the definition of the drug classes (e.g., the anticoagulant rivaroxaban). The majority of these cases involve salt ingredients (e.g., albuterol sulfate), which can only be associated with a class through the corresponding base ingredient, and allergenic extracts (e.g., allergenic extract, bee), for which drug descriptions are only inconsistently provided.



5.2



Limitations and future work



The analysis of the inconsistencies between asserted and inferred drug-class relations presented here is essentially quantitative. A detailed qualitative analysis does not fit within the confines of a short paper, but will be presented in a follow-up journal article. Another limitation of our work is that it is not meant to capture cases where both the asserted drug-class relations and the drug description are missing (e.g., the antihypertensive drug lisinopril, which should be associated with the class Angiotensin Converting Enzyme Inhibitor [EPC]). Comparison with another drug classification, such as ATC, would help identifying such cases.
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ABSTRACT There has been increasing thrust in understanding the complex biological processes at quantitative level. Computational modeling of biological cascades is of great interest to biologists for quantitative analysis of pathways. However, extracting quantitative parameters and values from biomedical text offers great impedance to this as it involves lot of manual effort. In this work, we propose a rule-based approach to automatically extract quantitative relations from biomedical text describing ion channel physiology. We propose linguistic patterns to extract quantitative parameters and their values within the clause and heuristic rules to pair compatible parameter-value pairs based on sentence co-occurrence. On a blind data set, the system achieved an overall F-measure of 68.93% in extracting the quantitative relations. We also formalize the quantitative relations extracted from the text into a hierarchy that can be used for developing ontology for ion channel physiology.
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INTRODUCTION



Driven by sudden surge in data, thanks to the recent spurt in the usage of high throughput technologies in research, scientists have shifted their focus from single gene studies to systems level approaches to understand biology. This has been potentiated by factors such as increased focus on studying biological events quantitatively and their significance in modeling biological pathways. Such information is often buried in scientific literature which can be overwhelming for biologists to review.. Biological databases to some extent catalog such quantitative information but still significant gap exists between databases and scientific literature. Text mining has a potential to bridge the gap between databases and scientific literature. However, most of the existing text mining studies are geared towards extracting the qualitative nature of the biological events such as binary relationships between biological concepts. Recently there is a paradigm shift in biology from qualitative analysis to a more quantitative approach, as evident from emergence of the new discipline of quantitative systems biology. The major bottleneck in modeling cellular process is to obtain kinetic parameters and their associated values directly from *
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the literature. Extraction of quantitative data from biomedical literature is largely underexplored. There have been very recent attempts to deal with the extraction of quantitative data (e.g. units and their corresponding parameters) from the literature though largely in a limited context. Hakenberg et al., 2004 [1] proposed a support vector machine (SVM) based classifier to identify whether a full text article contains kinetic data or not. However their work did not include extracting the quantitative parameters (e.g. Kd, Vmax, IC50) and their corresponding values from the literature. On the other hand KiPar [2], KID [3] and KIND [4] addressed the problem of kinetic data extraction from the literature in a limited context such as enzymatic reactions and yeast metabolic networks. Savova et al., 2008 [5] and Sohn et al., 2014 [6] also report their work on extracting quantitative values for various assays, medication and dosage from clinical notes. These systems, however, do not consider the wider set of measurement parameters in the biological literature, such as conductance, gating, current, and voltage. Besides ion channels play critical role in major disorders concerning the cardio-vascular and neuronal disorders. In this study we investigate the automatic extraction of quantitative information from Medline abstracts related to channel physiology on channel kinetics, as well as contextual information such as the type of cells. A rule based approach is used to extract kinetic parameters and the associated values. We also attempt to associate the quantitative parameters to the relevant entities and events. Finally we attempt to extract the ontological structures describing the ion channel physiology from bio-medical abstracts.
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METHODS



We have developed a rule based method [9] to automatically extract quantitative data from the literature, specifically in the context of ion channel physiology. As a first step we extract biological events and entities described in the biomedical text as described in Ravikumar et al., 2014 [7]. The following section describes our approach in extracting the quantitative relations. 2.1 Detection of quantitative parameters and values We used dictionary lookup (e.g. conductance, membrane potential) and regular expressions (e.g., Kd, Ki)
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to tag electrophysiological parameters and detect their values (with units, e.g., 20 pS, -80 mV) as they occur in the text. Detection of units such as pS, mV etc. are predominantly dictionary based but we use regular expression to associate values with the units (e.g. [0-9]+ Units). In addition, we also detect other entity types as described in Ravikumar et al., 2014 [7]. Consider the following example sentences: EXAMPLE1: a) Measurement of the conductance of the sodium channel from current fluctuations at the node of Ranvier (Parameter=conductance, Protein=sodium channel, Tissue=node of Ranvier). EXAMPLE2: b) The average gamma from twelve measurements at depolarizations of 8-40 mV was 7-9 +/- 09 pS (S.E. of mean). (Parameter=average gamma, Parameter=depolarizations, Value=8-40 mV and Value=7-9 +/- 0-9 pS). The phrases that are italicized in the two sentences above were extracted first as entities. 2.2 Extraction of quantitative relations The extraction of quantitative relations includes extracting the relations i) using pattern templates within single clause and ii) applying compatible pairing rules beyond clause boundaries. Pattern templates within single clause - We use predefined template-filling model to extract quantitative relations. Below, we briefly describe some of the template rules designed to extract kinetic parameters pertaining to channels and their associated values. The rules operate on a shallow parsed text where entities are already tagged and classified as discussed in Section 3.2.1. Pattern 1 : Parameter (PRP NP)* [be VP] [Value NP]: the VP is headed by “be” verbs such as is, was, are, and were. PRP NP represent a prepositional phrase which may occur zero or more times (as denoted by *). This pattern matches the sentence shown in EXAMPLE2, to extract relation between average gamma and 7-9 +/- 0-9 pS as parameter and value respectively. Pattern2 : [Parameter NP] around/of [Value NP]: this pattern matches the sentence: “Noise power spectral densities were calculated in the frequency range of 6-6-6757 Hz” to extract frequency range as parameter and 6-6-6757 Hz as value. (EXAMPLE3) Pattern3 : [Parameter NP] = [Value NP]: this pattern matches the sentence: “Increases in sweat rate (DeltaSR) were also significantly lower in grafted skin (DeltaSR = 0.08 +/- 0.08 mg/cm/min)” where the association between DeltaSR (Parameter) and 0.08 +/- 0.08 mg/cm/min (Value) are extracted. (EXAMPLE4) Pattern 4: [Value Chemical NP]: captures the quantitative relations in the clause “External application of 150 nM tetrodotoxin ( TTX ) and 10 mM tetraethylammonium ( TEA ) ion.” (EXAMPLE5) and extracts both tetrodotoxin (TTX), 150nM and tetraethylammonium (TEA), 10mM as chemical value pairs.
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Compatible pairing rules beyond clause boundaries The patterns that we described in the previous section extract relations only within a clause. For example, in the following sentence “The single channel conductance for this channel was approximately 20 pS with 140 mM Na(+) , K(+) , or Cs(+) in the patch pipettes and was approximately 13 pS with 100 mM Ca(2+) or Ba(2+) in the patch pipettes.”, the parameter single channel conductance takes two values, one within the clause(20pS) and one beyond the clause (13 pS). While the first value (20pS) is directly matched by Pattern 1, we need extra-clausal rules to associate single channel conductance with 13 pS. We propose rules to associate the parameters and values which are outside the clause (but within the same sentence) and not extracted previously by patterns. The rules then check for the compatibility between the parameter-value pairs. Table 1 (below) gives some of the compatible parameter-value units that allow extra-clausal pairing. If more than one association is possible, then the closest compatible pair is selected. We also use compatibility rules to validate the associations extracted by the patterns described in the earlier section in order to filter incorrect associations. We also have some similar selective extra-clausal pairing rules to associate paramaters with molecules or events. Table 1 – Example of Value unit filters for Parameter value association S.No Parameter Compatible units 1 Conductance pico Siemens, pS 2 Current Amperes, pA, pA/pF 3 Chemical nM, mM, micro M 4 Potential/Voltage mV, milli volts 5 Hill, Open probability Constant (without units) 2.3 Extraction of hierarchical relationships from biomedical text Finally, we organize the quantitative relations extracted by the system in a hierarchy. Laurila et al., 2010 [8] has addressed this problem in a very limited context of extracting mutation impact from biomedical text. In this study we summarize the extractions across sentences from the biomedical abstract into hierarchical structure. For example, consider the two sentences from an abstract (PMID10482751 shown in Figure 1. The semantic parser rule “[Protein NP] [VP-PASS] [Parameter/Activity] of [Value]” captures the underlying hierarchical relation between the three entities “BK channels” “conductance” and “223pS” in the first sentence. The semantic constraints on the the entity type in these rules help identify such hierarchical relation. In the second sentence while the parameter/activity (potassium permeability (PK)) and its value (2.3 x 10(-13) cm(3) s(1)) through simple rule “[Parameter/Activity NP] (was/is/are/were)? [Value NP].”, the association of parameter (potassium permeability (PK)) with the “These channels” through extra clausal pairing. The anaphoric phrase “These channels” is resolved to “BK channels” based
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on the head noun “channels” and the semantic type of both entities. Hence a clear relation between the protein (“BK channels”), parameter (potassium permeability (PK)) and value (2.3 x 10(-13) cm(3) s(-1)).



Figure 1 – Extraction of quantitative relation We have two hierarchical relations derived from the two sentences in Figure 1 with a common node “BK channels” which when merged yields the hierarchical tree as shown in Figure 2. The elliptical nodes in the graph represent in some sense both the OWL classes and objects while the edges define the relationship between the nodes. Figure 2 represents a very simple case and we wish to clarify that our algorithm is not matured enough to generate complex ontological relations from the biomedical text. Such information can be utilized for ontology development to provide formal representation of ion channel physiology.



Figure 2 – Mapping textual extraction to hierarchical representation
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RESULTS AND DISCUSSION



3.1 Data set For developing the rules for entity and relation extraction we manually annotated a development corpus for quantitative relations, which consists of 180 biomedical abstracts and 5 journal articles related to ion channel physiology. For evaluating the performance of our system we used the CheQK corpus [10] as blind data set. The corpus consists of 105 Medline abstracts predominantly describing events related to channel proteins from the inward rectifying potassium channel (Kir) family. The annotation guidelines of the



CheQK corpus closely resemble the one followed in the annotation of our development corpus. The development corpus contained 1687 relations in total out of which quantitative relations account for nearly 45% of the relations. The development corpus had 856 quantitative relations. The CheQK corpus consists of 1187 events in total out of which 755 are quantitative in nature. CheQK corpus annotates for 5 different types of quantitative relations namely, Reaction Parameters (ReactionP), Activity, Property, PhysProp and Comparison. We used the standard metrics of precision, recall and F-measure for the evaluation. 3.2 Evaluation Table 2 shows the performance of the relation extraction system against test corpus. In this study we evaluated only the ability to extract the quantitative relations and not the Table 2 – Evaluation of quantitative relation extraction S.No Relation Precision Recall F-Measure Type (%) (%) (%) 1 ReactionP 70.45 60.39 65.03 2 Activity 73.24 67.41 70.20 3 Property 78.38 65.91 71.60 4 PhysProp 66.67 50.00 57.14 5 Comparison 50.00 69.23 58.06 6 Total 72.34 65.83 68.93 The corpus had 154 ReactionP, 540 Activity, 44 Property, 4 PhysProp and 13 Comparison relations. The system extracted 687 quantitative relations across all categories out of which only 497 were found to be correct leading to overall precision, recall and F-measure to be 72.34%, 65.83% and 68.93% respectively. The system achieved the highest performance (F-measure 71.60%) in the “Property” relations type and the lowest in PhysProp relations. However the total number of relations in the gold standard was very low in PhysProp, Comparison. The property is the simplest type of relations among the quantitative relations and hence the performance is very high. The performance in the “Activity” relations particularly the recall was very low despite they being very simple relations. The principal reason for the lower performance in this relation type is due to the difference in the annotation guidelines between the development and test corpus. Errors due to difference in annotation guidelines - For example in the abstract (PMID - 10482751) consider the following sentence: “Calcium ions (0.3-3 microM) applied to the internal membrane surface caused an enhancement of the channel activity.” In this sentence the “internal membrane surface is annotated as “Activity” while our entity extraction tags this as Location. ReactionP represents the most complex association where the kinetic parameters were associated with other types of biological events such as
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binding, inhibition etc. extracted by the system. The recall is lowest among this type of relations. Errors due to extra clausal pairing - The precision errors are primarily due to associations of parameter and values that occur beyond clausal boundaries, or due to errors in entity coordination, term recognition or shallow parsing. Recall errors are primarily due to the fact that our approach to parameter value association is limited to association within a sentence. For example, consider the phrase “Mean value of IC50 was 2.4 mM, and b was 0.99”. Here, clues are underlined while parameters are italicized. The letter “b” in this sentence refers to the parameter Hill coefficient however, as this definition is made in the preceding sentence, it is missed by the system. During extra-clausal pairing between the parameter and their value few true positive parameter-value pairs were filtered leading to recall errors. Errors due to lack of semantic inference - We also miss certain associations between parameters or chemicals with values, in cases where the value is not explicitly mentioned. For example, in the phrase “Figure 2B displays INa traces recorded under K+ free conditions ...”, the phrase “K+ free conditions” implies that the concentration of K+ is 0 mM. However, our system is unable to infer such implicit information. Similarly, consider the sentence: “Ito measured at +50 mV after 1 second conditioning pulses (CP) to between –110 and 0 mV were normalized by maximum current (Imax)”. Here, the association between “conditioning pulses” and “110 and 0 mV” is missed since we neither have pattern to relate them nor our extra clausal pairing allows such association. Miscellaneous errors – There were certain miscellaneous errors which results in both precision and recall error during parameter-value associations. In the sentence, “Activation kinetics became slower as extracellular Mg2+ concentration increased from 0 (a) to 0.2 (b), 1.0 (c) , and 5.0 (d) mM Mg2+ .”, parsing errors prevent identification of the coordination between the italicized values, and only the term “mM” is associated with “Mg2+”.
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CONCLUSIONS AND FUTURE WORK



In this work we focused on extraction of quantitative information (parameters and their associated values) from the literature on ion channel physiology. The rule-based approach to extract parameter-value pairs both within the clause and beyond clausal boundaries has resulted in state of the art results in this domain. The results that we obtained are a validation of the fact that our pattern templates are precise in intra-clausal pairing, while the rules for extraclausal pairing boosted the recall. This is the first study in the biomedical text-mining domain that exclusively deals with extraction of such complex quantitative relation extraction. We have also improved upon the state of the art of text mining by formalizing the textual extractions into an hierarchical structure. We have not formally evaluated the performance of the hierarchical structures extracted from
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biomedical text. We are currently building an “Ion channel physiology ontology” that captures the underlying physiology of ion channels. While at this point we have a hierarchy of concepts, we plan to model our ontology on the OWL. We also plan to include concepts from other existing ontology such as Systems biology ontology (SBO) [11] and Cardiac Electrophysiology ontology [12]. We are also currently annotating a corpus consisting of 45 full text articles to map the events to the ontological structure we are building. We hope to formally evaluate the performance of automatically extracting ontological structures from biomedical text for the ion channel physiology sub-domain.
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ABSTRACT The task of concept annotation, in which segments of text are marked up with conceptual entries of lexicons, terminologies, ontologies, or databases is usually evaluated using the standard metrics of precision and recall. While very useful for performance comparison and widely used, the evaluation is usually done in a binary manner, in which annotated concepts are directly compared and either match precisely or do not. Consequently, there is no discrimination between completely wrong and almost correct concept annotations. Given that biomedical text is increasingly annotated with concepts from large, semantically complex terminologies and ontologies, such strict comparisons fail to allow for more semantically nuanced evaluation. We apply metrics of semantic precision and recall to evaluate the performance of automatic concept annotation of text, such that the degree of conceptual overlap of nonmatching annotations is captured rather than the typical all-or-nothing approach. In a preliminary study of automatic annotation of biomedical text with the concepts of a prominent ontology using a state-of-the-art concept recognition system, we have found that, for relaxed text-span agreement relative to a gold-standard corpus, values for semantic precision and F-measure show substantial differences with respect to their corresponding canonical formulations. Furthermore, use of these more semantically aware versions of the measures resulted in substantial changes in the parameter combinations for this system that produced highest F-measures. Though further study is needed, we predict that it would be beneficial to optimize the performance of automatic concept-annotation systems to these semantic measures so that conceptually closer nonmatching annotations of the text are taken into account.
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INTRODUCTION



Precision and recall are frequently used, well-understood measures for assessing the level of agreement between two or more (human or computational) annotators marking up the same piece(s) of text, i.e., inter-annotator agreement (IAA) (Hripcsak and Rothschild, 2005). For the task of concept annotation, in which pieces of text are marked up with *
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Fig. 1: A portion of the GO comprised of the concept used for both a test annotation and a reference annotation (glycolipid binding) and its superclasses. conceptual entries of lexicons, terminologies, ontologies, or databases (Bada, 2014), these measures are typically limited to binary evaluation, in which the concepts used for the annotations are directly compared and either match or do not. Consequently, the measures do not discriminate between totally wrong and almost correct concept annotations. In the context of concepts that derive from hierarchically organized concept inventories, i.e., where concepts have superclasses, an all-or-nothing approach to assessing agreement does not give credit for near misses in the semantic space. Comparisons that ignore the semantic context of concepts are increasingly problematic as biomedical text is increasingly annotated with large, semantically structured terminologies and ontologies. Gold-standard annotated corpora such as the CRAFT Corpus (Bada et al., 2012), whose fulltext articles are marked up with the concepts of eight prominent Open Biomedical Ontologies (Smith et al., 2007) ranging in size from ~800 to ~410,000 concepts., are now available. With so many concepts that can be used to semantically annotate biomedical text, IAA measures that indicate
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Fig. 2: A portion of the GO comprised of the concept used for a test annotation (glycolipid binding) and its superclasses; in this example, there is no reference annotation. Note that RC evaluates to 0/0, a mathematically indeterminate form reflecting the fact that it is nonsensical to determine recall for an absent reference. more nuanced levels of agreement based on entailed semantics rather than an all-or-nothing metric are needed. In this work we have applied metrics of semantic precision and recall for evaluation of concept annotation of text, based on pairwise hierarchical evaluation measures previously developed and applied in the context of gene function prediction (Eisner et al., 2005; Kiritchenko et al., 2005; Verspoor et al., 2006). Instead of binary evaluations of whether annotated concepts directly match or not, semantic precision and recall can be calculated for each pair of compared annotations (or for an annotation and an absence of an annotation) by considering their conceptual overlap. The global semantic precision and recall across a set of annotations can then be calculated as the average of all of these local values. We show in a preliminary study that use of these more semantically aware measures for evaluation of concept annotation of biomedical text can result in some substantial differences in performance, particularly for precision and Fmeasure. In addition, we have observed for a given state-ofthe-art concept annotation system that adopting the semantic measures for performance evaluation results in substantial changes in which parameter combinations of the system produce the highest F-measure scores. We predict that the use of these more semantically informative measures can advance the development of automatic concept annotation systems, by optimizing the conceptual overlap of their generated markup with gold-standard annotations.
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Fig. 3: A portion of the GO comprised of the concept used for a reference annotation (glycolipid binding) and its superclasses; in this example, there is no test annotation. Note that PC evaluates to 0/0, a mathematically indeterminate form that reflects that it is nonsensical to determine precision for an absent prediction.
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APPROACH



Standard precision and recall are defined as: P = |TP| / (|TP| + |FP|) R = |TP| / (|TP| + |FN|), where TP are true positives, FP are false positives, and FN are false negatives. For concept annotation, pairs of annotations (or of annotations and absences of annotations) are compared, resulting in total counts of TPs, FPs, and FNs and single precision and recall values. For annotation of text with hierarchically arranged concepts, we propose the use of a modified semantic measure for evaluation of annotation agreement. We aim to calculate precision and recall values for each such pair that captures the amount of entailed semantic overlap. Specifically, for a test concept annotation being compared against a reference concept annotation, these two concepts and the full set of superclasses of each of these concepts are examined to establish total TP, FP, and FN counts for the pair by assessing the test annotation concept, the reference annotation concept, and each of their superclasses as a TP, FP, or FN. For a given pair, a concept is a TP if it is the test concept or one of its superclasses and also the reference concept or one of its superclasses; a concept is a FP if it is the test concept or one of its superclasses but not the reference concept or one
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Fig. 4: A portion of the GO comprised of the concept used for a test annotation (lipid binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since the test concept subsumes (i.e., is more general than) the reference concept, PC = 1 and RC < 1. of its superclasses; and a concept is a FN if it is the reference concept or one of its superclasses but not the test concept or one of its superclasses. Global precision and recall are then calculated by averaging these local values. We refer to these semantic measures of precision and recall as PC and RC, as they take into account overlap of entailed concepts. Note that we do not necessarily refer to a gold standard when we use the word “reference”; it is simply the annotation against which another annotation is being compared.



2.1



Base Cases



As base cases, we present four pairwise examples for the task of concept annotation. 2.1.1 Exact Match of Test and Reference Concept Annotations. For a case such as in Fig. 1 in which the test and reference annotation concepts are the same, since the set of test concept plus its superclasses is the same as the set of reference concept plus its superclasses, each of the test-set concepts is a TP, and there are no FPs or FNs. Thus, PC = RC = |TP|/(|TP|+0) = 1. 2.1.2 Test Concept Annotation and Absence of Reference Concept Annotation. For a case such as Fig. 2 in which, for a given piece of text, there is a test concept annotation but no reference concept annotation, since there is no reference concept annotation, there are no TPs or FNs, and the test concept and all of its superclasses are FPs. PC is straightforwardly 0/(0+|FP|) = 0, but RC is 0/(0+0) = 0/0, a mathemati-



Fig. 5: A portion of the GO comprised of the concept used for a test annotation (binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since the test concept subsumes (i.e., is more general than) the reference concept, PC = 1 and RC < 1. Note that since the test concept here is more general than and more distant from the reference concept compared with the test concept in Fig. 4, its recall is correspondingly lower. cally indeterminate form, reflecting the fact that it is nonsensical to determine recall for an absent reference. 2.1.3 Reference Concept Annotation and Absence of Test Concept Annotation. For a case such as Fig. 3 in which, for a given piece of text, there is a reference concept annotation but no test concept annotation, since there is no test concept annotation, there no TPs or FPs, and the reference concept and all of its superclasses are FNs. RC is straightforwardly 0/(0+|FN|) = 0, but PC is 0/(0+0) = 0/0, whose mathematical indeterminacy reflects the fact that it is nonsensical to determine the precision of an absent prediction. 2.1.4 Test and Reference Concept Annotations without Conceptual Overlap. If a lexicon/terminology/ontology has more than one root (as is the case with the Gene Ontology (Ashburner et al., 2000)), it is possible for test and reference concept annotations to have no conceptual overlap. For such a case, there are no TPs, the test concept and its superclasses are FPs, and the reference concept and its superclasses are FNs. Thus, PC = 0/(0+|FP|) = 0, and RC = 0/(0+|FN|) = 0.



2.2



Cases with Partial Conceptual Overlap



Cases in which there is partial semantic overlap between test and reference concept annotations are the more interesting ones that motivated this work. In particular, PC and RC are formulated such that test annotations that have greater partial conceptual overlap with reference annotations have
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Fig. 6: A portion of the GO comprised of the concept used for a test annotation (glycosphingolipid binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since the test concept is subsumed by (i.e., is more specific than) the reference concept, RC = 1 and PC < 1. higher values than those with lower partial conceptual overlap, rather than all test annotations with partial conceptual overlap being equally assessed as nonmatches. More simply, the main motivation was for test concept annotations that are semantically “closer” to reference concept annotations to score more highly than those that are more “distant”. We provide examples using portions of the Gene Ontology (GO) (Ashburner et al., 2000). 2.2.1 Test Concept Subsumes Reference Concept. For a case in which the test concept properly subsumes (i.e., is more general than) the reference concept, the test concept and its superclasses are TPs, and there are no FPs, so PC = 1.; however, RC < 1, as there are one or more FNs. Figs. 4 and 5 demonstrate that RC decreases as the subsuming test concept becomes more general and thus more distant from the reference concept, while PC remains at 1. (In the figures throughout the paper, the test annotation concept is rendered with a thick black border and the reference annotation concept with a yellow border.) In Fig. 4, RC = 3/(3+2) = 0.6, indicating that the test annotation of lipid binding captures 60% of the conceptual knowledge entailed by the reference annotation of glycolipid binding. In Fig. 5, RC = 2/(2+3) = 0.4, indicating that the more
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Fig. 7: A portion of the GO comprised of the concept used for a test annotation (ganglioside binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since the test concept is subsumed by (i.e., is more specific than) the reference concept, RC = 1 and PC < 1. Since the test concept here is more specific than and more distant from the reference concept compared with the test concept in Fig. 6, its recall is correspondingly lower. distant test annotation of binding captures 40% of the conceptual knowledge entailed by the reference annotation. 2.2.2 Test Concept Is Subsumed By Reference Concept. For a case in which the test concept is properly subsumed by (i.e., more specific than) the reference concept, the reference concept and its superclasses are TPs, and there are no FNs, so RC = 1. However, PC < 1, as there are one or more FPs. Figs. 6 and 7 demonstrate that PC decreases as the subsumed test concept becomes more specific and thus more distant from the reference concept, while RC remains at 1. In Fig. 6, PC = 5/(5+2) = 0.71, indicating that the conceptual knowledge entailed by the test annotation of glycosphingolipid binding is 71% precise with respect to that of the reference annotation of glycolipid binding. In Fig.
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Fig. 8: A portion of the GO comprised of the concept used for a test annotation (sphingolipid binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since neither the test concept nor the reference concept subsumes the other, there are at least one each of TPs, FPs, and FNs, and so PC < 1 and RC < 1. 7, PC = 5/(5+4) = 0.56, indicating that the conceptual knowledge entailed by the more distant test annotation of ganglioside binding is 56% precise with respect to that of the reference annotation of glycolipid binding. 2.2.3 Partial Conceptual Overlap but Neither Test Concept nor Reference Concept Subsumes the Other. A final case is that in which there is partial conceptual overlap but neither the test annotation concept nor the reference annotation concept subsumes the other. In such a case, there are one or more each of TPs, FPs, and FNs, and thus PC < 1 and RC < 1. Figs. 8 and 9 show two such cases. In Fig. 8, PC = 3/(3+1) = 0.75, indicating that the conceptual knowledge entailed by the test annotation of sphingolipid binding is 75% precise with respect to that of the reference annotation of glycolipid binding, and RC = 3/(3+2) = 0.6, indicating that the test annotation captures 60% of the conceptual knowledge entailed by the reference annotation. In Fig. 9, there is less semantic overlap: The conceptual knowledge entailed by the test annotation of cation binding is 50% precise with respect to that of the reference annotation of glycolipid binding, and the test annotation captures 40% of the conceptual knowledge entailed by the reference annotation.



2.3



Calculation of Global Semantic Precision and Recall



For standard calculation of precision and recall for concept annotation, pairs of annotations (or annotation/absence-of-



Fig. 9: A portion of the GO comprised of the concept used for a test annotation (cation binding), the concept used for a reference annotation (glycolipid binding), and their superclasses. Since neither the test concept nor the reference concept subsumes the other, there are at least one each of TPs, FPs, and FNs, and so PC < 1 and RC < 1. Note that there is less conceptual overlap than the example in Fig. 8 and thus the precision and recall are correspondingly lower here. annotation pairs) are compared, and each pair is either a match (evaluating to a TP) or a non-match (evaluating to a FP or FN). For the annotated document or corpus of documents, the counts of TPs, FPs, and FNs are totaled, from which single precision and recall values are calculated. We propose for a precision and recall to be calculated for each compared pair; each of these is a measure of the conceptual closeness of the given pair. Global semantic and precision values can then be calculated for the entire document or corpus of documents simply by averaging these local values; this method ensures that each compared pair will be given equal weight in the calculation of the global values. However, the previously discussed nonsensical cases must be avoided: For the calculation of global recall, pairs such as that shown in Fig. 2, for which there is a test concept annotation but not a reference concept annotation, should be excluded; analogously, for the calculation of global precision, pairs such as shown in Fig. 3, for which there is a reference concept annotation but not a test concept annotation, should be excluded. For example, we can calculate the global precision and recall values for the examples in Figs. 1-9: Excluding the example of Fig. 3, for which precision evaluates to the mathematically indeterminate 0/0, global precision is (1+0+1+1+0.71+0.56+0.75+0.5)/8 = 0.69; excluding the example of Fig. 2, for which recall evaluates to 0/0, global recall is (1+0+0.6+0.4+1+1+0.6+0.4)/8 = 0.62. This can be
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compared with a traditional evaluation of (global) precision and recall in which the compared pairs are either matches or not; with this method, P = R = 1/(1+7) = 0.125, masking the substantial conceptual overlap of the examples in Figs. 4-9. Another frequently used IAA metric, F-measure (Fβ), can then be calculated from precision P and recall R. In the most common formulation, in which β = 1: F1 = 2·P·R/(P + R) Thus, global F-measure is simply 2·0.69·0.62/(0.69+0.62) = 0.65. A local F-measure can also be calculated for each compared pair, with the exception of cases with precision or recall of 0/0, as discussed in Sections 2.1.2 and 2.1.3.
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PRELIMINARY RESULTS



To preliminarily investigate the application of these more semantically sophisticated versions of precision and recall to the evaluation of concept annotation of text, we rely on annotation data produced by Funk et al. for their large-scale evaluation of several prominent concept-recognition tools on the CRAFT Corpus (Funk et al., 2014; Bada et al., 2012). We specifically make use of the 864 annotation data sets resulting from the testing of MetaMap (Aronson, 2001) on its annotation of the articles of the corpus with the concepts of the Cell Type Ontology (Bard et al., 2005). (Each of these 864 data sets is the output of one run of MetaMap using a unique combination of its adjustable parameters.) We have implemented the semantically aware versions of precision, recall, and F-measure, reevaluated the same annotation data with the newly implemented measures, and looked for differences in the evaluation data based on our semantic measures and those produced by Funk et al., which relied on the canonical versions of these measures. In Table 1, it can be seen that when relying on exact span matching (in which the text spans of the test and reference concept annotations must be exactly the same to be counted as a match) there are very small average differences of +0.019, -0.005, and +0.014 for the data evaluated with semantic precision, recall, and F-measure, respectively, as compared to the values resulting from evaluation with the canonical measures. When relying on partial span matching (in which test and reference concept annotations with nonexact overlapping spans are also counted as matches), there is still an extremely small average difference of -0.001 for recall, but there are much larger average differences of +0.133 and +0.084 (and maximum observed differences of +0.268 and +0.154) for precision and F-measure, respectively. Though we have not yet performed an in-depth analysis, this matches our intuitions: The changes likely mostly result from the evaluation of test annotations whose concepts subsume (i.e., are more general than) the concepts of their corresponding reference annotations, e.g., a reference annotation of the text “supporting cell” with CL:supportive
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cell and a test annotation of the nested “cell” with the more general class CL:cell. In such cases, it is relatively



unlikely that the system would annotate the exact span of text with a concept different from the reference concept but also with significant conceptual overlap, which explains why the differences in statistics for the evaluations based on exact span matching are almost negligible. On the other hand, these two annotations would be compared when relying on partial span matching, and, as discussed in Section 2.2.1, a case in which the concept of the test annotation subsumes that of the reference annotation has a maximal local precision of 1. Such cases would explain the substantial increase in average semantic precision for partial matching, which would in turn account for the substantial increase in average semantic F-measure since semantic recall is nearly unchanged. These results show that these semantically aware measures can result in substantially different results as compared to those of the canonical versions of the measures. Furthermore, we believe it beneficial to take into account such conceptual overlap and that it would be beneficial to optimize systems to annotate, e.g., the nested “cell” of “supporting cell” with CL:cell rather than not to annotate “supporting cell” at all. Table 1. Low, high, and average changes in precision, recall, and Fmeasure for annotation of the articles of the CRAFT Corpus with the concepts of the Cell Type Ontology by MetaMap from among all attempted parameter combinations.



changes (Δ) in measures low, high, average ΔP low, high, average ΔR low, high, average ΔF



exact span matching



partial span matching



0.000, +0.085, +0.019 -0.040, +0.013, -0.005 0.000, +0.055, +0.014



+0.034, +0.268,+0.133 -0.130, +0.095, -0.001 +0.003, +0.154, +0.084



Among the results highlighted by Funk et al. are how well currently publicly available concept-recognition tools can annotate biomedical text and which parameter combinations of these tools perform best. In Table 2, it can be seen that, mirroring the aforementioned results, there is very little change (from 0.687 to 0.696) in the maximum F-measure attained by MetaMap in the annotation of the articles of the CRAFT Corpus with the concepts of the Cell Type Ontology when relying on exact span matching. However, there is a substantial difference, from 0.692 to 0.786, when annotations are compared with partial span matching. Furthermore, there were significant differences in which MetaMap parameter combinations resulted in these maximum F-measure scores for the annotation data evaluated with the semantic and canonical measures (data not shown). For example, the same parameter combinations were responsible for the highest F-measures for both the semantically aware and canonical evaluations based on exact matching of text spans. A different set of parameter combinations was responsible for
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both the semantic and canonical evaluations based on partial text-span matching. However, the four top-scoring parameter combinations relying on partial text-span matching were ranked 46 through 50 in the evaluations relying on exactspan matching. Thus, these semantically aware measures, at least for partial span matching, can result in significant changes in which parameter combinations produce the best performance, and it is possible that these may even result in differences in which tools work best. Further investigation is needed to more thoroughly analyze these patterns. Table 2. Maximum F-scores attained for annotation of the articles of the CRAFT Corpus with the concepts of the Cell Type Ontology by MetaMap from among all attempted parameter combinations, by types of span matching and evaluation.



types of span matching & evaluation



maximum F-measure



exact span matching & canonical P/R/F exact span matching & semantic P/R/F partial span matching & canonical P/R/F partial span matching & semantic P/R/F



0.687 0.696 0.692 0.786
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DISCUSSION AND RELATED WORK



In this work we have applied precision and recall measures that are more semantically informative and nuanced relative to their canonical formulations to the task of concept annotation of text. Rather than evaluating annotation pairs or annotation/absence-of-annotation pairs strictly as matches or nonmatches and then calculating single precision and recall statistics, values of these measures are calculated for each pair by examining the superclasses of the test and reference annotation concepts, assessing each as a TP, FP, or FN; global values for the entire document or corpus of documents are subsequently calculated by averaging these local values. With this method, conceptual overlap of test and reference concept annotations are taken into account, and nonmatching test concept annotations with greater conceptual overlap with their corresponding reference concept annotations score more highly. We believe this can catalyze the development of more sophisticated automatic conceptannotation systems that take into account degree of semantic overlap, as close nonmatching annotations are obviously preferable to distant ones. The pairwise semantic precision and recall metrics we have applied are the same as those previously developed in the context of functional annotation of genes/gene products (Eisner et al., 2005; Kiritchenko et al., 2005; Verspoor et al., 2006). There are minor implementational differences, including a different method of aggregating pairwise comparisons, reflecting the task differences. In their comprehensive evaluation of several prominent automatic conceptrecognition tools, Funk et al. suggested an alternate assess-



ment relying on hierarchical precision, recall, and Fmeasure (Funk et al., 2014). However, ours is the first attempted study to our knowledge using such measures to evaluate automatic concept annotation of text Our work is based on assessing conceptual overlap of pairs of concepts corresponding to text annotations and is thus related to the many efforts at assessing semantic similarity/relatedness of pairs of concepts situated in hierarchies (reviewed in Pedersen et al., 2006 and Panchenko, 2012). There has been a wide range of approaches taken, including those based on concept features, information content, context vectors, and hierarchical topology, as well as hybrids of these approaches. Among this work, most closely related are those approaches that consider conceptual overlap (e.g., Tversky, 1977; Petrakis et al., 2006; Al-Mubaid and Nguyen, 2009); however, these alternate metrics pairwise of semantic similarity/relatedness have not been incorporated into measures of precision and recall. Many other evaluation measures have been also proposed for automatic classification of entities among concepts situated in hierarchies as applied to a range of tasks, including topic labeling of documents, querying of information resources, and annotation of biological function (reviewed in Costa et al., 2007). Also related are efforts at metrics for semantic comparisons of disparate existing or learned ontologies. This includes a formulation of conceptual overlap taking into account both ancestor and descendant concepts (Maedche and Staab, 2002; Cimiano et al., 2003), several methodologies that look at not only atomic concepts but also nonhierarchical property restrictions of description-logic-based ontologies (Araújo and Pinto, 2007; d’Amato et al., 2008), and the application of several well-known statistical metrics (including the Sørensen-Dice index and the Jaccard index) to assess degree of conceptual overlap (Solé-Ribalta et al., 2014). A variation of these efforts are attempts at evaluating interontology matching by applying corresponding measures of precision and recall to the reified alignments among the compared ontologies (Euzenat, 2007; David and Euzenat, 2008).
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CONCLUSIONS



Calculation of traditional precision and recall for concept annotation of text typically relies on direct comparisons of the annotated concepts. In this approach, these concepts either match or they do not, such that there is no discrimination between totally wrong and almost correct concept annotations. We have therefore applied more semantically aware versions of precision and recall for this task. We have showed in a preliminary study that not only can use of these measures that take into account conceptual overlap result in substantial differences in precision and F-measure; they can also result in substantial changes in which parameter combinations of automatic concept annotation systems produce
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the highest F-measure scores. We predict that use of this metric can spur advances in concept annotation of text, as systems can be developed to maximize conceptual overlap of nonmatching annotations, which is not possible with the current all-or-nothing evaluation approach. Further work to understand the interaction between exact-span and partialspan annotation alignment and the interpretation of semantic precision and recall is warranted, given observed differences in these settings.
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ABSTRACT Motivation: PubChem is an open repository for chemical structures, biological activities and biomedical annotations. Semantic annotations of PubChem data using Resource Description Framework (RDF) improve data sharing, analysis, and integration across chemical and biological domains. Ontological knowledge representation enables the structural, functional, and therapeutic classification of chemical and biological entities. As a result, PubChem data can be organized, queried, reasoned, and computed in a highly integrative manner.
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INTRODUCTION



1.1. PubChem and PubChemRDF PubChem (Bolton, Wang et al. 2008; Wang, Bolton et al. 2010) is an open repository for chemical structures, biological activities and biomedical annotations. PubChem is organized as three distinct and interrelated primary databases: Substance, BioAssay, and Compound. The Substance database (accession SID) contains depositor-provided descriptions including chemical depictions, chemical names (synonyms), external registration identifiers, comments, and cross-links. The BioAssay database (accession AID) contains depositor-provided assay information, including experimental protocol, biological targets, and bioactivities for substances. The protein targets tested in the bioassay experiments are linked out to other National Center for Biotechnology Information (NCBI) databases, including Conserved Domain Database (CDD), Gene database, and Biosystems database. The Compound database (accession CID) encompasses canonic structure representations of the corresponding records in the Substance database, which is intended to aggregate information from various PubChem depositors using the standardized chemical structures as the keys. PubChem Compound calculates 3-D coordinates, chemical descriptors, and physical properties for the standardized chem-
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ical representations, which are further pre-clustered according to different levels of structural identity and similarity concepts. PubChemRDF (https://pubchem.ncbi.nlm.nih.gov/rdf/) has produced a schema-less representation of PubChem Compound, Substance, and BioAssay databases. We have semantically annotated the interrelationships between compounds and substances, the calculated descriptors and the depositor-provided information, the bioassay endpoints and protein targets, as well as the provenance and attribution metadata. A set of existing ontologies for enhanced data integration and interoperability were collected to define the domain-specific knowledge. For instance, the CHEMical INFormation ontology (CHEMINF) was used to hierarchically organize the calculated and depositor-provided chemical descriptors; the BioAssay Ontology (BAO) was used to semantically annotate bioassay endpoints; the Semantic science Integrated Ontology (SIO), the Basic Formal Ontology (BFO), the Ontology for Biomedical Investigations (OBI), and the Information Artifact Ontology (IAO) were used to describe the semantic relations between different entities; the Dublin Core Metadata Initiative (DCMI) Terms, the Provenance Authoring and Versioning ontology (PAV), and the Friend Of A Friend (FOAF) vocabulary were used to expose provenance and attribution metadata. The formulated RDF statements express the PubChem domain knowledge in a machine-understandable manner. Semantic annotations of PubChem databases have been achieved and reported somewhere else (Fu, Batchelor et al. 2014; Fu, Batchelor et al. 2014). In the present work, we attempted to employed several domain-specific bio-ontologies to enrich the PubChem compounds, substances, and protein targets with well-defined semantics. The fine-grained hierarchical tree structures captured in the bio-ontologies may facilitate structural, functional, and therapeutic classification of the biological entities in PubChem databases. In addition, the bio-ontologies encode extensive interrelationships between different biological concepts, including drugs, proteins, genes, diseases, pharmacological actions, and so on. They
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can be used to query and retrieve the associated PubChem records in a highly integrative manner.



1.2. Bio-ontologies Several domain-specific bio-ontologies were employed in the present study, including the National Drug File – Reference Terminology (NDFRT), the National Cancer Institute Thesaurus (NCIT), the Chemical Entities of Biological Interest (ChEBI), the Protein Ontology (PRO), the Gene Ontology (GO), and the Orphanet Rare Disease Ontology (ORDO). NDFRT provides an ontological framework to integrate a set of comprehensive, non-overlapping drug terminologies. It consists of 9 disjoint categories of concept schemes, including drug category, ingredient category, disease category, mechanism of action category, and so on. The concepts are organized in a hierarchical structure within each category, and the formally-defined relationships between any two concepts of different categories were explicitly asserted as well. NCIT is also a multi-categorical reference terminology. It covers different kinds of concept schemes, including diseases/disorders/findings, gene, gene product, biological process, chemicals/drugs, and so on. Each concept may be associated with different attribute properties, which can be used for cross-reference. ChEBI encodes ontological classification of small molecules. It has the biological role subvocabulary, which is very useful to indicate the pharmacological action and biological relevance of a given molecule. PRO encodes evolutionary classes and relationships for each protein entity, and categorizes protein entities according to gene/protein family distinction. GO provides a controlled vocabulary to describe the molecular function of protein targets, as well as which part of cellular components they locate at and which biological process they participate in. ORDO provides a structured vocabulary for rare diseases, associated genes, and other relevant features. It integrates a hierarchical classification of rare diseases (nosology), as well as gene-disease interrelationships.
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CONSTRUCTION AND CONTENT



2.1. Semantic Mapping of PubChem Compound to Bio-Ontologies ChEBI is one of the PubChem depositors, so each SID deposited by ChEBI is represented as an instance of a formally defined class in the ChEBI ontology. Since each SID has at most one standardized structural representation in PubChem 2



Compound, the ChEBI assignments of SIDs can be reused by other SIDs sharing the same standardized CID. Currently, 33,892 ChEBI classes were used to annotate PubChem records. 9,979 classes in the NDFRT drug ingredient category have cross-references to the MeSH headings. Each MeSH heading is a concept-based class, consisting of one or more synonymous entry terms. The associations between the MeSH headings in Chemicals and Drugs Category and PubChem CIDs have been established through exact string matching between MeSH entry terms and PubChem depositorprovided synonyms. Through MeSH headings, 7,915 unique CIDs were linked to the NDFRT classes. In addition, 4,150 NDFRT classes have the attribute property of FDA Unique Ingredient Identifier (UNII) codes. The associations between FDA UNII codes and PubChem CIDs have been established through the InChIKey, which was calculated for every single PubChem CID. Through FDA UNIIs, 3,224 CIDs were mapped to NDFRT classes of drug ingredient category. In combination, 9,110 unique CIDs were mapped to 7,399 NDFRT classes of drug ingredient category, resulting 11,034 pairs of CIDs and NDFRT classes. 10,657 (>96%) of them were confirmed by mapping CIDs to RxNorm drug vocabulary. There are a total of 16,623 classes of chemicals and drugs in the NCIT. 11,628 of them have the attribute property of Chemical Abstract Service (CAS) numbers, 3,323 of them have the attribute property of FDA UNII codes, and 11,979 of them have the attribute property of the ChEBI classes. These cross-references were used to populate the semantic types defined in NCIT to the PubChem CIDs. PubChem depositor-provided synonyms were used to assign CAS numbers and ChEBI classes to the corresponding CIDs, and the InChIKey was used again to associate FDA UNIIs to the corresponding PubChem CIDs. Through CAS numbers, 10,501 unique CIDs were annotated using NCI thesaurus; through FDA UNII codes, 7,588 unique CIDs were annotated using NCI thesaurus; through ChEBI classes, 2,711 unique CIDs were annotated using NCI thesaurus. In combination, 16.918 unique CIDs were mapped to 10,967 NCI thesaurus classes of chemicals and drugs.



2.2. Semantic Mapping of PubChem BioAssay Targets to Bio-Ontologies Each protein target in PubChem BioAssay can be exposed as an instance of a formally defined class in Protein Ontology (PRO). Among more than 9,000 protein targets tested in
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PubChem BioAssay, 6,426 were mapped to well-defined protein classes in PRO. The protein class assignments were accomplished by mapping GI numbers to UniProt and RefSeq records, through Uniprot Knowledgebase (UniProtKB) (http://www.uniprot.org/help/uniprotkb) and National Center for Biotechnology Information (NCBI) Protein database (http://www.ncbi.nlm.nih.gov/protein). Regarding to the GIs without cross-mappings deposited in those two databases, BLAST multiple sequence alignments were performed, and ~30 GIs were mapped to Uniprot IDs with identical sequences and organisms. The PRO assignments of Uniprot and RefSeq records are publically available (ftp://ftp.pir.georgetown.edu/databases/ontology/pro_obo/). The BioAssay protein targets were linked to the encoding genes deposited in NCBI Gene database. ORDO contains 3,082 unique genes, and 3,045 of them have either ENSEMBL or OMIM cross-references. Through ENSEMBL mappings, 2,766 ORDO genes were linked to Entrez genes; through OMIM mappings, 3,017 ORDO genes were linked to Entrez genes. In combination, 3,040 ORDO genes were employed to enrich the semantics of 3,052 unique Entrez genes, which encode the PubChem BioAssay protein targets. The BioAssay protein targets were also linked to NCBI Biosystems records, which are of different semantic types, including biological pathway, functional set, structural complex, and signature module. The first three types of biosystems records may come from GO. If so, the type of the corresponding records is defined using GO classes.
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UTILITY AND DISCUSSION



Mapping PubChem records to multiple bio-ontologies can enrich the cross-links between biological concepts cross different ontological frameworks. The established crosslinks can be used to compare and validate the hierarchical structures defined in different ontologies. For instance, NDFRT concept scheme of drug ingredients does not provide cross-links to ChEBI classes. Through the mappings to PubChem CIDs, we can find 3,400 NDFRT drug ingredients associated with ChEBI classes. Given the cross-links, we can study the overlap between the mechanism of action defined in NDFRT and the biological roles defined in ChEBI. PubChem BioAssay archives bioactivities of compounds against protein targets. Hence, in addition to cross-links between concepts in the same domain, much more associations between concepts across different domains can be es-



tablished. As a result, users can construct SPARQL queries across distributed, heterogeneous concept schemes in a highly integrative and expressive manner. For instance, a SPARQL query can be constructed to find biological roles defined in ChEBI of PubChem substances inhibiting PR_000000791 with bioactivity IC50 < 10 μM: prefix protein:  prefix rdf:  prefix rdfs:  prefix obo:  prefix dcterms:  prefix bao:  prefix qudt:  prefix bp:  prefix owl:  select distinct ?rolelabel where { protein:GI7531135 obo:BFO_0000056 ?mg ; rdf:type ?proid . ?mg obo:BFO_0000057 ?sub ; obo:OBI_0000299 ?ep . ?sub rdf:type ?chebi . ?chebi rdfs:subClassOf _:I . _:I a owl:Restriction . _:I owl:onProperty  . _:I owl:someValuesFrom ?role . ?role rdfs:label ?rolelabel . ?ep obo:IAO_0000136 ?sub ; rdf:type bao:BAO_0000190 . ?ep qudt:numericValue ?value . filter ( ?value < 10 && ?proid != bp:Protein ) }



The query returned 71 biological roles defined in ChEBI. Moreover, the hierarchical tree structures of biological ontologies allow intuitive navigation. PubChem Classification Browser (https://pubchem.ncbi.nlm.nih.gov/classification/) is a user interface built upon the mappings of PubChem records to the ontological concepts. The browser can be used for easy lookup and retrieval. At last but not least, the extensive interrelationships between biological concepts defined in bio-ontologies enrich the PubChem domain knowledge. For instance, NDFRT contains 52,773 drug-disease interactions. 6,953 out of 11,782 NDFRT drugs with defined disease associations can be mapped to PubChem CIDs. Prioritizing PubChem CIDs to NDFRT drugs enables seamless integration of PubChem chemical information with ontology-based domain knowledge. A SPARQL query can be constructed to get the CIDs that may treat Alzheimer’s diseases, as well as their molecular weights, SMILES, and InChIs: prefix ndfrt: 
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prefix rdf:  prefix rdfs:  prefix sio:  prefix owl:  SELECT distinct ?cid ?mw_value ?smiles_value ?inchi_value WHERE { ?drugNUI rdfs:subClassOf _:I , _:D . _:I a owl:Restriction . _:I owl:onProperty ndfrt:has_Ingredient . _:I owl:someValuesFrom ?ingredient . _:D a owl:Restriction . _:D owl:onProperty ndfrt:may_treat . _:D owl:someValuesFrom ndfrt:N0000000363 . ?cid rdf:type ?ingredient . ?cid sio:has-attribute ?mw . ?cid sio:has-attribute ?smiles . ?cid sio:has-attribute ?inchi . ?mw rdf:type sio:CHEMINF_000334 . ?mw sio:has-value ?mw_value . ?smiles rdf:type sio:CHEMINF_000376 . ?smiles sio:has-value ?smiles_value . ?inchi rdf:type sio:CHEMINF_000396 . ?inchi sio:has-value ?inchi_value . };



The query returned 42 CIDs and their chemical descriptors instantaneously. ORDO contains 5,627 interrelationships between 3,082 unique genes and 3,031 unique diseases. A SPARQL query can be constructed to find the protein targets related to “Early-onset autosomal dominant Alzheimer disease” defined in ORDO, and the bioactivities of substances tested against them: PREFIX ordo:  PREFIX rdfs:  PREFIX owl:  PREFIX bao:  PREFIX obo:  PREFIX rdf:  PREFIX qudt:  PREFIX vocab:  SELECT distinct ?protein ?substance ?value ?unit WHERE { ?gene rdfs:subClassOf* ordo:Orphanet_C010. ?gene rdfs:subClassOf _:R . _:R rdf:type owl:Restriction . _:R owl:onProperty ?rel . _:R owl:someValuesFrom ordo:Orphanet_1020 . ?entrezgene rdf:type ?gene . ?entrezgene vocab:encoding ?protein . ?measuregroup obo:BFO_0000057 ?protein . ?substance obo:BFO_0000056 ?measuregroup . ?measuregroup obo:OBI_0000299 ?endpoint . ?endpoint obo:IAO_0000136 ?substance . ?endpoint rdf:type bao:BAO_0000190 . ?endpoint qudt:numericValue ?value . ?endpoint qudt:unit ?unit . };
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The query returned one protein target (GI 112927), and three substances (SID 103459354, 103595991, 103178857), and their bioactivities (280, 30, 305 μM, respectively).
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CONCLUSION



The advent of bio-ontologies as controlled, concept-oriented terminologies expedites a variety of ‘omics’ research by enabling structural, functional, therapeutic classification of biological entities. Through reasonable and extensive crossmappings, PubChem biological entities (compounds, substances, and protein targets) have been exposed as instances of the bio-concepts that have been organized and interrelated in bio-ontologies. As a result, the PubChem biological entities can be navigated based on orthogonal hierarchical classification schemes, and can inherit the semantic associations between bio-concepts across different vocabularies. The ontological knowledge representation enriched the semantics of PubChem biological entities in a machineunderstandable manner, so PubChemRDF resources can be queried, grouped, inferred, and reasoned based on the types and relations defined in the bio-ontologies. A crowdsourcing based clean-up project is carried on to provide better name-structure associations in PubChem databases, which can benefit the quality of ontological integration and provide better data linking.
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ABSTRACT Systems Biology is playing an increasingly important role in unraveling the complexity of human immune responses. A key aspect of this approach involves the analysis and integration of data from a multiplicity of high-throughput immune profiling methods to understand (and eventually predict) the immunological response to infection and vaccination under diverse conditions. To this end, the Human Immunology Project Consortium (HIPC) was established by the National Institute of Allergy and Infectious Diseases (NIAID) of the US National Institutes of Health (NIH). This consortium generates a wide variety of phenotypic and molecular data from well-characterized patient cohorts, including genome-wide expression profiling, high-dimensional flow cytometry and serum cytokine concentrations. The adoption and adherence to data standards is critical to enable data integration across HIPC centers, and facilitate data re-use by the wider scientific community. Here, we describe our experience with the ongoing HIPC data standardization effort, along with the infrastructure that has been developed. A core component of this effort involves mapping template data elements to concepts in standard ontologies. Infrastructure to support this work includes our Data Entry Mapper (DEM) system to store mappings as metadata in a relational database, and the “Ribeiro” web user interface to facilitate navigation and editing of these.
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INTRODUCTION



The human immune system is a network of cells, tissues, and organs that work together to defend the body against attacks by pathogens (e.g., harmful bacteria, viruses and fungi). It is a complex system involving elaborate and dynamic communication networks. Systems Biology [1] has emerged to play an increasingly important role to address the complexity of human immunology [2]. One important aspect of this approach involves the integration and analysis of different types of high-throughput measurements (“omics” data) to understand or predict the behavior of biological systems under different experimental conditions. For example, Nakaya et al. [3] have analyzed large-scale measure-
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ments of gene expression (microarray), cell populations (flow cytometry), serum cytokines (Luminex) and neutralizing antibodies (hemagglutination inhibition - HAI) to study innate and adaptive responses to vaccination against influenza in humans. Several related systems immunology efforts are currently being coordinated by the HIPC project, established in 2010 by the NIAID [4]. The development of common immunological data standards are critical for efforts such as HIPC, as well as to support the NIAID’s Immunology Database and Analysis Portal (ImmPort) system (https://immport.niaid.nih.gov), which serves as the data repository for the NAID’s Division of Allergy, Immunology, and Transplantation-funded investigators. Data standards constitute a powerful way to enable integration across studies and lower the barriers to data sharing, as experimental results can easily be transferred without the need for lengthy and error-prone descriptions of experimental conditions and file formats. Standardization offers the potential for more easily combining data across HIPC centers, ImmPort studies and other public data sources, thus enabling queries that require a scale of data beyond what is available within a single project. Such cross-study analysis can also reveal factors that are project-specific (i.e., not intrinsic to immunology), thus improving the interpretation of results and understanding of immunological mechanisms. Lastly, standardization offers the potential of writing analysis software once yet able to work on all standardized data. One immediate pragmatic benefit of HIPC’s data standardization effort will be the adoption of controlled vocabularies that can resolve the present fragmentation in definitions and naming schemes and ensure that data can be searched and integrated reliably across studies. For example, without standardization, each HIPC center could refer to the same measured analyte in an ELISA experiment using different names, creating chaos when sharing data and inhibiting integrative studies. Table 1 provides an example of such a naming inconsistency that only a domain expert can resolve. These problems result partly from the frequently illdefined (or even contradictory) terminologies and standards used by the immunology community, which must be ad-
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dressed to avoid varying interpretations of field definitions and naming in data repositories. Table 1: Example of variable protein names Cytokine



Center 1



Center 2



Center 3



Interleukin-28A



IL-28A



IFN-lambda-2



Interferon lambda-2



C-C motif chemokine 5



CCL5



RANTES



TCP228



C-X-C motif chemokine 8



IL-8



Interleukin 8



Emoctakin



standards represent a semi-structured informal specification of a domain (e.g., functional genomics) that informs the data held in a database and the resulting data model (e.g., MAGE [6]). Once a standard data model is established, it can be mapped to a data exchange format (e.g., MAGEML [7]) for use by data analysis software as well as database import/export. Similar minimum specifications have been developed in some areas of immunology (e.g., MiFlowCyt [8]; MIATA [9]) but no equivalent data model has yet to emerge for immunology. Because of the complexity of immunological assays, HIPC standards go beyond the spirit of minimal standards, particularly because the standards must support ImmPort’s data submission process, which defines a set of data templates for many of the experimental data types being collected. A key component of this effort is the integration of standard ontologies as sources of controlled vocabularies and well-defined relationships for representing domain knowledge. We relied on BioPortal [10] as our source of semantically integrated ontologies and mapping tools.



Because of the evolving nature of experimental assays, immunological data standards development initiatives are necessarily ongoing in nature. Our initial efforts focused on the set of experimental assays (referred to here as “data types”) that are most widely used across centers. These include Human Subjects Data (Demographics), Biological Samples, Gene Expression (microarray), Cell Populations (Flow Cytometry) and Serum Cytokines (e.g., Luminex). To prevent obsolescence of these standards, we developed a mechanism to store and dynamically update them as the field evolves. Termed the Data Entry Mapper (DEM) system, it stores term-concept mappings as metadata in a relational database, accessible using the Ribeiro web user interface for navigation and editing. We initially evaluated the ISA-Tab that is part of the ISA-Tools suite (http://isa-tools.org) for developing and disseminating standardized templates. However, we found that ISATab did not meet our needs in key areas. Firstly, a subject template is currently not supported by ISATab’s investigation/study/assay (ISA) model, a crucial requirement for ImmPort. Secondly, ISA-Tab software is meant to run on a local computer, with metadata stored locally and each user responsible for its maintenance. In contrast, DEM stores its metadata in a multi-user web-enabled server using conventional storage technology, facilitating the sharing of templates from a central location. This aspect is critical in Figure 1: DEM physical data model (partial). Tables derived from ISO 11179-1 are shown in green, whereas tables custom to DEM are in blue. a consortium such as HIPC, as the same set of templates will be used by widely dispersed cen2.1 DEM: The Data Entry Mapper ters to submit their data. These differences led us to the DEM/Ribeiro approach. A core component of the data standardization effort re-



2



METHODS



Existing data standards such as MIAME [5] specify a minimal set of information required for unambiguous interpretation of data and reproduction of the experiment. These



2



quires specifying the meaning of data fields (i.e., columns in the template), and the syntax of their contents (the types of values allowed). Much of this work is carried out through linking to standard ontologies. For example, a DEM data type (or its values), is defined by a mapping it to a term ex-
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tracted from a selected ontology that exactly matches the intended meaning. For example, the concept of “interleukin28A” is defined by term “PR_000001469” in the Protein Ontology ([11]). To formally store these linkages, we developed DEM to serve as a metadata repository system. DEM is implemented in MySQL 5.5 hosted using Amazon Web Services. DEM’s schema design is inspired from the ISO/IEC standard 11179-1 for metadata registries [12], and requires that every row in the DataElement and DataElementConcept tables be associated to an ontological concept (Figure 1). For example, the DataElements table stores the variant strings used by laboratory biologists, whereas DataElementConcepts stores invariant strings (ontological terms), such that many variant strings can be mapped to a single invariant concept (many-to-one relationship), guaranteeing robust query results.



2.2



Curation and browsing of metadata in DEM is provided by our Ribeiro web user interface, implemented as a Java EE 6 application. Although curator functions require a login, the browsing component is available at https://immunespace.org/data_standards.url. Ribeiro addresses the complexity associated with introducing new data fields, or alterations in existing mappings, by alleviating the requirement for the curator to understand DEM’s data model. For example, when operating directly on the database, a curator must follow a series of detailed steps that can be tedious and error-prone. These steps are encapsulated as business rules operating within Ribeiro’s curation component (not shown), thereby facilitating the creation and updating of mappings so that only domain expertise is required to perform curation tasks. Ribeiro also enables browsing of data templates and



Synonym extraction



Identifying synonymous terms from source inputs and ontologies to DEM is a major part of our system. We accomplish this via Python programs that populate DEM by interacting with BioPortal’s web services to automatically collect synonyms from selected ontologies. For example, we extracted cytokine and cell population names and their synonyms from the Protein Ontology [13] and Cell Ontology [14], respectively. Once imported into DEM, terms are reviewed and curated by domain experts by Figure 2: Ribeiro interface for browsing Multiplex Bead Array Assay (MBAA) template columns, column issuing queries directly against values and synonyms. the DEM database, or via Ribeiro. their associated metadata. Figure 2 (A) lists the first few columns for the Multiplex Bead Array Assay (MBAA) Re2.3 Automatic generation of data submission sults template, with the allowed values (analyte names) for templates the Analyte Name column displayed in Figure 2 (B). SynoIn addition to storing mappings, an important application nyms allowed for the analyte “C-C motif chemokine 11” are of DEM is the automated generation of ontology-aware data shown in Figure 2 (C). submission templates, achieved by a Python program that extracts the necessary metadata from DEM to produce the 3 DISCUSSION final MS Excel formatted-templates used by ImmPort. The Current bio-data standards tend to be data type-specific, program also inserts advanced features such as drop-down addressing broad biomedical domains. In contrast, our aplists of controlled terms and pop-up documentation. proach for the standardization of immunological data lies 2.4 The Ribeiro web user interface upon re-using components of existing data standards, as well as creating new standards for the encoding of immunologi-
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cal data, all the while acknowledging our community’s evolving and highly diverse concepts. Following this approach, we have identified a focused set of ontologies that can be enriched and bridged to address the data integration needs of the immunology community. Case in points are the Protein Ontology and Cell Ontology, for which we have identified missing protein markers and cell types, resulting in requests with the ontology authors to address these gaps. While the ongoing development of these ontologies will benefit our data standard effort, we believe our work will also help provide concrete use cases of these ontologies to the immunology community. Future work will focus on matching the rising number of template column names and values to existing ontologies (concept names and their synonyms), for which we will likely need to go beyond manual string matching. To this end, we may explore the use of existing natural language processing (NLP) tools such as Ontotext (http://www.ontotext.com) and NCBO Annotator (http://bioportal.bioontology.org/annotator) and to enhance the automation of concept identification. While ISA-Tab is currently not tailored to the immunology field, there is a potential for it to be adapted to our needs in the future. For example, ISA-TAB-Nano (https://wiki.nci.nih.gov/display/ICR/ISA-TAB-Nano) is a custom extension for representing and sharing information about nanomaterials, small molecules and biological specimens. Our work has laid the foundation for connecting immunological data to ontologies, such as paving the way for future utilization of ontologies to empower semantic (knowledgebased) integration of HIPC datasets to create a knowledge structure that meaningfully relates serum cytokine and gene expression measurements with pathways that involve the cytokine receptor. Such ontologically driven data integration should provide a strong computational foundation upon which systems immunology tools can be built.
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ABSTRACT Background: Chronic obstructive pulmonary disease (COPD) is a life-threatening lung disorder whose recent prevalence has led to an increasing burden on public healthcare. Phenotypic information in electronic clinical records is essential in providing suitable personalised treatment to patients with COPD. However, as phenotypes are often “hidden” within free text in clinical records, clinicians could benefit from text mining systems that facilitate their prompt recognition. This paper reports on a semi-automatic methodology for producing a corpus that can ultimately support the development of text mining tools that, in turn, will expedite the process of identifying groups of COPD patients. Methods and Results: A corpus of 1,000 clinical records was formed based on selection criteria informed by the expertise of two COPD specialists. We developed an annotation scheme that is aimed to produce fine-grained, expressive and computable COPD annotations without burdening our curators with a highly complicated task. This was implemented in the Argo platform by means of a semi-automatic annotation workflow that integrates several text mining tools, including a graphical user interface for marking up documents. The automatically generated annotations show that around 40% of phenotypic expressions can be decomposed into granular concept types by our selected recognisers. Conclusion: We describe in this work the means by which we aim to support the process of COPD phenotype curation from a clinical corpus, i.e., by the application of various text mining tools integrated into an annotation workflow. Although the corpus being described is a work in progress, our initial results are encouraging and have accordingly guided our ongoing development work. Keywords: Corpus annotation, Phenotype curation, Automatic annotation workflows, Ontology linking, Corpora for clinical text mining, Chronic obstructive pulmonary disease
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INTRODUCTION



An umbrella term for a range of lung abnormalities, chronic obstructive pulmonary disease (COPD) pertains to medical conditions in which airflow from the lungs is repeatedly impeded. This life-threatening disease, known to be pri*



marily caused by tobacco smoke, is not completely reversible and is incurable. COPD was ranked by the World Health Organization as the fifth leading cause of death worldwide in 2002, and is predicted to become the third by year 2030. Estimates have also shown that the mortality rate for COPD could escalate by at least 30% within the next decade if preventive measures are not implemented (WHO, 2014). The disease and clinical manifestations of COPD are heterogeneous and widely vary from one patient to another. As such, its treatment needs to be highly personalised in order to ensure that the most suitable therapy is provided to a patient. COPD phenotyping allows for well-defined grouping of patients according to their prognostic and therapeutic characteristics, and thus informs the development and provision of personalised therapy (Han et al., 2010). The primary approach to recording phenotypic information is by means of electronic clinical records (Roque et al., 2011). However, as clinicians at the point of care use free text in describing phenotypes, such information can easily become obscured and inaccessible (Pathak et al., 2013). In order to expedite the process of identifying a given patient’s COPD group, the phenotypic information locked away within these records needs to be automatically extracted and distilled for the clinicians’ perusal. Capable of automatically distilling information expressed in natural language within documents, text mining can be applied on clinical records in order to efficiently extract COPD phenotypes of interest. However, the development of sophisticated text mining tools is reliant on the availability of gold standard annotated corpora, which serve as evaluation data as well as provide samples for training machine learning-based approaches. This paper presents our preliminary work on the annotation of COPD phenotypes in a corpus of clinical records. In embarking on this effort, we are building a resource that will support the development of text mining methods for the automatic extraction of COPD phenotypes from free text. We envisage that such methods will ultimately foster the development of applications which will enable point-of-care clinicians to more easily and confidently identify a given COPD patient’s group, potentially leading to the provision
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X.Fu et al. Table 1. The proposed typology for capturing COPD phenotypes (* = adapted from the PhenoCHF scheme). Type



Description



Example(s)



1) Problem a) Condition*



an overall category for any COPD indications of concern any disease or medical condition; includes COPD comorbidities



frequent exacerbator emphysema, pulmonary vascular disease, asthma, congestive heart failure increased levels of the c-reactive protein, alpha1 antitrypsin deficiency chronic cough, shortness of breath, purulent sputum production smoking for 25 years increased white blood cell counts, FEV1 45% predicted oxygen therapy, pulmonary rehabilitation, pursed lips breathing increased compliance of the lung, FEV1, FEV1/FVC ratio computed tomography scanning, high resolution computed tomography complete blood count 6-min walking distance



b) RiskFactor* i) SignOrSymptom*



a phenotype signifying a patient’s increased chances of having COPD an observable irregularity manifested by a COPD patient



ii) IndividualBehaviour* iii) TestResult*



a patient’s habits leading to susceptibility of having COPD findings based on COPD-relevant examinations



2) Treatment



any medication, therapy or program for treating COPD



3) Test a) RadiologicalTest



an overall category for any COPD-relevant examinations or measures/parameters any of the radiological tests for detecting COPD



b) MicrobiologicalTest c) PhysiologicalTest



an examination of a COPD- relevant specimen a measurement of a COPD patient’s capacity to exercise



of the most appropriate personalised treatment. Furthermore, text mining methods can be employed in order to facilitate the linking of COPD phenotypes with genotypic information contained in published scientific literature. In the remainder of this paper, we describe our procedure for forming a corpus of COPD-relevant clinical documents (Section 2) and our proposed annotation scheme (Section 3). A discussion of our text mining-assisted annotation workflow is then provided in Section 4. We share some preliminary results in Section 5 and review prior work relevant to our study in Section 6. Lastly, we conclude the paper in Section 7 with a summary of our contributions and an overview of future work.



2 2.1



DOCUMENT SELECTION The MIMIC II Clinical Database



Developed to support epidemiologic research and the evaluation of new clinical decision support and monitoring systems, the Multiparameter Intelligent Monitoring in Intensive Care II (MIMIC II) Clinical Database (Goldberger et al., 2000; Saeed et al., 2011) stores comprehensive and detailed clinical information such as discharge summaries, nursing progress notes, radiology reports, microbiology test results and comorbidity scores. Its most current version contains the above types of information for 36,095 hospital admissions of 32,536 adult intensive care unit (ICU) patients. In building our corpus, we exploited this publicly accessible database and selected 1,000 COPD-relevant clinical records based on criteria suggested by two experts on COPD.



2.2



Selection criteria



Based on the domain experts’ recommendation, we looked into the available details relating to COPD comorbidities and the sputum specimens used in microbiological tests. For the former, we queried the database for patient admissions during which at least COPD and any other comorbidities



were recorded in the hospital, and determined that the five most frequently co-occurring diseases with COPD are hypertension, congestive heart failure, fluid and electrolyte disorders, cardiac arrhythmias and uncomplicated diabetes. For the latter, we examined the database entries for associations between bacteria and four dimensions: the patients’ length of stay in hospital, length of stay in the ICU, inhospital mortality and the five comorbidities we have previously shortlisted. We identified six types of bacteria which are most frequently associated with longer hospital/ICU stays, mortality, and comorbidities. These are, namely, coagulase-positive S. aureus, gram-negative rods, P. aeruginosa, K. pneumoniae, E. coli and A. fumigatus. We restricted the pool of documents for consideration to those meeting these two criteria, i.e., clinical records of COPD patients having any of the five comorbidities and whose sputum specimens have any of the six bacteria. Out of an initial set of 22, 265 matching records, we randomly selected 1,000 for our corpus. The resulting document collection consists of six discharge summaries, seven medical doctor’s notes, 226 radiology reports and 761 nursing progress notes representing a total of 296 patients.



3 3.1



ANNOTATION SCHEME Proposed typology



To capture and represent phenotypic information, we developed a typology of clinical concepts (Table 1) taking inspiration from the definition of COPD phenotypes previously proposed (Han et al., 2010), i.e., “a single or combination of disease attributes that describe differences between individuals with COPD as they relate to clinically meaningful outcomes (symptoms, exacerbations, response to therapy, rate of disease progression, or death).” After reviewing the semantic representations used in previous clinical annotation efforts, we decided to adapt and harmonise concept
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types from the annotation schemes applied to the 2010 i2b2/VA Shared Task data set (Uzuner et al., 2011) and the PhenoCHF corpus (Alnazzawi et al., 2014). In the former, concepts of interest were categorised into broad types of problem, treatment and test. However, it was determined upon consultation with clinical experts that a finer-grained typology is necessary to better capture COPD phenotypes. For this, we looked into the semantic types used in the annotation of phenotypes for congestive heart failure in the PhenoCHF corpus, which are fine-grained yet generic enough to be applied to other medical conditions. We adapted some of those types and organised them under the upper-level types of the i2b2/VA scheme.



3.2



A simple yet expressive annotation scheme



Most phenotypes exemplified in Table 2 span full phrases, especially in the case of risk factors such as increased compliance of the lung, chronic airways obstruction and increased levels of the c-reactive protein. Some of the previously published schemes for annotating clinical text have proposed the encoding of phenotypes using highly structured, expressive representations. For the symptom expressed as chronic airways obstruction, for example, the Clinical e-Science Framework (CLEF) annotation scheme (Roberts et al., 2009) recommends its annotation to consist of a has_location relationship between chronic obstruction (a condition) and airways (locus). The EQ model for representing phenotypes (Mungall et al., 2010), similarly, would decompose this phenotype into the following elements: airways as entity (E) and chronic obstruction as quality (Q). Whilst we recognise that such granular representations are ideal for the purposes of knowledge representation and automated knowledge inference, we feel that imposing them for the manual annotation of clinical records significantly complicates the task for domain experts who may lack the necessary background in linguistics.



We therefore propose an annotation methodology that strikes a balance between simplicity and granularity of annotations. On the one hand, our scheme renders the annotation task highly intuitive by asking for only simple text span selections, and not requiring the creation of relations nor the filling in of template slots. On the other hand, we also introduce granularity into the annotations by exploiting various semantic analytic tools, described in the next section, which automatically identify underlying ontological concepts before the manual annotation stage. The contribution of initially applying automated ontological concept identifiers is two-fold. Firstly, automatic concept identification as a preannotation step helps accelerate the manual annotation process by supplying visual cues to the annotators. For instance, the symptom expressed within text as increased resistance of the small airways becomes easier for an annotator to recognise, seeing that the elementary concepts resistance and airways have been pre-annotated. Secondly, as the underlying concepts are linked to pertinent ontologies, the semantics of the expression signifying the symptom, which will be manually annotated as a simple text span, is nevertheless encoded in a fine-grained and computable manner. Shown in Table 2 are some examples of annotated phenotypes resulting from the application of our scheme.
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TEXT MINING-ASSISTED ANNOTATION



Our proposed methodology employs a number of text analytics to realise its aims of reducing the manual effort required from annotators and providing granular computable annotations of COPD phenotypes. After analysing several sample clinical records, we established that treatments are often composed of drug names (e.g., Coumadin in Coumadin dosing) whilst problems typically contain mentions of diseases (e.g., myocardial infarction), anatomical concepts (e.g., airways in chronic airways obstruction), pro-



Table 2. Examples of phenotypic information represented using our proposed annotation scheme. COPD Phenotypes



Automatically recognized underlying concepts



Automatically linked ontological concepts



chronic airways obstruction



chronic airways obstruction parenchymal destruction decrease in rate lung function N/A N/A enhanced response to corticosteroids FEV1



chronic (PATO:0001863) respiratory airway (UBERON:0001005) obstructed (PATO:0000648) parenchyma (UBERON:0000353) damaged (PATO:0001167) decreased rate (PATO:0000911) lung (UBERON:0002048) function (PATO:0000173) chronic bronchitis (DOID:6132) myocardial infarction (DOID:5844) enhanced (PATO:0001589) response to (PATO:0000077) corticosteroid (ChEBI:50858) Forced Expiratory Volume 1 Test (NCIT:C38084) alpha-1-antitrypsin (PR:000014678) decreased amount (PATO:0001997)



parenchymal destruction decrease in rate of lung function chronic bronchitis myocardial infarction enhanced response to inhaled corticosteroids FEV1 45% predicted alpha1 antitrypsin deficiency



alpha1 antitrypsin deficiency
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Figure 1. Our semi-automatic annotation workflow in Argo.



teins (e.g., alpha1 antitrypsin in alpha1 antitrypsin deficiency), qualities (e.g., destruction in parenchymal destruction) and tests (e.g., FEV1 in FEV1 45% predicted). These observations, confirmed by COPD experts, guided us in selecting the automatic tools for recognising the abovementioned types and for linking them to relevant ontologies.



4.1



Argo’s semi-automatic annotation workflows



We used Argo (Rak et al., 2012), an interoperable Webbased text mining platform, to both integrate our elementary analytics into a processing workflow and to manage its execution. Argo’s rich library of processing components gives its users access to various text analytics ranging from data readers and writers to syntactic tools and concept recognisers. From these, we selected the components which are most suitable for our task’s requirements, and arranged them in a multi-branch automatic annotation workflow, depicted in Figure 1. The workflow begins with a Document Reader that reads the records from our corpus, followed by the Cafetiere Sentence Splitter which detects sentence boundaries. Resulting sentences are then segmented into tokens by the GENIA Tagger which also provides part-of-speech and chunk tags, and additionally recognises protein mentions (Tsuruoka et al., 2005). After running the syntactic tools, the workflow splits into four branches. The first branch performs joint annotation of Problems, Treatments and Tests by means of the NERsuite (NERsuite, 2014) component, a named entity recogniser (NER) based on an implementation of conditional random fields (Okazaki, 2014). Supplied with a model trained on the 2010 i2b2/VA challenge training set (Fu & Ananiadou, 2014), this NER is employed to provide domain experts with automatically generated cues which could aid them in marking up full phrases describing COPD phenotypes.



Meanwhile, the NERsuite component in the second branch is configured to recognise disease mentions using a model trained on the NCBI Disease corpus (Dögan et al., 2014). The third branch performs drug name recognition using the Chemical Entity Recogniser, an adaptation of NERsuite employing chemistry-specific features and heuristics (Batista-Navarro et al., 2013) which was parameterised with a model trained on the Drug-Drug Interaction (DDI) corpus (Herrero-Zazo et al., 2013). Finally, by means of the Truecase Asciifier, Brown, OBO Anatomy and UMLS Dictionary Feature Extractors1, the last branch extracts various features required by the Anatomical Entity Tagger which is capable of recognising anatomical concepts (Pyysalo & Ananiadou, 2013). The Annotation Merger component collects annotations produced by the various concept recognisers whilst the Manual Annotation Editor allows human annotators to manually correct, add or remove automatically generated annotations via its rich graphical user interface (Figure 2). Finally, the workflow’s last component, the XMI Writer, stores the annotated documents in the XML Metadata Interchange standard format2, which allows us to reuse the output in other workflows if necessary. Eventually, the annotations will be stored in several other formats, such as RDF and BioC (Comeau et al., 2013), which will be accomplished directly in Argo through its various serialisation components. We note that the automatic tool for recognising qualities is still under development, as are the components for linking mentions to concepts in ontologies. Nevertheless, we describe below our proposed strategy for ontological concept identification. 1



We refer the reader to the paper on anatomical entity (Pyysalo & Ananiadou, 2013) for details on the feature extractors. 2 http://www.omg.org/spec/XMI
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same form. More suitable,



therefore, is a same Figure 3. The Manual Annotation Editor’s graphical user interface showing a sample annotated clinical record.



4.2



Linking phenotypic mentions to ontologies



In order to identify the ontological concepts underlying COPD phenotypic information, the mentions automatically annotated by our concept recognisers will be normalised to entries in various ontologies, namely, the Phenotype and Trait Ontology (PATO) (OBO, 2014) for qualities, Human Disease Ontology (DO) (Schriml et al., 2012) for medical conditions, Uber Anatomy Ontology (UBERON) (Mungall et al., 2012) for anatomical entities, Chemical Entities of Biological Interest (ChEBI) (Hastings et al., 2012) for drugs, Protein Ontology (PRO) (Natale et al., 2013) for proteins and the National Cancer Institute Thesaurus (NCIT) (Sioutos et al., 2007) for tests/examinations. The Open Biomedical Annotator (Jonquet et al., 2009) offers a solution to this problem by employing a Web service that automatically matches text against specific ontologies. It is, however, not sufficient for the requirements of our task as it obtains only exact string matches against terms and synonyms contained in ontologies. As can be observed from the examples in Table 2, there is a large variation in the expressions comprising COPD phenotypes. Consequently, many of these expressions do not exist in ontologies in the



same form. More suitable, therefore, is a sophisticated normalisation method that takes into consideration morphological variations (e.g., alpha1 antitrypsin vs. alpha-1antitrypsin), inflections (e.g., obstruction vs. obstructed), syntactic variations (e.g., decrease in rate vs. decreased rate) and synonym sets (e.g., deficiency vs. decreased amount and destruction vs. damage). Argo’s library includes several automatic ontology-linking components employing approximate string matching algorithms (Rak et al., 2013). Furthermore, the Manual Annotation Editor provides a user-friendly interface for manually supplying or correcting links to ontological concepts (Figure 3). Ongoing development work on improving this ontologylinking tool includes: (a) enhancement of the normalisation method by the incorporation of algorithms for measuring syntactic and semantic similarity, and (b) shifting from Argo’s currently existing ontology-specific linker components to a generic one that allows for linking mentions against any ontology (from a specified set). Once ready, the new component will be added to Argo’s library. Instances of the component will then be integrated into our semiautomatic workflow to facilitate the linking of annotated mentions to the respective ontologies.



Figure 2. The user interface for linking mentions to ontologies.
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PRELIMINARY RESULTS



As the development of some of our automated tools is still ongoing and the manual annotation phase has yet to commence, we provide only tentative frequencies computed over the annotations generated for the corpus’ 1,000 documents by the automatic components in our workflow. Presented in Table 3 are the frequencies of instances of phenotypic expression types (i.e., Problem, Treatment and Test), of elementary/granular concept types (i.e., anatomical entity, disease, protein and drug), and the overlaps between them. The number of overlaps signifies that a considerable percentage (40%) of the phenotypic expressions can be decomposed into granular concepts. However, it also shows that majority do not contain any instances of our shortlisted elementary types. Apart from the probability of wrongly (un)recognised entities, this can be explained by three cases. Firstly, some expressions such as certain treatments do not require decomposition into elementary concepts, e.g., diet control and pressure support ventilation. Secondly, there are instances of phenotypic expressions which were only partially recognised. For instance, in the excerpt, “Abdomen was soft and nontender, nondistended”, the problems which were automatically annotated span the qualities (i.e., nontender, nondistended) but not the anatomical entity of interest (i.e., Abdomen). Lastly, the entities contained in some phenotypic expressions do not correspond to the concept types that our current tools can automatically recognise. Expressions such as a persistent air leak, increasing wheezes, decreased breath sounds, for example, are highly domain-specific and contain entities (e.g., air, wheezes, breath) which can only be identified by tailor-made recognisers. We are currently looking into the development of such a tool. Although the annotations at hand have not yet undergone manual validation, these frequencies provide us with an insight on the volume of annotated phenotypes that could potentially result from our curation effort. Especially considering that annotations for qualities (the elementary concept type for which we are still developing an automatic recogniser) and links to terms in ontologies will soon be added, we believe that the corpus we are building will be a valuable knowledge-rich resource for mining COPD phenotypes from text. It may, for example, be utilized in the development of text mining tools which can automatically demarcate text spans pertaining to COPD phenotypes. Furthermore, our corpus may enable the building of tools that will link such text spans to ontological concepts in order to integrate phenotypic expressions with their semantics.



6



RELATED WORK



Various corpora have been constructed to support the development of clinical NLP methods. Some contain annotations formed on the basis of document-level tags indicating the



specific diseases that clinical reports pertain to (Fiszman et al., 2000; Meystre & Haug, 2006; Pestian et al., 2007). Whilst suitable for evaluating information retrieval methods, such document-level annotations cannot sufficiently support the extraction of phenotypic concepts which are described in clinical records in largely variable ways, making it necessary for automated methods to perform analysis by looking at their actual mentions within text. Several other clinical corpora were thus enriched with textbound annotations, which serve as indicators of specific locations of phenotypic concept mentions within text. For instance, all mentions of signs or symptoms, medications and procedures relevant to inflammatory bowel disease were marked up in the corpus developed by (South et al., 2009). Specific mentions of diseases and signs or symptoms were similarly annotated under the ShARe scheme (Deleger et al., 2012; Suominen et al., 2013) and additionally linked to terms in the SNOMED CT vocabulary (USNLM, 2014). Whilst the scheme developed by (Ogren et al., 2008) had similar specifications, it is unique in terms of its employment of an automatic tool to accelerate the annotation process. One difficulty encountered by annotators following such scheme, however, is with manually mapping mentions of phenotypic concepts to vocabulary terms, owing to the high degree of variability in which these concepts are expressed in text. For instance, many signs or symptoms (e.g., gradual progressive breathlessness), cannot be fully mapped to any of the existing terms in vocabularies. Alleviating this issue are schemes which were designed to enrich corpora with finer-grained text-bound annotations. The CLEF annotation scheme (Roberts et al., 2009) required the decomposition of phrases into their constituent concepts which were then individually assigned concept type labels and linked using any of their defined relationships. Also based on a fine-grained annotation approach is the work by (Mungall et al., 2010) on the ontology-driven annotation of inter-species phenotypic information based on the EQ model Table 3. Frequencies calculated over automatically generated annotations. Values in brackets indicate counts of unique instances. Phenotypic expression type



Elementary concept type



No. of instances of phenotypic expression type



No. of instances of elementary concept type



Problem



anatomical entity



Problem



disease



Problem



protein



Treatment



drug



4,979 (819) 3,114 (839) 3,861 (1,694) 2,036 (540)



Test



N/A



7,254 (4,723) 7,254 (4,723) 7,254 (4,723) 5,099 (2,548) 3,726 (1,647)



N/A



No. of overlaps



1,841 1,730 386 944 N/A
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(Washington et al., 2009). Although their work was carried out with the help of the Phenote software (Phenote, 2014) for annotation management, the entire curation process was done without the support of any NLP tools. The effort we have undertaken, in contrast, can be considered as a step towards automating such EQ model-based fine-grained annotation of phenotypic information. In this regard, our work is unique amongst annotation efforts within the clinical NLP community, but shares similarities with some phenotype curation pipelines employed in the domain of biological systematics. Curators of the Phenoscape project (Dahdul et al., 2010) use Phenex (Balhoff et al., 2010) to manually curate EQ-encoded phenotypes of fishes. To accelerate this process, Phenex has been recently enhanced with NLP capabilities (Cui et al., 2012) upon the integration of CharaParser (Cui, 2012), a tool for automatically annotating structured characteristics of organisms (i.e., phenotypes) in text. Also facilitating the semi-automatic curation of systematics literature is GoldenGATE (Sautter et al., 2007), a stand-alone application which allows for the combination of various NLP tools into pipelines. It is functionally similar to Argo in terms of its support for NLP workflow management and manual validation of automatically generated annotations. However, the latter fosters interoperability to a higher degree by conforming to the industry-supported Unstructured Management Information Architecture (Ferrucci & Lally, 2004) and allowing workflows to be invoked as Web services. By producing fine-grained phenotype annotations which are linked to ontological concepts, we are representing them in a computable form thus making them suitable for computational applications such as inferencing and semantic search. The Phenomizer tool (Köhler et al., 2009), for instance, has demonstrated the benefits of encoding phenotypic information in a computable format. It supports clinicians in making diagnoses by semantically searching for the medical condition that best matches the signs or symptoms given in a query. We envisage that such an application, when integrated with a repository of phenotypes and corresponding clinical recommendations, e.g., Phenotype Portal (SHARPn, 2014) and the Phenotype KnowledgeBase (eMERGE Network, 2014), can ultimately assist point-of-care clinicians in more confidently providing personalised treatment to patients. Our work on the annotation of COPD phenotypes aims to support the development of similar applications.



7



CONCLUSION



In this paper, we elucidate our proposed text mining-assisted methodology for the gold-standard annotation of COPD phenotypes in a clinical corpus. We demonstrate with the proposed scheme that the annotation task can be kept simple for curators whilst producing expressive and computable



annotations. By constructing a semi-automatic annotation workflow in Argo, we seamlessly integrate and take advantage of several automatic NLP tools for the task. Furthermore, we are providing the domain experts with a highly intuitive interface for creating and manipulating annotations. The annotations resulting from executing the workflow on the 1,000 documents in our corpus show that 40% of the phenotypic expressions can be decomposed into granular concepts by the tools that we are currently leveraging. Our current focus is on the ongoing development of the automatic recogniser for qualities as well as the new and improved ontology-linking tool. Additionally, we are working with our experts to gather domain knowledge essential for the development of a COPD-specific entity recognition method. Once the semi-automatic annotation workflow is finalised, the domain experts will be asked to manually validate the generated annotations. With the resulting gold standard corpus, we aim to support the development and evaluation of text mining systems that can ultimately be applied to evidence-based healthcare and clinical decision support systems.
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ABSTRACT The recent popularity of health related social networks has enabled users to communicate about drugs, treatments and other health related issues over the Internet, making it a rich resource for monitoring drugs after they hit the market. In this paper we explore a novel probabilistic model for drug categorization using a two-step approach. We first classify whether a comment includes a mention of an adverse drug reaction, and then infer whether the combined comments for the drug (its social media discourse) indicate a potential red flag, an inordinate incidence of adverse reactions. The best classifier for the classification of ADR assertive comments reaches an accuracy of 82% with the ADR class F-score of 0.652, which is an important step forward in extracting actual mentions. Utilizing the comments to infer whether the drug is behaving in an abnormal manner proved a more challenging problem, and our results are marginal but promising on this first attempt.



1



INTRODUCTION



Research has shown that adverse drug reactions (ADR) are associated with severe health and financial consequences: with deaths and hospitalizations numbering in millions, and associated costs of about seventy-five billion dollars annually (Harpaz et al., 2012). Detection of adverse reactions associated with drugs once they hit the market is the focus of pharmacovigilance, “the science and activities relating to the detection, assessment, understanding and prevention of adverse effects or any other drug problem” (World Health Organization, 2013). The rapid growth of electronically available health related information (be it in electronic medical records or social media) plus the advances in Natural Language Processing (NLP) and machine learning algorithms present a unique opportunity to massively mine data for the presence of ADR mentions. Prior work has focused on automatic extraction of ADR mentions from electronic medical records (Aramaki, Miura, & Tonoike, 2010) and from user comments in social media (Nikfarjam & Gonzalez, 2011). However, the question



remains: how can these mentions be used in pharmacovigilance, for raising a “red flag” when needed? Health-related social networking sites are more popular than ever, and are generally accepted as a viable platform to discuss health-related experiences, including symptoms and treatments for different diseases, as well as their side effects. Because of the costs associated with post-marketing ADRs caused by drugs, and the large volume of user posted information available in social media, there is a strong motivation for systems that can automatically monitor social media sites and generate signals when adverse reactions frequently occur for specific drugs. We focus this study on data from one such social network, DailyStrength1. According to the survey carried out by Comscore2 in September 2007, DailyStrength observed 14,000 average daily visitors, spending about 82 minutes on average and each visiting about 145 pages. In this paper, we attempt to address the question of whether it is possible to use the aggregated set of extracted mentions of adverse reactions for a prescription drug to generate a signal, a “red flag” on the map of pharmacovigilance.



1.1



Our primary intent is to explore the possibility of using social media data to identify ADR mentions and to identify potentially harmful drugs through the automatic analysis of user comments. More specifically, our intents in this research are as follows: (i)



Develop automatic classification techniques to identify user comments expressing ADRs from health-related social media data; and



(ii)



Assess if the set of probabilities associated with automatically classified user comments expressing ADRs can be utilized to categorize the drug for which they are posted.



We model the problem more broadly than that of detecting a specific unknown adverse reaction. We first try to detect the general discourse of the discussions in social media for a given drug by analyzing individual comments and classifying 2



1



Intents and Contributions



http://www.comscore.com/



http://www.dailystrength.org/
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them. Based on the automatic classifications, we explore approaches by which the observed discourse for a drug can be classified as normal (what could be expected of any drug that does not pose a serious threat) or blackbox candidate (which might point to evidence of adverse reactions). The contributions we make in this paper are as follows: (i)



We discuss how information about ADRs is distributed in social media postings, and potential approaches by which it can be harnessed for use in pharmacovigilance.



(ii)



We show that annotated corpora obtained from social media data and specifically annotated for the detection of ADRs can play an important role in pharmacovigilance.



(iii)



We present and compare automatic, supervised binary classification approaches that can be used to identify individual comments mentioning ADRs in social media postings. We also discuss possible ways in which automatic classification accuracies can be improved when applied to imbalanced data sets, which is a common obstacle when mining data from social media.



(iv)



We present a discussion of possible approaches by which the probabilities assigned by automatic supervised classifiers can be combined to distinguish between normal vs. blackbox discourse for the drug.



The rest of the paper is organized as follows: In Section 2, we provide an overview of the related work in this field; we present our annotated corpus, methods, and results in Section 3; we provide a discussion of our findings in Section 4, along with our plans for future explorations; and we conclude the paper in Section 5.



pattern-based technique based on association rule mining, which extracts ADR mentions based on the language patterns used by patients in social media for expressing ADRs. In a recent study Yates & Goharian (2013) analyzed the value of user comments in revealing the unknown adverse effects by evaluating the extracted ADRs against the SIDER database3 which contains information about the known adverse effects. There are similar studies for automatic ADR mention extraction, targeting online patient discussions (Yates & Goharian, 2013; Benton et al., 2011; Sampathkumar, Luo, & Chen, 2012). While these techniques can be used to extract ADR mentions from the available online user contents, our task only requires a binary decision about the comment being ADR or NoADR. Chee et al. (2011) classified user posts on online groups to predict the candidate FDA watchlist drugs for further investigation with regards to drug safety. They used an ensemble based classification technique to identify drugs that are likely to be in the watchlist category. Our work is different in two ways, first, our dataset is from health related social network, which generally contains unstructured sentences, incorrect spellings, and more informal language compared to electronic health records. Secondly, we hypothesize that a drug can be classified as watchlist (we refer to these as blackbox) or normal based on the amount of adverse events that are reported about the drug.



3 3.1



DATA COLLECTION AND ANNOTATION Drug name Identification



Most of the previous text mining research related to pharmacovigilance is focused on electronic health records (Aramaki et al., 2010; Friedman, 2009; Wang et al., 2009), and medical case reports (Gurulingappa, Rajput, & Toldo, 2012; Toldo, Bhattacharya, & Gurulingappa, 2012). Harpaz et al. (2012) provide a thorough survey on the existing approaches for post-marketing pharmacovigilance, exploring various resources such as electronic health records, spontaneous adverse drug reporting systems and biomedical literature. Social media was relatively unexplored for this purpose until recently. Leaman et al. (2010) analyzed user comments in social media and demonstrated that the comments contain extractable drug safety information. The authors used a hybrid lexicon and rule-based system for ADR concept extraction. Nikfarjam & Gonzalez (2011) proposed a



The first step in our data collection process involved the identification of a set of drugs to study, followed by the collection of user comments associated with each drug name. To maximize our ability to find relevant comments, we focused on two criteria: (i) drugs prescribed for chronic diseases and conditions that we might expect to be commonly commented upon, and (ii) prevalence of drug use. For the first criterion, we selected drugs used to treat chronic conditions such as type 2 diabetes mellitus, coronary vascular disease, hypertension, asthma, chronic obstructive pulmonary disease, osteoporosis, Alzheimer’s disease, overactive bladder, and nicotine addiction. To select medications that have a relatively high prevalence of use and thus exposure, we selected drugs from the IMS Health’s Top 100 drugs by volume for 20134. Medication categories of interest that we identified in the Top 100, which were not in our chronic disease list, included attention deficit hyperactivity disorder stimulants, anti-retrovirals, biologics, thyroid hormones, influenza treatment and vaccine, oral contraceptives, oral anticoagulants, anti-depressants, erectile dysfunction and non-steroidal anti-inflammatory drugs. Next, we categorized
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http://sideeffects.embl.de/



http://www.imshealth.com/portal/site/imshealth
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the selected drugs into three classes: normal, boxed warnings (blackbox), and withdrawn. These categorizations were based on the manufacturers’ package inserts and FDA information. Drugs in the normal category had no black box warning or history of withdrawal from the market; however, they could have associated warnings and precautions. Blackbox drugs had associated FDA-issued blackbox warnings due to identified serious or life-threatening safety concerns. Finally, the withdrawn category included drugs that were withdrawn from the market in any country, or for any length of time. For the research described in this paper, we only target the automatic categorization of normal and blackbox drugs.



3.2



Comment collection and annotation



We obtained comments associated with each drug from DailyStrength, a health related social network where people share their personal knowledge and experiences regarding diseases and/or treatments, among other things. For the drugs selected for this study, we collected 20,486 comments (normal: 10,399, blackbox: 7,327, and withdrawn: 2,760) from the review pages. The user comments are not evenly distributed among drugs, and some drugs have very few associated comments. Each treatment, or drug, has a specific review page. A subset of the user comments (10,617 in total) was annotated by two domain experts under the guidance of a pharmacology expert. The comments are annotated for adverse drug effects, indication, beneficial effects, and other mentions. For annotation, we defined an adverse drug effect as “an undesired effect of the drug experienced by the patient.” This included mentions where a patient expressed the notion that a drug worsened their condition. An indication was defined as “the sign, symptom, syndrome, or disease that is the reason or the purpose for the patient taking the drug or is the desired primary effect of the drug. Additionally, the indication is what the patient, prescriber, etc. believes is the main purpose of the drug.” Beneficial effects as defined for this study are “an unexpected effect of the drug that positively impacted the patient.” The annotated spans were mapped to UMLS concept IDs found in the lexicon. Our lexicon (Ginn et al., 2014) was derived from the lexicon used by Leaman et al. (2010), which includes terms and concepts from four resources. The COSTART vocabulary created by the U.S. Food and Drug Administration for postmarketing surveillance of ADRs (a subset of the UMLS Metathesaurus), which contains 3,787 concepts; the SIDER side effect resource – which contains 888 drugs linked with 1,450 adverse reaction terms extracted from pharmaceutical insert literature, and the Canada Drug Adverse Reaction Database, or MedEffect5, which contains associations between 10,192 drugs and 3,279 adverse reactions. These



5



resources provided both the concept names and the UMLS IDs. The lexicon was manually reduced by grouping terms with similar meanings, for example “appetite exaggerated,” and “appetite increased”. We added additional terms from SIDER II (Kuhn et al., 2010) and the Consumer Health Vocabulary (CHV) (Zeng-Treitler et al., 2008), which includes more colloquialisms. An initial set of comments was annotated by each annotator. Discussions about these annotations were held with the annotators and the pharmacology expert. From these discussions, annotation rules were created and this formed the annotation guidelines document that was followed for the remaining annotations. An example rule describes scope of the ‘discontinuation’ annotations in the ‘other’ category: they should span the minimal terms needed to communicate that the treatment was stopped, but not including policy changes (like taken off the market). The pharmacology expert also reviewed the annotations and created the gold standard. Cohen’s Kappa (Carletta, 1996) value for the inter annotator agreement (IAA) is 0.67, which represents ‘significant agreement’ between the two annotators. Since this paper analyzed only the binary presence of an ADR (even though other annotations are available), the Kappa applied to the binary presence of an ADR within each post.
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Figure 1. Flowchart illustrating our two-step drug classification process.



http://hc-sc.gc.ca/dhp-mps/medeff/index-eng.php
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As explained earlier, the intent of our research is to explore if drugs can be classified automatically into normal vs. blackbox categories utilizing the comments associated with them. Therefore, from our data set, we only use the annotations that indicate whether a comment presents an ADR or not (ADR vs. noADR). In the first step of our twostep approach, we use these annotations to automatically classify user comments. Our intuition is that drugs within the blackbox categories should have greater incidence of adverse reactions associated with them. In the second step, we combine the probabilities of the classified comments to automatically predict if a drug should be categorized as normal or blackbox. In the following subsections, we detail the approaches for these two steps. Figure 1 graphically illustrates our approach. 4.1.1 Binary Classification For the binary classification of comments into ADR and noADR categories, we use two supervised machine learning algorithms: Multinomial Naïve Bayes (MNB) and Support Vector Machines (SVM). MNB is a common and simple supervised learning algorithm, which is often used for comparisons. SVMs have been shown to perform particularly well for supervised text classification due to their capability to deal with high dimensional feature spaces, dense concept vectors, and sparse instance vectors. Our data for this part of the experiments consists of 10,617 manually annotated user comments from DailyStrength, belonging to all the three drug categories mentioned previously. 2,513 (23.7%) of these comments belong to the ADR category, while 8,104 (76.3%) comments belong to the noADR category. As the numbers suggest, the data is imbalanced with an ADR to noADR ratio of 1:3.2. We attempt to address this imbalance using a cost sensitive classification scheme described later. We use some simple NLP techniques outlined below to preprocess the comments and extract features from them. Pre-processing. We preprocess the comment texts by lowercasing the characters and stemming all the terms using the Porter stemmer6. N-grams. Our first feature set consists of word n-grams of the comments. We use 1-, 2-, and 3-grams as features. Synset Expansions. It has been shown in past research that certain terms play an important role in determining the polarities of sentences (Sarker, Molla, & Paris, 2013). Since the binary classification of comments is similar to automatic, sentence-level polarity classification, we incorporate this feature into our classification task. For each adjective, noun 6



We used the stemmer provided by the NLTK toolkit: http://www.nltk.org/ http://wordnet.princeton.edu/ 8 The lexicon is available for download at: https://hlt.fbk.eu/technologies/sentiwords



or verb in a sentence, we use WordNet7 to identify the synonyms of that term. We then add all the synonymous terms in a bag-of-words manner, attached with the ‘SYN’ tag, as features. Change Phrases. We use the Change Phrases features proposed by Niu et al., (2005). The intuition behind this feature set is that a sentence represents positive information or negative information can often be signaled by how a change happens: if a bad thing (e.g., headache) was reduced, then it is a positive outcome; if a bad thing was increased, then the outcome is negative. This feature set attempts to capture cases when a good/bad thing is increased/decreased. We first collected the four groups of good, bad, more (increase), and less (decrease) words used by Sarker et al. (2013). This feature set has four features: MORE-GOOD, MORE-BAD, LESS-GOOD, and LESS-BAD. We applied the same approach as Niu et al. (2005) (i.e., window of four terms) to extract this feature. The features are represented using a binary vector with 1 indicating the presence of a feature and 0 indicating absence. Sentiword. Our inspection of the data suggests that comments associated with ADRs generally present negative sentiment. For this feature, we attempt to incorporate a score that represents the general sentiment of a comment (as the normalized sum of all the terms in the comment). Each word in a comment is assigned a score and the overall score assigned to the comment is equal to the sum of all the individual term sentiment scores, normalized by the length of the sentence in words. To obtain a score for each term, we use the lexicon proposed by (Guerini, Gatti, & Turchi, 2013)8. The overall score a sentence receives is therefore a floating point number with the range [-1:1]. 4.1.2 Binary Classification Results We train two machine learning classifiers using the features mentioned above: MNB and SVM. For both the classifiers, we use the implementations provided by the machine learning toolbox Weka9. We assess the performance of the two approaches via 10-fold cross validation over our annotated data set of 7,693 comments. For the SVM classifier, we use a polynomial kernel and the complexity parameter = 1.0. To obtain probability estimates for the predictions by this classifier, we fit a logistic regression model to the outputs of the SVMs. For both classifiers, at each fold of the 10-fold cross validation, we reduce the feature space by only keeping useful features. For this, we use the information gain attribute evaluation for each individual fold, and we only keep the most informative 1,500 9



Available from: http://www.cs.waikato.ac.nz/ml/weka/
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attributes. To address the issue of data imbalance, we apply a cost sensitive classification strategy. Using this approach, the training instances are reweighted according to a total cost assigned to each class. To assign costs, we apply an explicit cost matrix and the cost assigned to each class is equal to its ratio in the data set (i.e., 1 and 3.2 for the ADR and noADR classes, respectively). Table 1 presents the results obtained by our binary classifiers. It shows the overall classification accuracy as well as the F-scores for each class. From the table, it can be observed that the SVM classifier outperforms the simple MNB classifier in all three categories. In particular, the SVM classifier shows a very significant improvement for the ADR class F-score (an improvement of over 10%). Table 1. Binary classification performances for the two classifiers: MNB and SVM. Classifier MNB SVM



4.2



Accuracy (%)



ADR F-score



noADR F-score



77.6 82.6



0.540 0.652



0.852 0.884



Combining Classification Probabilities



Our final goal is to classify drugs to the normal or blackbox categories. We hypothesize that drugs in blackbox category exhibit more ADRs than normal drugs. Based on this assumption, we formulate our inference step as a probabilistic model in which we compute the probability of each drug belonging to one of the two categories, given the probabilities assigned to the comments by our automatic classifiers. Thus, for each comment, the only feature is the ADR/noADR probabilities assigned to the comment by the machine learning classifiers in the previous step. Each instance consists of all the probability estimates for a drug, and the target classes are the categories for the drugs (i.e., blackbox or normal). Our inference step is given by the following equation.



∑𝒏𝒊 𝑷(𝒚 = 𝒏𝒐𝑨𝑫𝑹 | 𝒙𝒊 ) 𝒏 𝒏 ∑𝒊 𝑷(𝒚 = 𝑨𝑫𝑹 | 𝒙𝒊 ) 𝑷(𝒚 = 𝑩|𝒙𝟏 𝒙𝟐 … . 𝒙𝒏 ) = 𝒏



𝑷(𝒚 = 𝑵|𝒙𝟏 𝒙𝟐 … . 𝒙𝒏) =



Where, N stands for the Normal class and B stands for Blackbox class, 𝒙𝟏 𝒙𝟐 … . 𝒙𝒏 are the comments belonging to the drug being tested, and n is the number of comments for a drug. As mentioned, we derive the probability values for the above equation from the experiments described in Section 4.1. This probability score models a uniform loss, in a sense that it assumes, the loss is equivalent if a normal drug is classified as blackbox or a blackbox drug is classified in normal class. The model favors the normal class as ADR comments are



generally less in number compared to comments belonging to the noADR class. Therefore, when computing the sum of the two sets of probabilities for each drug, there are generally more noADR comments associated with the drugs, resulting in higher sums for noADR compared to ADR. This is a problem with the equation above as ADR comments should be held more decisive for the final classification than noADR comments. In order to incorporate the inherent bias we scaled ADR probability by a scaling factor 𝛼 which is the ratio of the number of noADR comments to the number of ADR comments.



𝜶=



# 𝒐𝒇 𝒏𝒐𝑨𝑫𝑹 𝒄𝒐𝒎𝒎𝒆𝒏𝒕𝒔 # 𝒐𝒇 𝑨𝑫𝑹 𝒄𝒐𝒎𝒎𝒆𝒏𝒕𝒔



Thus, the final blackbox probability score is given as:



𝑷(𝒚 = 𝑩|𝒙𝟏 𝒙𝟐 … . 𝒙𝒏 ) = 𝜶 ∗



∑𝒏𝒊 𝑷(𝒚 = 𝑨𝑫𝑹 | 𝒙𝒊 ) 𝒏



Using this approach in the second step, if for a drug 𝑃(𝑦 = 𝐵|𝑥1 𝑥2 … . 𝑥𝑛 ) ∗ 𝛼 > 𝑃(𝑦 = 𝑁|𝑥1 𝑥2 … . 𝑥𝑛 ), we categorize the drug as blackbox; otherwise, we categorize it as normal. Table 2 presents the results of the second step of our two-step model. We use all comments associated with 20 normal and 18 blackbox drugs. For the results shown in the table, we use the classification probabilities of the SVM classifier from the first step. From the table it can be seen that the macro average F-score for our approach is 0.6. The recall and precision values are similar for both classes of drugs. Table 2. Combining probability probabilities for comments.



results



using



SVM



Average Precision



Average Recall



Macro Average F-score



0.611



0.61



0.60



Normal Precision



Normal Recall



Normal F-score



0.50



0.67



0.57



Blackbox Precision



Blackbox Recall



Blackbox F-score



0.72



0.56



0.63



We are interested in assessing if the classification accuracies/F-scores in the first step of our approach has an influence in the performance of the system in the second step. We hypothesize that if the classification performance of the first step can be improved, the overall performance of our approach can be improved as well. To investigate, we compare the results of the SVM probabilities with the MNB probabilities generated in the first step.
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Table 3 shows the results of the drug classification approach when the MNB probability estimates are used. The average F-score in this case is 0.53, which is 7 points lower than the F-score when using the SVM classification probabilities. This suggests that the ADR/noADR classification accuracies of the first step do have an influence on the performance of the second step. In the first step (as shown in Table 1), the ADR F-score was over 10 points higher for the SVM classifier, and for the second step, the classification Fmeasure is 7 points higher. These results suggest that improvements in the ADR/noADR classification approach are likely to improve the detection of potentially harmful drugs. Moreover, this also suggests that the two-step approach that we propose is promising. Figure 2 presents two strip charts for each of the two classifiers showing the average ADR probabilities for the two sets of drugs. The figure shows that as classification accuracy increases in the first step, the separation between the two categories of drugs based on average ADR probabilities tends to get better (i.e., blackbox drugs tend to have higher probabilities, on average, than normal drugs). However, at this point of research, and with the current annotated set we have, this separation is only marginal. Table 3. Combining probability probabilities for comments.



results



using



Average Precision



Average Recall



Macro Average F-score



0.59



0.68



0.53



Normal Precision



Normal Recall



Normal F-score



0.25



0.83



0.38



Blackbox Precision



Blackbox Recall



Blackbox F-score



0.94



0.53



0.68



more training data should improve accuracy further. Thus, it is likely that as more annotated data is made available, the overall classification of drugs into final categories such as normal and blackbox can be improved.



MNB



Since our experiments so far indicate that the ADR vs. noADR classification accuracies play an important role in the automatic separation of blackbox and normal drugs, we are interested in investigating if the classification accuracies for that task can be improved if further data is annotated and made available for training. In particular, we are interested in analyzing how the ADR class F-score changes as the size of the training set is varied. We performed a number of experiments, each time reducing the size of the data set by 10% and applying the same 10-fold cross validation approach. Figure 3 shows how the classification performance changes as the size of the data set is increased. From the figure it can be seen that as the size of the training set increases, the ADR F-score shows sturdy improvement as well. The ADR F-score maintains a steady positive gradient till the far right of the graph, meaning that the availability of



Figure 2. Strip charts showing how the average ADR probabilities for the blackbox and normal drugs are distributed for the MNB and SVM classifiers.



Figure 3. Classification performance vs. size of training set. The red line (bottom) indicates the ADR F-score, the green line (top) indicates the noADR F-score, and the blue line (middle) represents the overall accuracy.
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Top three drugs using multinomial SVM comment probabilities. Table 4.



Normal (false positive) Drug Name



Blackbox (false negative) Score



Drug Name



Score



Lyrica®



1.04275



Levaquin®



0.40738



Nicotrolinhaler®



0.99218



Baclofen



0.52334



Zetia®



0.87086



Avelox®



0.53998



5



DISCUSSION



We used 38 drugs for testing, 20 were normal and 18 had received a blackbox warning from the FDA. Table 4 shows the three drugs in the normal category with the highest average ADR scores (false positives) and three drugs in the blackbox category with the lowest average ADR scores (false negatives), as ranked by our scoring function using the SVM and MNB probability values. Both the classifiers give similar results for the ranking. Note that while for the blackbox groups these drugs indicate false negatives, the top three drugs in the normal category could be considered false positives. We now provide a brief discussion of our analysis on the key reasons behind the scores obtained by these drugs. Nicotrolinhlaer® is a prescription nicotine replacement inhaler indicated in smoking cessation assistance. The comments for this drug are generally negative, for example “didnt work at all , just made me nauseous”, “this thing was just disgusting !”, “Once when I was in hospital my dr told hubby to get for me , seeings how it was my only option I used it , but when I was released I was smoking before we made it out of the parking lot !”. As shown in the above comments, users mention either an ADR or a negative opinion about the drug. Our manual inspection revealed that negative comments are quite common for this product, and as a consequence the drug gets misclassified as a blackbox drug to our model. Similarly, Lyrica® is a drug administered to treat pain caused by nerve damage due to diabetes.10 Lyrica has a large number of comments in the corpus. For example: “started taking on 10/2/10 So far feeling dizzy n lightheaded hoping it passes in time but don't like what I've read about it, giving it a trial run before I tell my Dr I can't handle the side effects n function”, “dizzy very bad..feel like I am waling on a boat. Very tired same as off the meds so unsure of the cause. Makes me stumble over my own feet when I take it”. There are positive comments about the drug as well: “I think its helping”, “It has made big difference with my pain”. Lyrica, similar to



nicotine, has a relatively high prevalence of common adverse effects including 10-28% of users experience dizziness. However, these common adverse effects do not rise to the level of box warning. In our model, the scaling factor causes the ADR probability score to increase, falsely classifying it as a blackbox drug. Two of the false negatives from the models are Levaquin and baclofen. Levaquin is indicated to treat infections caused by bacteria. Comments such as “This is really more useful, for me, when I have a much milder infection”, indicate a helpful effect of Levaquin. Since there are only 10 comments of Levaquin in the corpus, the classifier becomes inclined towards the normal class despite the scaling factor. Another factor contributing to the false negative response of Levaquin may be related to individual commenting. The boxed warning for Levaquin is related to tendinitis and tendon rupture especially over the age of 60 years (Seeger et al., 2006). The small number of comments, and low prevalence of disease may have contributed to Levaquin’s false negative classification. Baclofen is indicated to treat muscle spasticity. For Baclofen there are many comments indicating helpfulness of drug for pain relief, (e.g., “notice that it does help alot”, “It helps with tremors”). Hence the comments generally do not indicate ADR resulting in the misclassification of the drug as normal. Although normal drugs such as Nicotrolinhaler®, Lyrica®, and Zetia® were classified as blackbox, the high prevalence of negative comments may provide important ADR signals for drugs that do not currently have FDA boxed warnings. We found that the larger the number of comments associated with a drug, the more stable its prediction is. Thus, if larger numbers of comments were available for all the drugs, we would perhaps be able to make more accurate predictions.



6



CONCLUSION



In this paper, we proposed an approach for classifying drugs into normal and blackbox categories, based on the automatic classification of comments associated with them extracted from social media. This classification is based on our hypothesis that blackbox drugs show more ADRs than normal drugs. We applied a two-step approach, first to classify comments into ADR vs. noADR categories. We then utilized those classifications to categorize drugs into the two above-mentioned categories. The results obtained, while promising regarding the individual classification of comments as ADR or noADR, are marginal with respect to the overall classification of the drug: distinguishing true signals from noise when utilizing consumer-generated comments from social media for post-marketing surveillance.
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http://www.webmd.com/drugs/drug-93965Lyrica+Oral.aspx?drugid=93965&drugname=Lyrica+Oral
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However, given the novelty of the idea, the approach holds promise, particularly as more training data is made available.
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ABSTRACT Motivation: Phenotypic descriptions form the basis for determining the existence of a disease against the given evidence. Much of this evidence though remains locked away in text – scientific articles, clinical trial reports and electronic patient records (EPR) – where authors use the full expressivity of human language to report their observations. In this paper we exploit a combination of existing pipelines for extracting a machine understandable representation of phenotypes and other related concepts that concern the diagnosis and treatment of diseases. These are tested against a gold standard EPR collection that has been annotated with Unified Medical Language System (UMLS) concept identifiers: the ShARE/CLEF 2013 corpus for disorder detection. We evaluate four pipelines as stand-alone systems and then attempt to optimize semantic-type based performance using pairwise SVM learn-to-rank (SVM LTR). We observed that whilst overall cTAKES tended to outperform other standalone systems on a strong recall (R=0.57) and F1 measure (F1=0.16), precision is low (P=0.09) and there is substantial variation in system performance across semantic types for disorders. For example, the concept Findings (T033) seemed to be very challenging for all systems. Combining systems within SVM LTR improved F1 substantially (F1=0.24) particularly for diseases (T047), findings and anatomical abnormalities (T190). Whilst recall is improved markedly precision remains a challenge (P=0.17, R=0.64).
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INTRODUCTION



Phenotypes are generally regarded as the set of observable characteristics in an individual. Examples include ‘body weight loss’ and ‘abnormal sinus rhythm’. Phenotypes are important because they help form the basis for determining the classification and treatment of a disease. Although coding systems such as the Human Phenotype Ontology (HP) [1] and the Mammalian Phenotype Ontology (MP) [2] have made substantial progress in organizing the nomenclature of phenotypes, authors typically report their observations using the full expressivity of human language. In order to fully exploit a machine understandable representation of pheno*
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typic findings, it is necessary to develop techniques based on natural language processing that can harmonise linguistic variation [3-5]. Furthermore, such techniques need to operate on a range of text types such as scientific articles, clinical trials and patient records [6] in order to promote applications that require inter-operable semantics. Use cases might include automated cohort extraction to support research into a particular rare genetic disorder or support for curating databases of human genetic diseases such as Online Mendelian Inheritance in Man database (OMIM) [7]. We envision the final result to be a linked representation that decomposes the phenotype terms according to their elementary conceptual units (‘building block concepts’) and harmonizes them to ontologies such as the Foundational Model of Anatomy (FMA) [8] for anatomical structures, the Phenotype Attribute and Trait Ontology (PATO) [9] for qualities and Gene Ontology (GO) [10] for biological processes. Our view is that the techniques must be able to support the capture of phenotypes from both physical objects and processes as well as cutting across levels of granularity from the molecular level to the organism. Finding the names of technical terms in lifescience texts – known as named entity recognition – has been the topic of intensive study over the last decade. Grounding or normalising these terms to a logically structured domain vocabulary – an ontology – has proven to be a substantial challenge, e.g. [11-12], because of idiosyncrasies in naming, the need to exploit syntactic structure in the case of disjoint terms, the paucity of annotated corpora for training and evaluation and the incompleteness of the target ontologies themselves. To accomplish this task concept identification systems have emerged with different analytical goals. In this paper, we investigate the utility of four existing conceptual coding pipelines (i.e. MetaMap [13], Apache cTAKES [14], NCBO annotator [15] and BeCAS [16]) in order to identify and harmonise the phenotypes and other concepts related to the diagnosis and treatment of diseases. These tools do not explicitly consider phenotypes as a conceptual category but rather provide groundings from text to a range of building block concepts which we hope to exploit. In order to provide a basis for comparing these tools quantitatively and qualitatively we have chosen to harmonise their outputs to UMLS CUIs and semantic types as the common coding standard, at the sentence level. Textual annotations using
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CUIs and semantic types are found from a human gold standard annotations on the ShARE/CLEF 2013 patient record (EPR)



relate to diseases, symptoms and pathological functions together with a substantial minority of annotations for injuries, congenital and anatomical abnormalities and men-



Figure 1. Example sentence from the ShARE/CLEF corpus showing concept annotations for ‘headache’ (C0018681 | T184), ‘neck stiffness’ (CO151315 | T184) and ‘unable to walk’ (C0560048 | T033). An example decomposition for ‘neck stiffness’ is shown with mapping to PATO:0001545 (‘inflexible’) and FMA: Neck.



corpus [18] which we describe later. We have identified the concept classes which are the most promising building blocks – such as T184 Sign and Symptom - and evaluated based on these. We therefore assume the need to compose phenotypes at a later stage from the building block outputs of these systems. In addition to evaluating the suitability of each individual system on the ShARE/CLEF 2013 corpus as a further contribution of this work, we look at optimising the outputs of systems using an ensemble approach that votes for the best set of concept identifiers on each sentence. This exploits a maximum margin machine learning technique called Support Vector Machines learn-to-rank (SVM LTR) [19] in which the features encode lexical and semantic properties of the set of target concepts in each sentence. The advantage we see in adopting a ranking approach versus for example a classification approach is that it potentially allows us to accept the choices of more than one system in the event of a closely tied ranking. The final optimized system of systems is tested on the ShARE/CLEF 2013 test data set. We finish the paper with a discussion of the lessons learnt and the possible application of the approach to new data.



2 2.1



tal/behavioral dysfunctions. An example source sentence from the corpus is shown in Figure 1 along with actual gold standard concept annotations, harmonized semantic types and a potential decompositional mapping to PATO and FMA for one clinical phenotype (‘neck stiffness’). Table 1a. ShARE/CLEF e-health training corpus semantic types ID



UMLS semantic type



Freq. Unique Av. Term length



T047 T184 T046 T037 T019 T190 T191 T048 T033 T020



Disease or syndrome Sign or symptom Pathologic function Injury or poisoning Congenital abnormality Anatomical abnormality Neoplastic process Mental or behavioral dysfunction Finding Acquired abnormality



1803 842 518 213 184 103 92 84 45 40



410 163 133 96 25 36 49 32 15 17



1.97 1.56 1.65 2.00 3.61 1.77 1.87 1.76 2.90 1.93



Distribution of UMLS semantic types for annotations by frequency and frequency without duplication as well as the average term length in tokens.



METHODS Data



For training and evaluation we chose to use the ShARE/CLEF e-health 2013 Task 1 evaluation data set of 300 de-identified clinical records from the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC) II database (http://mimic.physionet.org/database.html) with standoff annotations for disorders. This is a mixed corpus that includes discharge summaries, echo reports and radiology reports used in an intensive care unit setting. 200 notes were designated for training and 100 for testing. Annotation was done by two annotators plus open adjudication. Access to the corpus required appropriate registration with MIMIC II and the completion of a US human subjects training certificate. The distribution of UMLS semantic types for disorderrelated text spans can be seen in Tables 1a and 1b. Note that we removed minor classes with frequencies of 1 (i.e. T002, T031, T049, T058, T059, T121, T197). As can be seen in Tables 1a and 1b, the majority of semantic types



Table 1b. ShARE/CLEF e-health testing corpus semantic types ID



UMLS semantic type



Freq. Unique Av. Term length



T047 T184 T046 T037 T019 T190 T191 T048 T033 T020



Disease or syndrome Sign or symptom Pathologic function Injury or poisoning Congenital abnormality Anatomical abnormality Neoplastic process Mental or behavioral dysfunction Finding Acquired abnormality



1723 816 520 106 96 125 73 137 13 41



371 149 113 33 18 26 34 32 6 21



1.88 1.51 1.59 1.75 1.88 1.74 2.02 1.67 1.11 1.62



Distribution of UMLS semantic types for annotations by frequency and frequency without duplication as well as the average term length in tokens.



The distributions for train and test have quite good agreement but also a few interesting differences - the average length of T019 congenital abnormality appears remarkably
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longer in the training corpus, and there are relatively fewer T037 injury or poisoning and T019 congenital abnormality instances in the testing set. Moreover, we observe a greater variety of T037 instances in the testing corpus. Examples of what we might consider interesting phenotypes occur across UMLS semantic classes as well as for unannotated strings. For example, ‘Right ventricular [is mildly] dilated’ (C0344893 | T019), ‘wall motion abnormality‘ (no CUI) and ‘hypotension’ (C0520541 | T047). In other cases the class shows a disease and not a phenotype, e.g. ‘complex autonomous disease’ (C0264956 | T046).



2.2



Individual system descriptions



The problem we consider is for any given sentence how to select a set of disorder-related SNOMED CT concepts harmonized to their UMLS semantic types. A number of factors complicate the task including: (a) the system pipelines being tested were not tuned in any way for predicting the specific set of disorder-related semantic types appearing in the corpus, (b) the annotation scheme allows for disjoint (e.g. ‘Right ventricular … dilated’) and overlapping annotation spans; and (c) clinical texts contain a high number of abbreviations – causing additional complications for term identification and harmonization. We consider four base concept annotation systems based on clinical natural language processing: NCBO Annotator, BeCAS, cTAKES and MetaMap. Other systems we might have applied include ConceptMapper [20], Whatizit [21] and Bio/MedLee [22]. These systems were either difficult to access or did not provide a route to UMLS concept harmonizations. The systems we applied adopt a range of techniques but tend to avoid deep parsing and make use of a range of shallow parsing, sequence-based machine learning (e.g. for named entity recognition and part of speech tagging) and pattern-based techniques, supplemented with restrictions and inferences on source ontologies such as SNOMED CT [17]. In all cases, we are dealing with black box systems where we have no access to any degree of confidence the systems may have had in their concept selections. 2.2.1 NCBO Annotator (M1) The NCBO Annotator is an online system that identifies and indexes biomedical concepts in unstructured text by exploiting a range of over 300 ontologies in BioPortal. These ontologies include many that have particular relevance to disorders and phenotypes such as SNOMED CT, LOINC (Logic Observation Identifiers, Names and Codes) [24], the FMA and the International Classification of Diseases (ICD-10) [25]. NCBO Annotator operates in two stages: concept recognition and semantic expansion. Concept recognition performs lexical matching by pooling terms and their synonyms from across the ontologies and then applying a multiline version of grep to match



lexical variants in free text. During semantic expansion, various rules such as transitive closure and semantic mapping using the UMLS Metathesaurus are used to suggest related concepts from within and across ontologies based on extant relationships. 2.2.2 BeCAS (M2) BeCAS (the BioMedical Concept Annotation System) is the newest integrated system of the four that we tried. The pipeline of processes involves the following stages: sentence boundary detection, tokenization, lemmatization, part of speech tagging and chunking, abbreviation disambiguation, and concept unique identifier (CUI) tagging. The first four stages are performed by a dependency parser that incorporates domain adaptation using unlabelled data from the target domain. CUI tagging is conducted using regular expressions for specific types such as anatomical entities and diseases. Dictionaries used as sources for the regular expressions include the UMLS, LexEBI [26] and the Jochem joint chemical dictionary [27]. During development the concept recognition system was tested on abstracts and full length scientific articles using an overlapping matching strategy. 2.2.3 Apache cTAKES (M3) cTAKES consists of a staged pipeline of modules that are both statistical and rulebased. The order of processing is somewhat similar to MetaMap and consists of the following stages: sentence boundary detection with OpenNLP1, tokenization, lexical normalisation (SPECIALIST lexical tools), part of speech tagging and shallow parsing using OpenNLP trained in-domain on Mayo Clinic EPR concept recognition, negation detection using NegEx [28] and temporal status detection. Concept recognition is conducted within the boundaries of noun phrases using dictionary matching on a synonym-extended version of SNOMED CT and RxNORM [29] subset of UMLS. Evaluation was conducted with a focus on EPRs but also using corpora from the scientific literature. 2.2.4 MetaMap (M4-M9) MetaMap is a widely used and technically mature system from the National Library of Medicine (NLM) for finding mentions of clinical terms based on CUI mappings to the UMLS Metathesaurus. The UMLS Metathesaurus forms the core of the UMLS and incorporates over 100 source vocabularies including the NCBI taxonomy, SNOMED CT and OMIM. Output is to the 135 UMLS semantic types. The system exploits a fusion of linguistic and statistical methods in a staged analysis pipeline. The first stages of processing perform mundane but important tasks such as sentence boundary detection, tokenization, acronym/abbreviation identification and POS tagging. In the next stages, candidate phrases are identified by dictionary lookup in the SPECIALIST lexicon and shallow parsing using the SPECIALIST parser. String matching then 1



OpenNLP: https://opennlp.apache.org/
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takes place on the UMLS Metathesaurus before candidates are mapped to the UMLS and compared for the amount of variation. A final stage of word sense disambiguation uses local contextual and domain-sensitive clues to arrive at the correct CUI. MetaMap is unique in providing a rich set of options [30] to allow the user to customize the approach the system takes to concept mapping. We chose to explore a range of options including what we considered a high precision ‘strict’ approach to matching as well as negation detection with NegEx. The variations of MetaMap we explored were



2.3



-



M4: MetaMap -A –negex # using strict matching and negation detection



-



M5: MetaMap -A –y # using strict matching and forcing MetaMap to perform word sense disambiguation on equally scoring concepts



-



M6: MetaMap –g



# allowing concept gaps



-



M7: MetaMap –i



# ignoring word order



-



M8: MetaMap



# using the base version



-



M9: MetaMap –A only



# using strict matching



Ensemble approach



In addition to the nine basic systems M1 to M9, we evaluated a ranking approach that orders systems based on a conventional set of features. These features include individual sentence vocabulary, suggested semantic types and concept instance vocabulary. More sophisticated features will be tested in the future, but we believe these serve as a useful first step for evaluating the approach. The approach makes use of a scoring function to rank each system’s output set of concept labels against the training data. These rankings are used together with features to train a Support Vector Machine learn-to-rank (SVM LTR). Unlike traditional maximum margin SVMs, SVM LTR utilizes pairwise training data to maximize the sum of margins for all categories (where the categories represent the nine basic systems). The underlying assumption we explore is that there exists a set of features that can indicate when one individual will perform better on a given sentence than another. The ranking function we applied was the F1 metric that we used to evaluate each system – described in detail in Section 2.4. 2.3.1 Problem formulation Ranking essentially aims to establish which hypothesis about sentence-level concept annotations is most likely given the available evidence. Labelled instances are provided during training as feature vectors. Each label denotes a single rank that is determined by comparing the F1 scores for each system based on the con-



cepts they output on that sentence against the set of gold standard concepts. The goal of training is to find a model that correctly determines the ordering of systems on a given sentence. Table 2. Feature blocks used to build the ensemble model



Feature block FB1 FB2



FB3 FB4 FB5



Description A Boolean set of features for the system identifiers (i.e. M1..M9); A Boolean set of features for the semantic types that are predicted by the system to appear and not appear in the sentence (i.e. T047, T184,… etc.); A set of integer valued features for the counts of vocabulary terms appearing in UMLS concepts that are predicted by the systems to appear in the sentence; A set of integer valued features for the counts of vocabulary terms appearing in the sentence; A set of integer valued features for the ’45 cluster’3 distributed semantic classes which match to FB3.



The feature blocks used by the ensemble model are listed in Table 2. During testing, a feature vector is provided for each system (methods M1..M9) and the SVM LTR determines a score which is then converted to an ordered ranked list by the ensemble. The semantic types suggested by the top system are selected. Where the first place rank is tied the top outputs from the top ranking systems are combined by taking the union.



2.4



Evaluation



We follow standard metrics of evaluation for the task using F1, i.e. the harmonic mean of recall (R) and precision (P). This is the same metric used by participants of the ShARE/CLEF 2013 Task 1. F1 is calculated as F1 = 2PR/(P+R), with P=TP/(TP+FP) and R=TP/(TP+FN) where TP is the number of system suggestions where the semantic type and the CUI is the same as the gold standard; FP is the number of system suggestions where the semantic type and/or the CUI do not match the gold standard; and FN is the number of spans in the gold standard which the system failed to suggest. The major difference between our evaluation and the ShARE/CLEF shared task is that we evaluate at the sentence level and not the mention level, i.e. the focus is on predicting concept labels for the sentence and not the position of those annotations in the sentence. Consequently, 3



45 cluster classes were derived by Richard Socher and Christopher Manning from PubMed . Available at http://nlp.stanford.edu/software/bionlp2011-distsim-clusters-v1.tar.gz
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our experimental results are not directly comparable with those achieved by systems participating in the ShARE/CLEF Tasks. Evaluation is conducted using blind data not used in system development data or training. Different applications require a different approach to defining a true positive, false negative etc. In this case we have considered a correct match to be recorded when a complete match occurs between system output and gold standard for both the identifier and the semantic type of that concept in UMLS. In line annotation is not considered within this evaluation but clearly any further application requiring type based relationships between concepts would require this and would need to work with the likely degraded performance that results. Nevertheless, the evaluation protocol supports use cases such as statistical association analysis between the co-occurring concepts.



3 3.1



RESULTS



T184



T046



T037



Comparison of stand-alone systems



Table 3a presents results for each of the stand-alone systems structured according to semantic type. Note that we did not perform any learning procedure at this stage on the gold standard corpora. We can see several skyline results including the strong performance of system M3 (cTAKES) across most semantic types with the exception of T190 (Anatomical abnormality) where system M4 does best. No single system though achieves both winning recall and precision. System M5 for example (MetaMap –A –y) generally achieves the highest precision. We can note also the wide disparity in F1 by systems across semantic types. In general the stand-alone systems performed better on T047, T184 and T048. In contrast, performance on T037, T190, T033 and T019 tended to be weak. Stronger performance might be partly correlated with shorter average term length (see Table 1b) but this is not an entirely satisfying explanation. Another possible explanation is hinted at by the fact that the more challenging classes are at the lower end of frequencies in the EPR data. This might indicate that the semantic resources which the systems draw on have been less intensively developed and might not provide such extensive lexical support as more frequent classes. Table 3a. Comparison of stand-alone systems on training data ID



Sys



T047 M1 M2 M3 M4



P



R



F1



ID



0.39 0.03 0.44 0.58



0.55 0.01 0.63 0.28



0.45 T191 0.02 0.52 0.38



Sys



P



R



F1



M1 M2 M3 M4



0.24 0.05 0.29 0.21



0.30 0.03 0.64 0.25



0.26 0.04 0.40 0.23



T190



M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9



0.72 0.58 0.58 0.58 0.58 0.35 0.02 0.47 0.62 0.68 0.61 0.61 0.62 0.62 0.28 0.03 0.30 0.50 0.50 0.49 0.50 0.50 0.50 0.19 0.00 0.26 0.38 0.42 0.36 0.37 0.38 0.38 0.12 0.01 0.12 0.28 0.32 0.28 0.28 0.28 0.28



0.22 0.27 0.28 0.28 0.28 0.61 0.01 0.58 0.41 0.36 0.40 0.41 0.41 0.41 0.62 0.04 0.69 0.34 0.26 0.33 0.34 0.34 0.34 0.24 0.00 0.34 0.22 0.21 0.20 0.21 0.22 0.22 0.44 0.01 0.55 0.22 0.19 0.22 0.22 0.22 0.22



0.34 0.37 0.38 0.38 0.38 0.45 0.01 0.52 0.49 0.47 0.49 0.49 0.49 0.49 0.39 0.03 0.42 0.40 0.34 0.39 0.41 0.40 0.40 0.21 0.00 0.30 0.28 0.28 0.25 0.27 0.28 0.28 0.19 0.01 0.19 0.25 0.24 0.25 0.25 0.25 0.25



T048



T033



T020



T019



M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 M3 M4 M5 M6 M7 M8 M9



0.38 0.21 0.22 0.21 0.21 0.28 0.04 0.45 0.53 0.67 0.54 0.54 0.53 0.53 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.36 0.00 0.33 0.36 0.36 0.36 0.36 0.36 0.36 0.40 0.00 0.58 0.27 0.34 0.25 0.27 0.27 0.27



0.23 0.25 0.25 0.25 0.25 0.49 0.03 0.55 0.34 0.27 0.35 0.34 0.34 0.34 0.36 0.00 0.11 0.13 0.13 0.13 0.13 0.13 0.13 0.50 0.00 0.57 0.36 0.21 0.33 0.36 0.36 0.36 0.11 0.00 0.14 0.07 0.06 0.07 0.07 0.07 0.07



0.28 0.23 0.23 0.23 0.23 0.35 0.03 0.50 0.42 0.38 0.43 0.42 0.42 0.42 0.01 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.42 0.00 0.42 0.36 0.27 0.35 0.36 0.36 0.36 0.18 0.00 0.23 0.11 0.11 0.11 0.11 0.11 0.11



All systems were tested on the full ShARE/CLEF training set.



3.2



Learn-to-rank results



Using document boundaries as the break points, we performed randomized 10-fold cross validation on the ShARE training data. 9 parts of the data were selected without replacement to train the SVM LTR model from scratch and 1 part was used to test. The 10 test parts were then joined together and recall, precision and F-score were calculated as in the stand-alone evaluation. The performance of the ensemble (Table 3b) and the stand alone systems (Table 3a) should therefore be directly comparable. In testing we experimented with a variety of combinations of feature blocks and also with different settings for the SVM’s ‘c’ parameter. Due to space considerations, we present here the best model we were currently able to find which uses c=30 with feature blocks FB1, FB2 and FB4.
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Feature blocks FB3 and FB5 were not found to improve performance in these experiments although we still need to conduct a detailed analysis to understand why. The overall result for the ensemble on 10-fold cross validation using the ShARE/CLEF training set was F1=0.24 (P=0.15, R=0.59). These compare to the best single system which was cTAKES (M3) with F1=0.16 (P=0.09, R=0.57) representing a contribution of +8 points of F1. Performance improved for several semantic types as a result of using the ensemble approach: T047 (F1: 0.52 to 0.58), T037 (F1:0.30 to 0.33), T048 (F1: 0.50 to 0.52). Two were slightly reduced: T046 (F1: 0.42 to 0.40), T020 (F1: 0.42 to 0.41). In order to show the generalizability of the ensemble we ran this on the ShARE/CLEF held out set achieving an overall result of F1=0.27 (P=0.17, R=0.64). As shown in Table 3c, most classes achieved stronger performance on the testing data with T184, T046, T190 and T048 showing strong gains. This indicates the potential variance in the data sample. Table 3b. SVM learn-to-rank ensemble using M1 to M9 on the ShARE/CLEF training set ID



P



R



F1



ID



P



R



F1



T047 T184 T046 T037 T190



0.53 0.46 0.29 0.34 0.20



0.64 0.63 0.66 0.33 0.61



0.58 0.53 0.40 0.33 0.30



T191 T048 T033 T020 T019



0.31 0.44 0.01 0.32 0.46



0.56 0.62 0.32 0.57 0.15



0.40 0.52 0.02 0.41 0.23



The ensemble was trained/tested using 10-fold cross validation on the ShARE/ CLEF training set.



Table 3c. SVM learn-to-rank ensemble using M1 to M9 on the ShARE/CLEF testing set ID



P



R



F1



ID



P



R



F1



T047 T184 T046 T037 T190



0.52 0.52 0.37 0.37 0.28



0.66 0.62 0.70 0.50 0.69



0.58 0.57 0.48 0.43 0.40



T191 T048 T033 T020 T019



0.27 0.48 0.00 0.29 0.51



0.54 0.68 0.07 0.53 0.21



0.36 0.57 0.00 0.37 0.29



The ensemble was trained on the entire ShARE/CLEF training set and tested on the entire ShARE/CLEF testing set.



4 4.1



DISCUSSION Examples of complications



4.1.1 Short forms Whilst we still need to conduct a detailed drill down analysis we can see from a preliminary survey that one of the most significant sources of error is the strong prevalence of undefined abbreviations in the clinical texts, e.g. ‘cp’ for C0008031:[chest pain], ‘la enlargement’



for C0344720:[left atrium enlargement], ‘n’ for C0027497:[nausea]. Without pre-processing to normalise to full forms, the degree of ambiguity in the short forms causes difficulties for the four systems which cannot be solved in the ensemble. In contrast, full forms of short forms were often found by the approaches employed. 4.1.2 Lack of context A common problem in clinical texts is known to be a lack of grammatical context. For example, a line in a record might consist only of a single noun phrase without end of line punctuation such as ‘Left bundle branch block’ C0023211:[left bundle branch block]. Whilst this should in theory be less of a problem for algorithms that employ only local contextual patterns it, nevertheless, presents issues for sentence boundary detection, which might introduce unexpected errors. In shortened sentences, omission of the subject is often a problem, e.g. ‘relative afferent defect’ can only be fully understood in the context of the preceding sentence referring to ‘ocular discs’ and therefore achieving a normalization on C0339663:[afferent pupillary defect]. 4.1.3 Complex grammatical structures Disjoint concept mentions add an extra layer of difficulty to the task. An example of a long distance relationship between the anatomical structure and the process is shown in the following sentence: ‘On motor exam, there is generally decreased bulk and tone, decreased symmetrically, there is generalized wasting …’ yielding the concepts C0026846:[muscle wasting] and C0026827:[decreased muscle tone]. A further example illustrates the difficulty for annotators as well as machines: ‘… the gastrointestinal service felt that an upper gastrointestinal bleed secondary to non-steroidal anti-inflammatory drugs was …’. In this case C0413722:[non-steroidal anti-inflammatory drugs] is annotated in the gold standard even though we can find ‘adverse reaction to non steroidal anti-inflammatory drugs’ as a separate concept in the ontology. Unsurprisingly, systems which rely on term variation matching and local context rules will struggle with this issue. 4.1.4 Coordination Coordinating terms occur in a variety of forms, e.g. in comma lists or with ‘and’ and ‘or’ leading to head sharing. For example, ‘abdomen soft, non-tender, non-distended’ should give C0426663:[abdomen soft] and C0424826:[abdomen nondistended]. Whilst short forms and coordination are known issues that are handled by state-of-the-art biomedical named entity recognition pipelines, the lack of context in clinical reports and in particular the disjointed nature of some complex phenotypes has not yet been adequately considered.



4.2



Comparison with other ensemble approaches
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Although there has been quite a lot published on the subject of concept normalisation and a large body of literature on named entity recognition, there is relatively little work on comparing and combining existing systems in ensemble approaches. In particular, pairwise learn-to-rank is a fairly recent technique for concept normalisation. To the best of our knowledge, it has only been applied once before by Leaman et al. [31] for diseases, a subset of the semantic types that we test here. Leaman et al. report promising results on a subset of the NCBI disease corpus and in fact their system came first in the ShARE/CLEF Task 1b. Other formulations for the ranking task should also be explored including listwise ranking [32] which have proven popular in information retrieval. Ensembles have though been used before for the recognition of clinical concepts. Kang et al. [33] for example employed dictionary and statistical pattern based techniques on the 2010 I2B2 corpus of EPRs, for term recognition (but not concept normalisation) achieving the third level of performance in the shared task. Xia et a. [34] show the effects of combining MetaMap and cTAKES for the same ShARE/CLEF data we have shown here. Their combination strategy is a simple rule-based approach that accepts all outputs from the higher precision system and then checks for conflicts in the output of the high recall system before accepting new CUIs.



5



CONCLUSION



Clinical phenotype recognition is essential for interpreting the evidence about human diseases in clinical records and the scientific literature. In this paper, we have evaluated the F1 of four off-the-shelf concept recognition systems for identifying some of the building blocks in clinical phenotypes as well as disease-related concepts. Future work will have to develop additional filters for this purpose. The tests have been run on the open gold-standard ShARE/CLEF corpus harmonized to UMLS semantic types. Findings indicate that cTAKES performs particularly well (F1=0.16) compared to its peers but that annotation performance varies widely across semantic types, and that MetaMap with strict matching and word sense disambiguation can have superior precision. We presented an approach using a learn-to-rank SVM that gave greatly improved performance (F1=0.27) across semantic types. The results indicate the continued challenge of concept annotation and, in particular, the need to consider the grammatical relations within phenotype mentions. We have not yet tested the effectiveness of these approaches in an operational setting, e.g. for speed of processing or stability. In the immediate



future, we plan on continuing to improve our approach by extending the distributed feature representation employed in the meta-classifier and by exploring additional ways of sampling and combining system outputs. Furthermore, we intend to also explore additional learn to rank algorithms, such as ListNet [35], which performs list-wise optimization instead of pairwise optimization as in the case of SVM LTR.
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ABSTRACT Phenotypic data derived from high content screening is currently annotated using free-text, thus preventing the integration of independent datasets, including those generated in different biological domains, such as cell lines, mouse and human tissues. To harmonize the annotation of cellular phenotypes, we have developed the Cellular Microscopy Phenotype Ontology (CMPO), a species neutral ontology for describing general phenotypic observations relating to the whole cell, cellular components, cellular processes and cell populations. CMPO is compatible with related ontology efforts, allowing for future cross-species integration of phenotypic data. CMPO should be used by researchers generating phenotypic data to annotate the phenotypes identified in their screens and annotation tools are being developed to facilitate and support the annotation of phenotype terms with CMPO. Here we present the strategy used to build CMPO and the framework developed for automatic phenotype annotation based on Zooma, a curator environment for discovering optimal ontology annotations based on real, manually reviewed data. More information on CMPO http://www.ebi.ac.uk/cmpo
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INTRODUCTION



Recent advances in imaging techniques make the study of complex biological systems feasible, particularly at the cellular level, complementing existing “omics” approaches, most notably genomics and proteomics, by resolving and quantifying spatio-temporal processes with single cell resolution [1]. High content screening (HCS) is an imaging based multi-parametric approach that allows the study of *
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living cells. HCS is used in biological research and drug profiling, to identify substances, such as small molecules or RNA interference (RNAi) reagents, that can alter the phenotype of a cell. Phenotypes may include morphological changes of a whole cell, or any of its cellular components, as well as alteration of cellular processes. Correlative analysis of cellular phenotypes, specific to individual genes, with morphological imaging data from diseased tissue specimens (both human and mouse tissues) allow us to link phenotypic data to associated image annotations and metadata, leading to a powerful predictor of disease biomarkers as well as drug targets. For example, when a certain cellular phenotype, like ‘mitotic delay’ or ‘multinucleated cells’, observed in cells after gene knockdown experiments, is also observed in cells of a cancer tissue, this could give us an indication of which gene(s) might be involved in the etiology of the disease, in that specific tissue. Knowledge of the functional implications of somatic tumor mutations can thus be used to design more targeted drug therapies. Data derived from live cell imaging is typically associated with rich metadata, including genetic information, and can be more easily interpreted and linked to underlying molecular mechanisms. As we move to higher organisms, such as mouse and human, the degree of metadata available decreases (e.g. no genetic information is available for diseased human tissues), alongside the feasibility of assays that can be carried out in such organisms (e.g. genetic engineering is only possible in cell lines and mouse models). Taking this into consideration, it becomes evident that integrating imaging datasets from different biological domains could greatly advance our understanding of the molecular mechanisms underlying specific diseases. The following example (Fig. 1) illustrates how image data
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from different sources can be integrated. The knock-down of the ASPM gene in HeLa cells, by RNAi, resulted in a “polylobed” phenotype (Fig. 1, left panel; [1]). In a mouse ASPM mutant, a “polylobed nuclei” phenotype was also observed in the Leydig cells found between the testicular tubules (Fig. 1, right panel; F. Neff, personal communication). Having a common term for “polylobed nucleus” would assist in making these data interoperable and suitable for computing similarities in an automated fashion.



Infrafrontier3, for mouse tissue image data, and BBMRI/EATRIS4, for human tissue image data. Such infrastructures will be generating a wealth of imaging data that can only be made interoperable through consistent annotation with appropriate ontologies. Here, we present our approach to develop a Cellular Microscopy Phenotype Ontology (CMPO) for the annotation of such datasets. CMPO is built using ontology design patterns that are compatible with related species-specific ontology efforts, such as Fission Yeast Phenotype Ontology [2], Ascomycete Phenotype Ontology [3] and Mammalian Phenotype Ontology [4], allowing for cross-species integration of phenotypic data. We also describe how CMPO is being used to support the annotations of new phenotypes using the EMBL-EBI Zooma platform [5].



2 Fig. 1. ASPM gene knockdown in HeLa cells (left panel), displaying a “polylobed nuclei” phenotype (see left insert for detail). Mouse ASPM mutant (right panel), displaying a “polylobed nuclei” phenotype in the Leydig cells (see right insert for detail).



Due to its late arrival on the “omics” scene, the imaging field has not yet achieved the same degree of standardization that other high-throughput approaches have already reached [3], thus hampering integration of image data with current biological knowledge. Additionally, integrating phenotypic data from imaging assays is challenging as such data is typically described using free-text. Therefore, to enable data integration, experimental imaging datasets from different sources need to be harmonized with regards to structure, formatting and annotation. The use of ontologies to annotate data in the life sciences is now well established and provides a means for the semantic integration of independent datasets. Despite the availability of several species-specific ontologies for describing cellular phenotypes (e.g. the Fission Yeast Phenotype Ontology), there isn’t an appropriate infrastructure in place to support the large-scale annotation and integration of phenotypes across species and different biological domains. As part of the BioMedBridges project1, efforts are underway to integrate biological imaging datasets provided by emerging biomedical sciences research infrastructures, including Euro-BioImaging2, for the provision of cellular image data; 1 2
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BACKGROUND



There has been much work published on the development of cross-species phenotype ontologies and their benefits [6]. To date ontologies describing phenotypes exist for a host of species including mammalian phenotypes (MP; [4]), Ascomycetes (APO; [3]), S. pombe (FYPO; [2]) and C. elegans (WPO; [7]). There are also well established patterns for representing phenotypes in a species and domain independent pattern that utilise the Phenotype and Trait Ontology (PATO) [8]. These phenotype descriptions are based around the Entity-Quality model (EQ) that refers to describing a phenotype in terms of an Entity (E), from one of many given reference ontologies, such as Gene Ontology (GO), and an associated Quality (Q), from PATO [9]. For example, a “large nucleus” phenotype could be expressed in EQ using the entity term “Nucleus” [GO:0005634] from GO’s cellular component and the quality term “increased size” [PATO:0000586] from PATO. This model has been adopted by a range of model organism databases for the annotation of various phenotypes ranging from disease, anatomical and cellular phenotypes [10]. Ontology languages, such as the Web Ontology Language (OWL), allow us to express logical definitions for classes in terms of relations to other classes. We can represent EQs as logical definitions in OWL and use reasoners to infer the structure of the ontology. Highly scalable reasoners, such as ELK [11], have made it practical for ontology engineers to 3 4



http://www.infrafrontier.eu http://bbmri.eu/en_GB



26



Data driven development of a Cellular Microscopy Phenotype Ontology



fully exploit this expressivity when working with large ontologies. In the case of building phenotype ontologies, it means we can now build logical class definitions for a large number of phenotypes following the EQ pattern, and let the reasoner do the work to classify those phenotypes and infer equivalence across different phenotype ontologies. A previous effort to develop a species neutral cellular phenotype ontology (CPO) was undertaken by Hoehndorf et al. [12]. The CPO is automatically generated and includes logical class description composed from Gene Ontology (GO) and Phenotype and Trait Ontology (PATO) terms. The resulting ontology is too large to practically extend and requires a significant amount of curation and cleanup before it could be considered a community reference. An alternative data driven approach to building a cellular microscopy phenotype ontology (CMPO) was adopted for the BioMedBridges project, where data is annotated with terms from GO and PATO, and these are post-composed into stable ontology terms within CMPO.



3



BUILDING CMPO



11 imaging datasets were sourced to collect a set of candidate phenotypic descriptions for manual ontology annotation [13-22] and van Roosmalen W et al. (manuscript submitted)]. Our approach was to annotate the phenotypes with a basic EQ pattern using appropriate terms from GO and PATO. These annotations could then be used to generate new terms with logical definitions in CMPO. We developed a simple Web application called Phenotator for the data providers to submit and annotate their phenotypes using EQ. The Phenotator is built using services from the NCBO BioPortal [23] to generated simple drop down menus and autocomplete search functionality to guide the users in generating EQs with appropriate terms. Phenotator provides a feature to export the annotations as an OWL ontology. The Phenotator translation from EQ to OWL axioms is based on the subq pattern6, which can be expressed in Manchester OWL syntax as “(has_part some ( and inheres_in some ))”. This pattern is sufficient to drive the inference we need to compute the class hierarchy and is closely aligned with related efforts such as MP and FYPO. 127 phenotype descriptions from the original 11 datasets 6



http://code.google.com/p/phenotype-ontologies/wiki/OWLAxiomatization



were entered into Phenotator, together with 41 phenotypes collected from cell migration assays (Z. Kam, personal communication) and 193 phenotypes from the GenomeRNAi database [28]. The domain experts entered EQ based descriptions for a total of 201 of these phenotypes. The EQs were transformed into an OWL file that provided the basis for the new CMPO ontology. CMPO was further refined by an ontologist who worked with the domain experts to organize the top level of the ontology into biologically meaningful categories. Table 1 summarises the top-level categories and provides a description and an example of leaf term under that category. Additional meta-data such as full text descriptions, synonyms and literature references were also generated for each CMPO term. CMPO imports the GO, PATO and the Relations Ontology (RO), and can be classified in seconds with the ELK reasoner to generate an inferred classification of phenotype terms. Releases of the ontology are generated using OORT7 to obtain an inferred version of the ontology that uses MIREOT [29] to import the externally referenced classes. Each release also includes a simple OBO formatted version of the ontology. A dedicated website for CMPO exists at http://www.ebi.ac.uk/cmpo, and the ontology is released monthly on the NCBO BioPortal8 and the EMBL-EBI’s Ontology Lookup Service (OLS)9. The source file, including all the asserted axioms, are hosted on GitHub10.



4



ANNOTATING DATA WITH CMPO



Annotating new phenotype data with CMPO is possible using tools such as the NCBO annotator [25] that exploit lexical algorithms to perform matches over term labels and synonyms. These approaches work well in scenarios where the ontology terms reflect well-characterized concepts and where alternative spellings and synonyms can be easily identified and incorporated into the ontology. This can be difficult for phenotypes where multiple concepts are often brought together and require the full expressivity of natural language to accurately describe a given observation.



7
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Table 1. The CMPO top-level organization with example class and class description in Manchester OWL syntax. (Ontology abbreviations: cto = Cell Type Ontology, chebi = Chemical Entities of Biological Interest, ro = OBO relations ontology, cmpo = Cellular Microscopy Phenotype Ontology, pato = Phenotype and Trais ontology, go = Gene Ontology) CMPO top level term cellular component phenotype [cmpo:CMPO_0000259]



Description



Example Equivalent Class Description increased cilium length phenotype ro:has_part some A phenotype observation at the [cmpo:CMPO_0000133] (pato:'increased length' level of a cellular component. and (ro:inheres_in some go:cilium))



cellular process phenotype [cmpo:CMPO_0000007]



metaphase delayed phenotypes A phenotype observation at the [cmpo:CMPO_0000307] level of a cellular process.



ro:has_part some (pato:delayed and (pato:inheres_in some go:'mitotic metaphase'))



single cell phenotype [cmpo:CMPO_0000258]



star-shaped cell A phenotype observation at the [cmpo:CMPO_0000267] level of a single or whole cell



ro:has_part some (pato:'star shaped' and (ro:inheres_in some cto:cell))



molecular component phenotype A phenotype observation at the apoptotic DNA [cmpo:CMPO_0000175] level of a molecular component [cmpo:CMPO_0000262] of a cell



ro:has_part some (pato:apoptotic and (ro:inheres_in some chebi:'deoxyribonucleic acid'))



cell population [cmpo:CMPO_0000002]



ro:has_part some (pato:'has extra parts of type' and (ro:'bearer of' some cmpo:'G1 phase mitotic phenotype'))



A population of cells where one more cells in G1 or more phenotypes are ob[cmpo:CMPO_0000055] served



A phenotype ontology annotation may not accurately describe the full extend of the phenotype being observed, but instead represents a generalised or partial description. Looking at the data in Phenotator we find three kinds of ontology annotations that are summarized in Table 2. The first is where the ontology term is a reasonably accurate description of the observed phenotype. The second is where an ontology term describes part of the phenotype description, sometimes requiring multiple partial mappings, and the final category is where the ontology term is more general than the observed phenotype. Upon manual validation of the 201 observed phenotypes, 94 (47%) had a CMPO annotation that was considered semantically equivalent. A further 55 (27%) phenotypes had generalized or partial annotations to CMPO. Table 2. Different categories of phenotype annotations. Observed phenotype CMPO annotation



Annotation type



Bright nuclei



bright nuclei phenotype [CMPO_0000154]



One to one



Cell shape bipolar or elongated



elongated cell phenotype [CMPO_0000077]



Partial



Prometaphase delay/arrest



prometaphase delayed [CMPO_0000343]



Multiple partial



prometaphase arrested [CMPO_0000344 Intracellular retention decreased rate of intracellular Generalised of SH4(HASPB)-GFP protein transport phenotype [CMPO_0000346]



The use of partial, multiple and generalised ontology annotations are common in biological databases, however, this information is rarely suitable for inclusion in the source ontology and typically ends up being locked away in the source databases where data is annotated. These annotations, which are often the result of manual curation by subject experts, can be extremely valuable in supporting the automated annotation of new data. The EMBL-EBI Zooma application has been developed to specifically address these issues. Zooma can store these manually curated annotations, independently of the source database. Manually curated resources, such as ArrayExpress [26] and the GWAS catalogue [27], have amassed a large repository of “curated knowledge” on how to annotate free text to ontology terms and this data is now available in Zooma. Zooma uses this data to provide an enhanced ontology annotations service that uses annotation context and provenance to improve how predicted annotations are scored and ranked. We loaded the CMPO ontology into Zooma to assess its coverage.. Zooma reports three types of mapping. An ‘automated annotation’ is where the phenotype can be automatically annotated to a CMPO term with very high confidence. Typically an automatic annotation is only possible when Zooma has seen a manually verified example before. The second category is ‘requires curation’, which reflects the scenario where multiple potential annotations scored equally
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high and Zooma is unable to make an automatic annotation. The final category is where Zooma has no suggested annotation. Querying Zooma with the original 201 free text phenotype descriptions, we find 116 matches to the ontology, but all require curation. That is, Zooma has no evidence other than a label match to validate the annotation. In order to demonstrate the utility of Zooma 132 manually verified CMPO annotations were loaded into Zooma.. Table 3 shows the results of querying Zooma with the original 201 free text phenotypes using CMPO alone, or using a combination of CMPO and the manual annotations. The manually verified annotations provide Zooma with evidence for certain mappings so that it can predict an automated annotation with higher confidence. Table 3. Comparison of automatic annotation between Zooma using CMPO only or with the addition of manual annotations. Tool Zooma with CMPO ontology only



Automated annotation



Requires No suggestedTotal % curation annotation annotated



0



116



85



58%



67



58



72%



Zooma with CMPO 76 ontology and manually curated annotations



5



CONCLUSION



We have presented a data driven approach to developing an ontology of cellular phenotypes that was based on a set of EQ annotations collected from the domain specialists. Using a corpus of phenotypes from 11 imaging datasets we were able to annotate around 50% of the phenotypes, using EQs generated from GO and PATO terms alone. The EQs were translated into OWL axioms that were subsequently used to generate new terms in CMPO. The mappings between the raw phenotype descriptions and the CMPO terms is being exposed through Zooma to support the automated annotation of new phenotype data. Phenotator was developed to be a simple tool for capturing EQ annotations for phenotypes. Using a simple EQ alone limits the expressivity of the annotation, making it difficult to describe some of the more complex phenotypes. If we consider the phenotype, ‘Increased cytoplasmic actin’, we found an annotation in Phenotator with the EQ (‘actin filament’, ‘present in greater number in organism’), but the fact that the actin is cytoplasmic is lost in the EQ. To increase



the expressivity of the annotation in Phenotator we added a third column to capture additional modifiers to the EQ resulting in annotations like EQE2 (‘actin filament’, ‘localised’, ‘cytoplasm’). Once we introduce an additional modifier we can think of different ways to annotate the same phenotype such as EQE2 (‘cytosol’, ‘has extra parts of type’, ‘actin filament’), or ‘increased rate’ or ‘increased duration’ of the process of ‘localisation of actin to cytosol’. Getting annotators to consistently distinguish between phenotypes in terms of ‘qualities of process’ and ‘qualities of physical object’ can be difficult without additional tooling that helps to guide the annotator. Common design patterns can assist annotators in creating consistent class descriptions that will enable greater interoperability between phenotype ontologies. The Gene Ontology Consortium uses a common design pattern for creating new terms, such as ‘intracellular transport between two cellular components’, and has developed the TermGenie application16 to ensure that such patterns are applied consistently within the ontology. We plan to utilize a similar approach to support the annotators using common templates for describing certain cellular phenotypes, such as migration, organelle movement, localisation of components, etc. to improve consistency and ease the addition of new terms. One major benefit of our approach was the ability to translate the EQs into OWL axioms, that meant we could exploit the structure of existing ontologies, like GO and PATO, to automatically compute the classification of phenotypes. Classifying phenotypes with an OWL reasoner reduces the burden of having to maintain a potentially complex polyhierarchy, and classification errors can be more easily explained by decomposing the logical description, often highlighting the need for a refinement of terms in the imported ontologies. Despite the advantages of modeling in OWL, in practice it is still difficult to integrate the various phenotypes ontologies without some manual intervention. While the use of EQ in OBO ontologies is well established, there is still debate on how these should be translated into a more expressive language like OWL [24]. When we attempted to combine the OWL representation of the various ontologies together with CMPO we found that it is not straightforward to infer equivalence across the ontologies. This lack of interoperability is caused by variations in how EQs are translated into 16
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OWL and also differences in the URIs used for common OBO relationships. Many of these issues could be easily rectified by closer coordination of activities among the various cellular phenotype ontology projects. In the context of the BioMedBridges project, we want to demonstrate the power of interoperability of large scale image data sets from different biological scales to enable drug target and biomarker discovery for human diseases, focusing on cancer as an example.



annotate and share high-resolution digitalized microscope specimen slides [30]; (iii) OMERO, an open-source software and data format standards for the storage and manipulation of biological microscopy data [31]; (iv) GenomeRNAi, a database for cell-based and in vivo RNAi phenotypes, extracted from the literature, for human and Drosophila [28]; and (v) PhenoRipper, an easy to use, image analysis software package that enables rapid exploration and interpretation of microscopy data [28].



6 CMPO is being used to annotate mitotic phenotypes observed in live human cells [2], as well as cellular phenotypes from tissue microarrays of diseased tissues from both human patients and mouse models. Analysing phenotypic correlations between cellular and tissue data sets, and linking imaging data with molecular data, including the cancer genome sequence and expression data, will allow for in silico validation of the predictions and prioritization of biomarkers for validation in clinical research. In particular, we will focus on genes with a function in controlling cell cycle and cell division, as well as invasive behavior, for which comprehensive molecular and cellular datasets are available. In order to facilitate integration of independent datasets, image analysis and acquisition software should integrate CMPO so that ontologies can be used to annotate data already at the acquisition and analysis stages. The use of standards for annotating, reporting and sharing imaging data needs to be adopted by the imaging community if data is to be deposited in public repositories [1]. Since the establishment of a centralized image repository is unrealistic, due to the large size of genome-wide raw image datasets, embracing the use of ontologies for annotating imaging data now would greatly facilitate the integration of independent datasets, hosted by a network of federated repositories. CMPO has already been integrated into the MitoSys project database17 and will be integrated into the following resources and initiatives: (i) the Cellular Phenotype Database18, a repository which stores data derived from highthroughput phenotypic studies generated by the Systems Microscopy project19, providing easy access to phenotypic data and facilitating the integration of independent phenotypic studies; (ii) Webmicroscope, a complete software package for virtual microscopy, which can be used to view, 17
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FUTURE DEVELOPMENTS



Future work will focus on ensuring that the imaging community utilizes CMPO for annotating phenotypic data. For this reason, we aim at releasing a new annotation tool, with a simple Phenotator-like user interface, based on the Zooma framework described above, and that will support new term requests. Additionally, we want CMPO to be integrated in existing image annotation and analysis tools. To achieve this, we are developing autocomplete widgets that can be used to embed CMPO in existing web applications [32]. In parallel, we will continue to increase CMPO coverage; we are currently exploring the possibility of extending CMPO to describe cellular phenotypes associated with functional assays carried out in marine organisms, studied by the European Marine Biological Research Centre (EMBRC). Additionally, CMPO is being tested for the annotation of cellular phenotypes from images of pathological mouse and human tissues and will be expanded to support such annotations, as required by the users. We aim to collaborate with other reference ontologies to establish common design pattern for creating new phenotype ontology terms and ensure that such patterns are utilized consistently, enabling phenotype ontologies interoperability. Zooma is being extended to include data from more phenotype ontologies including FYPO and MP. Zooma has also been extended to include a curator interface called Corona. Users will be able to log into Corona to upload new datasets and annotate these data with relevant ontology terms.
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ABSTRACT Electronic Health Records (EHRs) contain a wealth of information useful for studying clinical phenotype-genotype relationships. Severity is important for distinguishing among phenotypes, however other severity indices classify patientlevel severity (e.g., mild vs. acute dermatitis) rather than phenotype-level severity (e.g., acne vs. myocardial infarction). We present a method for classifying severity at the phenotype-level that uses the Systemized Nomenclature of Medicine – Clinical Terms. Our method is called the Classification Approach for Extracting Severity Automatically from Electronic Health Records (CAESAR). CAESAR combines multiple severity measures – number of comorbidities, medications, procedures, cost and treatment time, and a proportional index term. Using a random forest algorithm and these severity measures as input, CAESAR differentiates between severe and mild phenotypes (sensitivity = 91.67, specificity = 77.78) when compared to a manually evaluated gold standard (k=0.716). CAESAR enables researchers to measure phenotype severity from EHRs to identify phenotypes that are important for comparative effectiveness research.



1



INTRODUCTION



Recently, the Institute of Medicine has stressed the importance of Comparative Effectiveness Research (CER) in informing physician decision-making (Sox and Greenfield 2009). As a result, many national and international organizations were formed to study clinically meaningful Health Outcomes of Interest (HOIs). This included the Observational Medical Outcomes Partnership (OMOP), which standardized HOI identification and extraction from electronic data sources for less than 50 phenotypes (Stang, Ryan et al. 2010). The Electronic Medical Records and Genomics Network (Kho, Pacheco et al. 2011) also classified some 20 phenotypes, which were used to perform Phenome-Wide Association Studies (Denny, Ritchie et al. 2010). However, a short list of phenotypes of interest remains lacking in part because of complexity in defining the term phenotype for use in EHRs and genetics (Boland, Hripcsak et al. 2013). Electronic Health Records (EHRs) contain a wealth of information for studying phenotypes including longitudinal health information from millions of patients. Extracting *
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phenotypes from EHRs involves many EHR-specific complexities including data sparseness, low data quality (Weiskopf and Weng 2013), bias (Hripcsak, Knirsch et al. 2011), and healthcare process effects (Hripcsak and Albers 2013). Many machine-learning techniques that correlate EHR phenotypes with genotypes encounter large false positive rates (Kho, Pacheco et al. 2011). Multiple hypothesis correction methods aim to reduce the false positive rate, however, these methods strongly penalize for a large phenotype selection space. A method is needed that efficiently reduces the phenotype selection space to only include those phenotypes of interest. This would reduce the number of false positives in our results and allow us to perform CER only on “important” phenotypes. Many methods have been developed for studying human phenotypes including the Human Phenotype Ontology (HPO) (Robinson, Köhler et al. 2008). The HPO contains phenotypes with at least some hereditary component, e.g., Gaucher disease. However, EHRs contain phenotypes that are recorded during the clinical encounter that are not necessarily hereditary. To capture a patient’s phenotype from EHRs, we will utilize an ontology specifically designed for phenotype representation in EHRs called the Systemized Nomenclature of Medicine – Clinical Terms (SNOMEDCT) (Stearns, Price et al. 2001; Elkin, Brown et al. 2006). SNOMED-CT captures phenotypes from EHRs, including injuries that are not included in the HPO. Robust methods are needed that address these challenges and reuse existing standards to support data sharing across institutions. This would propel our understanding of phenotypes and allow for robust CER to improve clinical care. This would also help pave the way for truly translational discoveries and allow genotype-phenotype associations to be explored for clinically important phenotypes of interest (Shah 2013). An important component when studying phenotypes is phenotype severity. Green et al. demonstrate that a patient’s disease severity at hospital admission was crucial (Green, Wintfeld et al. 1990) when analyzing phenotype severity at the patient-level. We are interested in classifying phenotypes as being severe or mild at the phenotype-level, which differs from the vast literature on patient-specific phenotype severity. Classifying severity at the phenotype-level distin-
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guishes acne as a mild condition from myocardial infarction (MI) as a severe condition. Contrastingly, patient-level severity assesses whether a given patient has a mild or severe form of a phenotype (e.g., acne). Studying phenotype severity is complex. The plethora of medical conditions is mirrored by an equally diverse set of severity indices that run the full range of medical condition complexity. For example, there is a severity index specifically designed for nail psoriasis (Rich and Scher 2003), insomnia (Bastien, Vallières et al. 2001), addiction (McLellan, Kushner et al. 1992), and even fecal incontinence (Rockwood, Church et al. 1999), to name a few. However, each of these indices focuses on classifying patients as being either a severe or mild case of a given condition (e.g., psoriasis). They do not capture the difference at the phenotypelevel. Other researchers developed methods to study patientspecific phenotype severity at the whole-body level. For example, the Severity of Illness Index assesses patient health using seven separate dimensions (Horn and Horn 1986) consisting of: 1) the stage of the principal diagnosis at time of admission; 2) complications; 3) interactions (i.e., the number of other conditions or problems that a patient has that are not related to the principal diagnosis); 4) dependency (i.e., how much patient care required that is above ordinary); 5) non-operating room procedures (i.e., looks at the type of procedures and the number of procedures performed); 6) rate of response to therapy; and 7) remission of acute symptoms directly related to admission. The Severity of Illness Index is useful for characterizing patients as severe or mild types of a given disease phenotype. However, it does not measure severity at the phenotype-level (e.g., acne vs. MI), which is required to reduce the phenotype selection space to only the most severe phenotypes for CER. In this paper, we describe the development and validation of a Classification Approach for Extracting Severity Automatically from Electronic Health Records (CAESAR). CAESAR incorporates the spirit of the Severity of Illness Index, but measures phenotype-level severity rather than patient-level severity. CAESAR was designed specifically for use with EHR-derived phenotypes.



2 2.1



MATERIALS AND METHODS Measuring Severity



EHRs differ from research databases (Huser and Cimino 2014), therefore we used five EHR-specific measures of condition severity that are related to the 7 dimensions from Horn’s patient-level severity index (Horn and Horn 1986). 2.1.1 Condition treatment time can be indicative of severity and so it was included as a severity measure. Treatment time is particularly indicative of severity for acute conditions, e.g., fractures, wounds or burns, because minor (less



severe) fractures often heal more rapidly than major factures (more severe). However, treatment time is also dependent on the chronicity of the disease, which is separate from severity. Because hospital duration time can be influenced by many factors, e.g., patients’ other comorbidities, we decided to analyze the condition treatment time. While interdependent, hospital duration time is typically a subset of the entire condition treatment time (which can include multiple hospital visits). 2.1.2 Number of comorbidities is another useful measure for assessing phenotype severity. This measure is related to item 3 of the Severity of Illness Index, which measures the number of other conditions or problems a patient has at the time of the principal diagnosis. Our EHR-specific version looks at the number of distinct comorbidities per patient with a given phenotype and then averages across all of the individuals in the database with that phenotype. This average tells us the comorbidity burden associated with a given phenotype. An example is given in Figure 1 to illustrate how the number of comorbidities, medications, and treatment time can differ by phenotype severity. Note that ‘acne’ is an atypical mild phenotype as its treatment time is longer than ‘myocardial infarction’ while most mild phenotypes have shorter treatment times. Importantly, chronicity also affects treatment time, which can negate the effect that severity has on treatment time (Figure 1). 2.1.3 Number of medications is another useful measure for assessing severity. This measure is related to the previous measure (i.e., the number of comorbidities). However, it differs because some phenotypes have a large number of medications, but also a low number of comorbidities, e.g., burn injuries. Therefore, in many cases these measures will be similar but in other important instances they will differ. 2.1.4 Number of procedures is a measure based on dimension 5 from the Severity of Illness Index. We can capture the number of procedures performed per phenotype and per patient. Taking an average across all patients in our database will yield a per phenotype average of the procedure burden. 2.1.5 Cost to treat phenotype is a commonly used metric for assessing severity (Averill, McGuire et al. 1992). The Centers for Medicare and Medicaid Services (CMS) released the billable rate for each procedure code per minute (CMS 2004). They also released the number of minutes each procedure typically requires. Combining these data allows us to calculate the billable amount for a given procedure (CMS 2004). The billable rates are from 2004 and they are for each Healthcare Common Procedure Coding System (HCPCS) code (CMS 2004). Since these data are only available for procedure codes (HCPCS codes are procedure codes) we calculated the total cost per patient using the procedures they were given. We
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determined the cost per phenotype by taking the average cost across all patients with that phenotype. Prescribed$ Medica@ons$$ Comorbidi@es$
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Fig. 1. Example Showing Differences Between EHR Manifestations of Severe (Myocardial Infarction or MI) and Mild (Acne) Phenotypes.



2.2



Measures of Phenotype Severity and E-PSI



We first calculated the proportion of each measure. The sum of the proportions (there are 5 proportions – one for each measure) was divided by the total number of proportions (i.e., five). This final value is E-PSI, namely our phenotypelevel severity index based on all 5 measures. Therefore, EPSI is a proportional index that incorporates treatment time, cost, number of medications, procedures, and comorbidities. For example the treatment time of ‘Hemoglobin SS disease with crisis’ is 1406 days. We divide this by the max treatment length of any phenotype, which is also 1406 days. This gives us the proportional treatment length of the disease or 1.00. Likewise, proportions are calculated for each of the five measures. The sum of the proportions is divided by the total number of proportions, or 5. This is E-PSI, the proportional index, for the phenotype. We used Independent Components Analysis (ICA) (Hyvärinen and Oja 2000) to visualize the relationship between E-PSI and each phenotype severity measure.



2.3



Gold Standard Development and Evaluation



2.3.1 Development of the Gold Standard involved using the Columbia University Medical Center (CUMC)’s Clinical Data Warehouse (CDW) that was transformed to the Clinical Data Model (CDM) outlined by the OMOP consortium. All low prevalence phenotypes were removed, leaving behind a set of 4,683 phenotypes (prevalence at least 0.0001). Because we are studying phenotypes manifested during the clinical encounter, we treat each distinct SNOMED-CT code as a unique phenotype. This was done because each SNOMED-CT code indicates a unique aspect of the patient state (Hripcsak and Albers 2013).



To compare results between “mild” and “severe” phenotypes, we required a gold-standard set of SNOMED-CT codes that were labeled as “mild” and “severe” that was not heavily biased towards a particular clinical subfield (e.g., oncology or nephrology). Therefore, we developed a goldstandard set of 516 phenotypes (out of the 4,683 phenotype super-set) using a set of heuristics. All malignant cancers, and accidents were labeled as “severe”, all ulcers were labeled as “mild”, all carcinomas in situ were labeled as “mild”, most labor and delivery-related phenotypes were labeled as “mild”. Since the gold standard was created manually, the final judgment was left to the ontology expert regarding labeling a given phenotype as “mild” or “severe”. 2.3.2 Evaluation of the Gold Standard required soliciting volunteers to manually evaluate a subset of the gold standard. Half of the evaluators held a Medical Degree (MD) and completed residency while the other half were graduate students with informatics training. We asked each evaluator to assign phenotypes as either mild or severe. We provided each evaluator with instructions for distinguishing between mild and severe phenotypes. For example, “severe conditions are conditions that are life-threatening (e.g., stroke is immediately life-threatening) or permanently disabling (congenital conditions are generally considered severe unless they are easily corrected). Mild conditions may still require treatment (e.g., benign neoplasms and cysts are generally considered mild and not severe as they may not require surgery).” To ascertain the confidence that each evaluator had in making their severity assessments, we asked evaluators to denote their confidence in each severity assignment using a modified Likert scale (Likert 1932) with the following 3 choices: ‘very confident’, ‘somewhat confident’ and ‘not confident’. All evaluators were provided with two coded examples and 100 randomly extracted phenotypes (from the gold standard). This evaluation set of 100 phenotypes contained 50 mild and 50 severe (labels from the gold-standard). Pair-wise agreement between each evaluator and the goldstandard was calculated using Cohen’s kappa (Cohen 1968; Revelle 2014). Overall agreement among all evaluators and the gold standard was calculated using Fleiss’s kappa (Fleiss 1971; Gamer, Lemon et al. 2013). 2.3.3 Evaluation of Measures at Capturing Severity involved comparing results from “mild” and “severe” phenotypes for each severity measure. Severity measures were not normally distributed so non-parametric measures (i.e., quartiles) were used for comparisons.



2.4



Learning Phenotype-Level Severity Classes



2.4.1 Development of Random Forest Classifier: CAESAR involved the unsupervised learning of classes by calculating a proximity matrix (Liaw and Wiener 2002). The scaled 1proximity for each data point (in this case a phenotype) was plotted (Liaw and Wiener 2002). The gold standard result
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3 3.1



RESULTS Assessment of Phenotype Severity



Severe phenotypes in general are more prevalent in EHRs because in-patient records contain “sicker” individuals when compared to the general population, which can introduce something called the Berkson bias (Westreich 2012). However, in the general population mild phenotypes are often more prevalent than severe phenotypes. For this paper, we used all phenotypes (each phenotype being a unique SNOMED-CT code) with prevalence of at least 0.0001 in our hospital database. This constituted 4,683 phenotypes. We then analyzed the distribution of each of the five measures and E-PSI among the 4,683 phenotypes. Figure 2 shows the correlation matrix among the 5 severity measures and E-PSI. Strong correlations exist between both the number of procedures and the number of medications (r=0.88), and the number of comorbidities (r=0.89). This indicates that there is a high degree of inter-relatedness between the number of procedures and the other severity measures. Cost was calculated using HCPCS codes alone, whereas the number of procedures measure includes both HCPCS and ICD-9 procedure codes as defined in the OMOP CDM. Because cost was calculated using only HCPCS codes, the correlation between cost and the number of procedures was only 0.63. Phenotype measures were increased for more severe phenotypes. This could be useful for severity-based subtyping. For



example, ‘acute myocardial infarction’ had a greater number of medications (44 vs. 38), comorbidities (35 vs. 32), and a longer treatment time (116 days vs. 34 days) than ‘myocardial infarction’. Therefore, severity measures could be useful for distinguishing among subtypes of a given phenotype. 0.2
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was then overlaid on top to determine if there was any significant clustering based on a phenotype’s class (in this case severe or mild). Clusters of severe and mild phenotypes can be used to set demarcation points for labeling a phenotype. Using the proximity matrix also allows for discrimination among levels of severity, in addition to the binary classification of severe vs. mild. We used the randomForest package in R for calculations (Breiman, Cutler et al. 2012) and we used 1000 trees in our model. The random forest classifier, or CAESAR, takes all 5 severity measures and E-PSI (the proportional index term) as input for the model. 2.4.2 Evaluation of Random Forest Classifier: CAESAR was performed using the 516-phenotype gold standard. Sensitivity and specificity were used to assess CAESAR’s performance. The class error for severe and mild were measured using the randomForest package (Breiman, Cutler et al. 2012). The randomForest algorithm uses the Gini index to measure node impurity for classification trees. The Gini impurity measure sums the probability of an item being chosen times the probability of misclassifying that item. We can assess the importance of each variable (i.e., the 5 measures and E-PSI) included in CAESAR by looking at the mean decrease in Gini. Variables with larger decreases in Gini are more important to include in CAESAR for accurate prediction.
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Fig. 2. Severity Measure Correlation Matrix. Histograms of each severity measure shown (along the diagonal) with pairwise correlation graphs (lower triangle) and correlation coefficients and pvalues (upper triangle).



3.2



E-PSI versus Other Severity Measures



We performed ICA on a data frame containing each of the five severity measures and E-PSI. The result is shown in Figure 3 with phenotypes colored by increasing E-PSI score and size denoting cost. Notice that phenotype cost is not directly related to the E-PSI score. Also phenotypes with higher E-PSI seem to be more severe (Figure 3). For example, ‘complication of transplanted heart’, a severe phenotype, had a high E-PSI score (and high cost). Phenotypes can be ranked differently depending on the severity measure used. To illustrate this, we ranked the phenotypes using E-PSI, cost, and treatment length and extracted the top 10 given in Table 1. When ranked by E-PSI and cost, transplant complication phenotypes appeared (4/10 phenotypes), which are generally considered to be highly severe. However, the top 10 phenotypes when ranked by treatment time were also highly severe phenotypes, e.g., HIV and sickle cell. An ideal approach would combine multiple severity measures into one classifier. ‘Complication of transplanted heart’ appears in the top 10 phenotypes when ranked by all three-severity measures (highlighted in red in Table 1). This is particularly interesting because this particular phenotype is both a complication
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3.3.1 Development of the Gold Standard severe and mild −7.5 SNOMED-CT −3 −2 −1 0codes 1 2 3 involved 4 5 6 7 8 using 9 10 11 12a13set 14 15of 16 heuristics with Independent Component No. 1 medical guidance. Phenotypes were considered severe if they were life threatening (e.g., ‘stroke’) or permanently disabling (e.g., ‘spina bifida’). In general, congenital phenotypes were considered severe unless easily correctable. Phenotypes were considered mild if they require treatment that was either routine or non-surgical (e.g., ‘throat soreness’). Several heuristics were used: 1) all benign neoplasms were labeled as mild; 2) all malignant neoplasms were labeled as severe; 3) all ulcers were labeled as mild; 4) common symptoms and conditions that are generally of a mild nature (e.g., ‘single live birth’, ‘throat soreness’, ‘vomiting’) were labeled as mild; 5) phenotypes that were known to be severe (e.g., ‘myocardial infarction’, ‘stroke’, ‘cerebral palsy’) were labeled as severe. The ultimate determination was left to the ontology expert for determining the final classification of severe and mild phenotypes. The ontology expert consulted with medical experts when deemed appropriate. The final gold standard consisted of 516 SNOMED-CT phenotypes (of the 4,683 phenotypes). In the gold standard, 372 phenotypes were labeled as mild and 144 were labeled as severe. ●
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Table 1. Top 10 Phenotypes Ranked By Severity Measure
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3.3.2 Evaluation of the Gold Standard was performed using volunteers from the Department of Biomedical Informatics at CUMC. Seven volunteers evaluated the gold standard including three MDs with residency training, three graduate students with informatics experience and one post-doc (nonMD). Compensation was commensurate with experience (post-docs received $15 and graduate students received $10 Starbucks gift cards). We excluded two evaluations from our analyses: one because the evaluator had great difficulty with the medical terminology, and the second because the evaluator failed to use the drop-down menu provided as part of the evaluation. We calculated the Fleiss kappa for inter-rater agreement among the remaining 5 evaluations and found evaluator agreement was high (k=0.716). The individual results for agreement between each evaluator and the gold standard were kappa equal to 0.66, 0.68, 0.70, 0.74, and 0.80. Overall, evaluator agreement (k=0.716) was sufficient for comparing two groups (i.e., mild and severe). 3.3.3 Evaluation of Measures at Capturing Severity was performed by comparing the distributions of all 6 measures between severe and mild phenotypes in our 516-phenotype gold standard. Results are shown in Figure 4. Increases were observed for severe phenotypes across all measures. We performed the Wilcoxon Rank Sum Test to assess significance of the differences between severe vs. mild phenotypes shown in Figure 4. The p-values for each comparison were 
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the suicide cut/stab) or because the severity information may be contained in unstructured EHR data elements (as could be the case with allergies). Error Rates for Random Forest Classification
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Unsupervised Learning of Severity Classes



3.4.1 Development of Random Forest Classifier: CAESAR used an unsupervised random forest algorithm (randomForest package in R) that required E-PSI and all 5-severity measures as input. We ran CAESAR on all 4,683 phenotypes and then used the 516-phenotype gold standard to measure the accuracy of the classifier. CAESAR achieved a sensitivity = 91.67 and specificity = 77.78 indicating that it was able to discriminate between severe and mild phenotypes. CAESAR was able to detect mild phenotypes better than severe phenotypes as shown in Figure 5. The Mean Decrease in Gini (MDG) measured the importance of each severity measure in CAESAR. The most important measure was the number of medications (MDG=54.83) followed by E-PSI (MDG=40.40) and the number of comorbidities (MDG=30.92). Cost was the least important measure (MDG=24.35). 3.4.2 Evaluation of the Random Forest Classifier: CAESAR used all 5,684 phenotypes plotted on the scaled 1-proximity for each phenotype (Liaw and Wiener 2002). Each phenotype that was not in the gold standard was colored gray in Figure 6 and severe or mild phenotypes (from the goldstandard) are colored either red or pink respectively. Three phenotypes are in the “mild” space (lower left) of the random forest model (Figure 6). These phenotypes are ‘allergy to peanuts’, ‘suicide-cut/stab’, and ‘motor vehicle traffic accident involving collision between motor vehicle and animal-drawn vehicle, driver of motor vehicle injured’. These phenotypes are probably misclassified because they are ambiguous (in the case of the motor vehicle accident, and



100



200



300



400



500



trees



Fig. 5. CAESAR Error Rates.



Using the proximity matrix also allows further discrimination among severity levels beyond the binary mild vs. severe classification. Phenotypes with ambiguous severity classifications appear in the middle of Figure 6. To identify highly severe phenotypes, we can focus only on phenotypes contained in the lower right hand portion of Figure 6. This reduces the phenotype selection space from 4,683 to 1,395 All 4,683 Conditions 516(~70% Conditions in Manually Derived Gold Standard phenotypes reduction). 0.4



Fig. 4. Differences in Severity Measures and E-PSI for Mild vs. Severe Phenotypes.
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Fig. 6. Classification Result from CAESAR showing all 4,683 phenotypes (gray) with severe (red) and mild (pink) phenotype labels from the gold standard.
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DISCUSSION



Using the patient-specific severity index as a backbone (Horn and Horn 1986), we identified five measures of EHRspecific phenotype severity that we used in CAESAR. Phenotype-level severity differs from patient-level severity because it is an attribute of the phenotype itself and can be used to rank phenotypes. Using CAESAR, we were able to reduce our 4,683-phenotype set (starting point) to 1,395 phenotypes with high severity and prevalence (at least 0.0001). Severe phenotypes are more interesting to study for CER because they are important for public health. Patientlevel severity indices are insufficient for our purpose as they classify a given patient as having a mild or severe form of a particular phenotype (e.g., acne) and they do not measure the relatedness among phenotypes in terms of their severity. CAESAR uses an integrated severity measure approach, which is better than using any of the other measures alone, e.g., cost, as each severity measure has its own specific bias. It is well known that cosmetic procedures, which by definition treat mild phenotypes, are high in cost. If cost is used as a proxy for severity it could introduce many biases towards phenotypes that require cosmetic procedures (e.g., crooked nose) that are of little importance to public health. Also some cancers are high in cost but low in mortality (and therefore severity), a good example being non-melanoma skin cancer (Housman, Feldman et al.). Therefore, by including multiple severity measures in CAESAR we have developed a method that is robust to these types of biases. Another interesting finding was that cancer-screening codes tend to be classified as severe phenotypes by CAESAR even though they were generally considered as mild in the gold standard. The probable cause for this is that screening codes, e.g., ‘screening for malignant neoplasm of respiratory tract’, are generally only assigned by physicians when cancer is one of the differential diagnoses. In this particular situation the screening code, while not an indicator of the disease itself, is indicative of the patient being in an abnormal state with some symptoms of neoplastic presence. Although not diagnoses, screening codes are indicative of a particular manifestation of the patient state, and therefore can be considered as phenotypes. This finding is also an artifact of the EHR, which records the patient state, which does not always correlate with the “true” phenotype (Hripcsak and Albers 2013). Importantly, CAESAR may be useful for distinguishing among subtypes of a given phenotype if one of the characteristics of a subtype involves severity. For example, the severity of Gaucher disease subtypes is very difficult to capture at the patient-level (Di Rocco, Giona et al. 2008). This rare phenotype would benefit greatly from study using EHRs where there is an abundance of patient data. Using CAESAR may help in capturing the phenotype-level severity aspect of this rare phenotype, which would help propel



the utility of using EHRs to study rare phenotypes (Holmes, Hawson et al. 2011) by providing accurate severity-based subtyping. There are several limitations to this work. The first is that we used CUMC data when calculating four of the severity measures. Because we used only one institution’s data, we have an institution-specific bias. However, since CAESAR was designed using the OMOP CDM, it is portable for use at other institutions that conform to the OMOP CDM. The second limitation is that we did not use clinical notes to assess severity. Some phenotypes, e.g., ‘allergy to peanuts’, may be mentioned more often in notes than in structured data elements. For such phenotypes, CAESAR would under estimate their severity. The third limitation is that we only used procedure codes to determine phenotype cost. Therefore, phenotypes that do not require procedures will appear as low cost phenotypes even though they may have other costs, e.g., medications. Future work involves investigating the inter-relatedness of our severity measures and determining the temporal factors that affect these dependencies. We also plan to investigate the inter-dependency of phenotypes (e.g., ‘blurred vision’ is a symptom of ‘stroke’, but both are treated as separate phenotypes) and determine the utility of our severity measures for distinguishing between phenotypes and their subtypes.



5



CONCLUSION



This paper presents CAESAR: a Classification Approach for Extracting Severity Automatically from electronic health Records. CAESAR uses several known measures of severity: cost, treatment time, number of comorbidities, medications, and procedures per phenotype, and a proportional index term (E-PSI). CAESAR uses a random forest algorithm to classify every phenotype as either mild or severe. Using a gold standard that was validated by medical experts (k=0.716), we found that CAESAR achieved a sensitivity of 91.67 and specificity of 77.78 for severity detection. CAESAR reduced our 4,683-phenotype set (starting point) to 1,395 phenotypes with high severity. By characterizing phenotype-level severity using CAESAR, we can identify phenotypes worthy of study from EHRs that are of particular importance for CER and public health.
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Coverage of Phenotypes in Standard Terminologies Rainer Winnenburg and Olivier Bodenreider* National Library of Medicine, Bethesda, Maryland, USA



ABSTRACT Objective: To assess the coverage of the Human Phenotype Ontology (HPO) phenotypes in standard terminologies. Methods: We map HPO terms to the UMLS and its source terminologies and compare these lexical mappings to HPO cross-references. Results: Coverage of HPO classes in UMLS is 54% and 30% in SNOMED CT. Lexical mappings largely outnumber cross-references. Conclusions: Our approach can support the development of cross-references to standard terminologies in HPO. Supplementary file: Our mapping to UMLS is available at: http://mor.nlm.nih.gov/pubs/supp/2014-biolink_phenotype-rw/index.html



1



INTRODUCTION



While the past decades have seen unprecedented efforts directed towards genotyping, parallel efforts are required on the side of phenotyping in order to understand how genetic variation relates to clinical manifestations (Hennekam and Biesecker, 2012). Coarse phenotyping has been shown to be useful for some purposes and the potential of using phenotypes based on electronic health record (EHR) data for genomic studies has been demonstrated (e.g., Newton, et al., 2013). However, the study of rare syndromes will likely require detailed phenotyping. Efforts such as PhenX (Hamilton, et al., 2011) are underway to facilitate the adoption of standards for phenotyping across domains, in particular for use in genome-wide association studies (GWAS). However, resources for phenotyping tend to vary between clinical data repositories used for translational research and in healthcare settings. For example, while somewhat overlapping, the Human Phenotype Ontology (HPO) used for annotation of research data and SNOMED CT used in EHRs are not developed in a coordinated fashion and are only partially interoperable. The main objective of this work is to assess the coverage of (fine-grained) phenotypes in standard terminologies. More specifically, we study the extent to which phenotypes from HPO are covered in the UMLS and its source vocabularies, including SNOMED CT and MeSH. A secondary objective is to compare the cross-references to standard terminologies provided by HPO to mappings of HPO terms to and through the UMLS.
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2 2.1



BACKGROUND Resources



HPO. The Human Phenotype Ontology (HPO) is an ontology of phenotypic abnormalities developed collaboratively and used for the annotation of databases such as OMIM (Online Mendelian inheritance in Man), Orphanet (knowledge base about rare diseases), and DECIPHER (RNAi screening project) (Kohler, et al., 2014). The current version of HPO contains 10,491 classes and 16,414 names for phenotypes, including 5,923 exact synonyms in addition to one preferred term for each class. HPO also provides a rich set of cross-references to standard terminologies such as the UMLS, MeSH and SNOMED CT (see below). Additionally, HPO distributes a database of annotations for over 7,000 human hereditary syndromes in reference to HPO classes. However, because this investigation focuses on phenotype terms, only the ontology part of HPO is used here. The version of HPO used in this investigation is the (stable) OWL version downloaded on April 16, 2014 from the HPO website (http://www.human-phenotypeontology.org/). UMLS. The Unified Medical Language System (UMLS) is a terminology integration system developed by the U.S. National Library of Medicine (Bodenreider, 2004). The UMLS Metathesaurus integrates many standard biomedical terminologies, including SNOMED CT, the Medical Subject Headings (MeSH), several versions of the International Classification of Diseases, the Medical Dictionary for Regulatory Activities (MedDRA), as well as several nursing terminologies and consumer health vocabularies. Although the UMLS does not currently integrate HPO, it is expected to provide a reasonable coverage of phenotypes through its source vocabularies. In the UMLS Metathesaurus, synonymous terms from various sources are assigned the same concept unique identifier, creating a mapping among these source vocabularies. Terminology services provided for the UMLS support the lexical mapping of terms to UMLS concepts. Additionally, each UMLS is assigned at least one semantic type from the UMLS Semantic Network. These semantic types are clustered into Semantic Groups, which provide a partition of the 3 million UMLS concepts into 15 broad domains, including Disorders, Anatomy and Genes & Molecular Sequences. The 2013AB version of the UMLS is used in this work.
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2.2



Related work



HPO has been studied mostly for its applications (e.g., cross-species analysis of phenotypes (Robinson and Webber, 2014)). Besides, researchers have investigated the representation of phenotypes through pre- and postcoordinated terms (Oellrich, et al., 2013). However, except for the integration of HPO into the Health Terminology/Ontology Portal (HeTOP) (Grosjean, et al., 2013), relatively little attention has been devoted to the terminological characteristics of HPO and to the representation of phenotypes in standard terminologies. While the coverage of specific subdomains of medicine has been studied (e.g., Chute, et al., 1996; Kim, et al., 2006), to the best of our knowledge, this investigation is the first one to focus on phenotypes in standard terminologies. The specific contribution of this work is to investigate the coverage of HPO phenotypes in standard terminologies and to propose approaches for increased operability between terminological resources.



3



MATERIALS AND METHODS



Our approach to assessing the coverage of HPO phenotypes in standard terminologies can be summarized as follows. We start by extracting HPO terms and cross-references from the OWL file. We map HPO terms to the UMLS, and through UMLS concepts, to concepts from the source vocabularies in the UMLS, including SNOMED CT and MeSH, and assess the proportion of HPO classes represented in each source. Finally, we compare the cross-references to UMLS provided by HPO to the lexical mappings of HPO terms to UMLS concepts. Similarly, we compare the crossreferences to standard terminologies provided by HPO to the mappings derived through the UMLS.



3.1



Extracting HPO terms and cross-references



For each HPO class, we extracted its identifier (oboInOwl:id), along with all preferred terms (rdfs:label) and synonyms (oboInOwl:hasExactSynonym). Synonyms other than “exact synonyms” were not extracted. We also extracted the cross references of HPO classes to UMLS and standard terminologies (oboInOwl:hasDbXref). For example, the class identified by HP:0003419 has Low back pain as its preferred term, has Lower back pain as an exact synonym, and has cross-references to UMLS (C0024031) and MeSH (D017116). In this work, we ignore the crossreferences that are not in the OWL file.



3.2



Lexical mapping of HPO terms to UMLS



We map each HPO term, preferred term or synonym, to the UMLS using increasingly aggressive methods, namely exact match (case insensitive) and normalization. Normalization abstracts away from minor differences in terms, including case, punctuation, inflectional variants (e.g., singular vs.



plural), and stop words. It also ignores word order. For example, the term Low back pain maps to UMLS concept C0024031 through an exact match. (Although not used in this mapping, the normalized form of Low back pain would be “back low pain”.) We consider as lexical mappings for a given HPO class the set of UMLS concepts obtained from the mapping of each term in the class (preferred term and synonyms). Here, the synonym Lower back pain also maps to C0024031, so there is only one UMLS concept mapped to for the HPO class HP:0003419. In order to avoid false positive mappings, we add semantic restrictions to the mapping. More specifically, we ignore mappings to UMLS semantic groups other than Disorders, Anatomy, Phenomena and Physiology. While most phenotypes are expected to map to concepts from the Disorders group (including signs and symptoms, in addition to diseases and syndromes), we also allow mappings to these other semantic groups to cover, for example, anatomical structures, whose pathological persistence can correspond to a phenotype (e.g., Ductus arteriosus). The semantic constraints prevent the mapping of some HPO terms to a gene name, when the gene name matches the name of the phenotype (e.g., the HPO class Insulin resistance (HP:0000855) maps to two UMLS concepts, one for the pathologic function, i.e., a phenotype, the other corresponding to an allelic variant, i.e., a genotype. The mapping to the latter is ignored through semantic filtering.)



3.3



Deriving mappings to standard terminologies through UMLS



Through the mapping to a UMLS concept, we can derive a mapping to the vocabularies integrated in the UMLS, more precisely to those vocabularies, whose terms have been found synonymous with Low back pain and assigned the same identifier C0024031. Such terms include Low Back Pain from MeSH (D017116), Low back pain from MedDRA (10024891), and Low back pain from SNOMED CT (279039007), among others.



3.4



Assessing the coverage of HPO phenotypes in UMLS and standard terminologies



In order to assess the coverage of HPO phenotypes in the UMLS and standard terminologies, we simply compute the proportion of HPO classes for which we find a crossreference provided by HPO or a lexical mapping to or through the UMLS.



3.5



Comparing HPO cross-references to lexical mappings to and through UMLS



Having extracted the cross-references provided by HPO for a given class and mapped all terms for this class to the UMLS, we can compare the set of identifiers obtained with each method for a given target. For example, the HPO class HP:0003419 maps to the same UMLS concept (C0024031)
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through both cross-references and lexical mapping. Similarly, HPO provides a cross-reference to the MeSH descriptor D017116, which happens to be the same MeSH descriptor to which a mapping can be derived through UMLS. However, a mapping to MedDRA (10024891) and to SNOMED CT (279039007) can also be established through the UMLS, whereas no cross-reference is provided by HPO (in the OWL file) to these target terminologies. For each HPO class, we compare the set of target concepts (to UMLS or any of the standard terminologies under investigation), obtained through the cross-references provided by HPO, to the lexical mappings to the UMLS and to standard terminologies through the UMLS. In addition to the terminologies targeted by HPO cross-references, we also explore a variety of source vocabularies in the UMLS, including clinical vocabularies, nursing vocabularies and consumer health vocabularies, in order to assess whether phenotypes can be annotated with these resources in clinical repositories and in consumer health information sources.



4 4.1



RESULTS Coverage of HPO phenotypes



We extracted for 10,491 HPO phenotypes (classes) their preferred terms and 5,923 synonyms and mapped them to UMLS concepts. In total, some cross-reference or lexical mapping to UMLS was found for 5,858 HPO classes (56%). In a second step, we used the lexical mappings to UMLS we identified for 5,650 HPO classes (54%) to derive mappings to concepts from several source vocabularies in the UMLS. Through these UMLS concepts, 3,116 classes (30%) mapped to SNOMED CT concepts and 1,970 (19%) to MeSH descriptors and supplementary concepts (see Table 1). Finally, for 4,633 HPO classes (44%), there are neither cross-references nor lexical mappings to UMLS. Differences in the representation of phenotypes across sources are sometimes responsible for the failure to link HPO classes to standard terminologies. For example, the class Third toe clinodactyly has no correspondence in any UMLS source vocabulary, because a similar notion is represented there as 3rd-4th toe clinodactyly (C1858040).



4.2



Cross-references vs. lexical mappings



We compared the cross-references to UMLS provided by HPO to the lexical mappings of HPO terms to UMLS concepts. While HPO provides cross-references to the UMLS for 36% of their classes, we were able to identify lexical mappings for 54% of the classes. As shown in Figure 1, the coverage provided by lexical mappings is systematically and often largely (e.g., SNOMED CT) superior to that of the HPO cross-references. The various types of differences observed between HPO cross-references and lexical mappings to UMLS concepts are presented in Table 1. The largest category (38%) corre-



sponds to HPO phenotypes with identical sets of UMLS concepts through cross-references and lexical mappings. An example form this category is the HPO class Low back pain as (HP:0003419) presented earlier. Phenotype classes for which lexical mappings were obtained but for which no cross-references are provided in HPO represent 36% of the cases. For example, HPO does not provide a cross-reference for the phenotype Subcutaneous hemorrhage, for which the lexical mapping obtains Haemorrhage subcutaneous (C0854107). Conversely, our method failed to obtain lexical mappings for 168 classes (3%) with cross-references in HPO. For example, because of terminological variation beyond what is absorbed by normalization, no lexical mapping is identified for the HPO term Increased circulating cortisol level, while a cross-reference to Serum cortisol increased (C0241003) is provided by HPO. Similarly, we compared the cross-references to standard terminologies provided by HPO to those derived through the UMLS. In Table 2 we present the comparison for MeSH. By and large, the lexical mappings are either identical to the cross-references provided in HPO (for 46% of HPO classes) or they supplement the cross-references to MeSH (48%). Table 1. Relations between HPO classes and UMLS concepts HPO classes to UMLS concepts Classes with identical sets of UMLS concepts crossreferenced in HPO and through lexical mapping Classes with identical sets of UMLS concepts (each UMLS concept from the cross-references set is identical to or hierarchically related to a UMLS concept in the lexical mapping set) Classes with additional UMLS concepts in the crossreferences set only Classes with additional UMLS concepts in the lexical mapping set only Classes with additional UMLS concepts in both the HPO cross-references and the lexical mapping set Classes with cross-references only (no lexical mappings)



#



%



2206



37.7



189



3.2



84



1.4



976



16.7



117



2.0



168



2.9



Classes with lexical mappings only (no cross-references)



2118



36.2



Total number of classes related to UMLS concepts



5858



100.0



Table 2. Relations between HPO classes and MeSH descriptors and supplementary concepts (“MeSH terms”) HPO classes to MeSH terms Classes with identical sets of MeSH terms crossreferenced in HPO and through lexical mapping Classes with identical sets of MeSH terms (each MeSH term from the cross-references set is identical to or hierarchically related to a MeSH terms in the lexical mapping set) Classes with additional MeSH terms in the crossreferences set only Classes with additional MeSH terms in the lexical mapping set only Classes with additional MeSH terms in both the HPO cross-references and the lexical mapping set Classes with cross-references only (no lexical mappings)



#



%



922



46.2



51



2.6



0



0.0



32



1.6



3



0.2



24



1.2



Classes with lexical mappings only (no cross-references)



963



48.3



Total number of classes related to MeSH terms



1995



100.0
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Coverage of HPO phenotypes



The coverage of HPO phenotypes in the UMLS as a whole is 54% and is only 30% in the best individual standard terminology, SNOMED CT. This proportion is likely to be insufficient for fine-grained phenotyping in EHR data. In contrast to nursing vocabularies, consumer health vocabularies show a relatively high coverage of phenotypes. This suggests that they could be used to annotate phenotypes in consumer health information resources.



5.2



Cross-references vs. lexical mappings



Overall, as shown in Figure 1 (light gray bars), HPO provides cross-references for a limited proportion of its classes. The lexical mapping to and through UMLS provides systematically and largely more links to concepts in standard terminologies, demonstrating the potential of our approach for increasing the interoperability between resources. Moreover, we noted the presence of 127 cross-references to obsolete UMLS concepts, which reflects a maintenance issue.



5.3



Limitations and future work



The analysis presented here is essentially quantitative. A detailed qualitative analysis should be performed in order to investigate terminological variants and differences in concept representation. Another limitation is that, except for semantic filtering, no validation of the lexical mappings was performed. Finally, the cross-references to MedDRA provided in an ancillary file should also be considered.
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Figure 1. Coverage of HPO phenotypes in the UMLS and in standard terminologies through lexical mappings (dark gray) and cross-references provided in HPO (light gray).
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1



INTRODUCTION



Semantic phenotyping has been shown to be an effective means to aid variant prioritization and characterization by comparison to both known Mendelian diseases and across species with animal models (Robinson et al 2013). This process, whereby symptoms and characteristic phenotypic findings are curated with species-specific ontology terms, has generated a baseline set of diseasephenotype descriptions for more than 7,000 Mendelian diseases (Kohler et al 2014a) as well as many thousands of descriptions of additional animal models. By leveraging the knowledge encoded in the ontology graph and methods drawn from information theory, similarities can be computed between any two sets of phenotype descriptions (Washington et al 2009). This very powerful technique has the potential to be used for disease diagnosis, particularly for novel and rare diseases when the underlying genetic cause is unknown. The robustness of semantic similarity methods is heavily dependent on the quality of both the knowledgebase as well as the phenotype profile being studied. Therefore, capturing the highestquality phenotypic profiles is necessary. Until now, these phenotypic profiles have been typically captured by specialized curators, but as we want to move this technique into the diagnostic setting it will need to move into a physician’s hands. This process of acquiring structured phenotype annotations for individual patients may seem daunting and unnecessarily complex for physicians with high demands on their time. Annotation tools such as Phenotips (Girdea et al 2013) greatly facilitate recording rigorous phenotype annotations in the clinic, but don’t themselves provide guidance about what constitutes annotations sufficient for comparative phenotype analysis. Since clinicians are not used to providing structured phenotype data, it is necessary to provide a measurement of how a given patient



phenotype profile compares against the corpus of available genotype-phenotype annotations, including that of known diseases, animal models, and other patients in the system. A metric to gauge overall complexity and diagnostic capability of a phenotype profile generated in this way would greatly enhance the ability to use structured phenotyping in the clinical setting for comparative analysis. Conversely, such a metric can also be utilized in the context of any systematic model organism phenotyping efforts. Here, we present a method to assess the sufficiency of a phenotype profile, by investigating the necessary and sufficient information characteristics required to identify disease similarity based on phenotypes alone. This scoring method is being provided as a REST service through the Monarch Initiative API. 2 2.1



METHODS. Data and Ontologies



Data and ontologies for analysis were downloaded on 2014-03-23. Human disease-phenotype annotations were obtained from http://humanphenotype-ontology.org, and treated as our “gold standard” set, which contained annotations for approx. 7,500 diseases. Mouse genotypephenotype annotations were obtained from MGI (www.informatics.jax.org). Zebrafish genotypephenotype annotations were obtained from ZFIN (www.zfin.org). All annotation data, preformatted for use in OWLSim, is available for download1. This data is also regularly updated in the Monarch Initiative website and services. We used the Human Phenotype Ontology (HP) (http://purl.obolibrary.org/obo/hp.obo) in pairwise comparisons of diseases in this study, and the integrated phenotype ontology for multi-species analysis (Kohler S. et al 2014b), which includes the HP, the mouse phenotype ontology (MP), and 1



http://code.google.com/p/phenotype-ontologies/
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a zebrafish phenotype ontology (ZP) derived from the post-composed Entity-Quality annotations used by ZFIN (derived from the Zebrafish Anatomy and PATO quality ontologies). 2.2



Derived Disease Profiles



We generated new disease profiles derived from the set of disease-phenotype profiles described above. Briefly, one or more synthetic disease profiles D’ was created for each disease D by removing, replacing, or altering phenotypes in the profile. These were generated in several ways: removing entire phenotypic categories (Method 2.3), replacing some or all annotations with lessspecific superclass(es), or choosing random subsets. For any given derived disease, a set of controls were generated in parallel in order to assess any significant difference in similarity score between the derived disease and the original parent disease. For category-depletion derived diseases, we used only those diseases were there was >1 annotated category. 2.3



Categorical classifiers



We used the 1st degree subclasses in the upper level of the HP (typically divisions based on anatomical systems) to assess the role of broad phenotypic categories in the specificity of a profile. The 20 classes are listed in Table 1. Table 1 Classes used to assess the role of broad phenotypic categories. The HPO identifier and abbreviated label is shown. Category abdomen blood breast cardiovascular connective tissue ear endocrine eye genitourinary growth head/neck immune integument metabolism musculature neoplasm nervous system prenatal respiratory skeletal



2.4



ID HP:0001438 HP:0001871 HP:0000769 HP:0001626 HP:0003549 HP:0000598 HP:0000818 HP:0000478 HP:0000119 HP:0001507 HP:0000152 HP:0010987 HP:0001574 HP:0001939 HP:0003011 HP:0002664 HP:0000707 HP:0001197 HP:0002086 HP:0000924



ontological entities to be compared against one or more other sets. Briefly, the HP and diseasephenotype associations were loaded and Information Content (IC) scores generated for each class based on the frequency of annotations (directly or inferred). Similarity scores were computed using OWLSim, as described in Smedley et al (2013), between the derived diseases (both cases and controls) and all diseases in the set. Receiver Operator Characteristic (ROC) analysis was performed using the R ROCR package (rocr.bioinf.mpi-sb.mpg.de/) to assess the precision/recall of derived disease profiles when compared against their parent diseases. 2.5



Profile scores



Scores for any phenotype profile can be obtained via REST services, described in our documentation at monarchinitiative.org . We utilized IC measurements to generate scored annotation profiles for all diseases in our corpus of annotations. We generate three scores for an annotation profile as follows. A simple score is calculated to assess the richness (measured by sumIC) and depth/strength (measured by maxIC and meanIC) of a profile as compared to all other annotated profiles (diseases or genes), without regard to the underlying shape of the ontology. The simple score is calculated using all phenotypes in the profile (where D is an alias for it’s set of phenotypes P1..n. Here, α, β, and γ coefficients were chosen to independently weigh the effects of sumIC, maxIC, and meanIC, respectively (where α+β+γ=1). This results in a score in the range of (0..1). Our initial implementation weighs each factor equally. simple _ score(D) = α



+γ



€



Similarity methods



All similarity comparisons were performed using OWLSim (owlsim.org), which enables a set of



sumIC (D) mean(sumIC (D1..n ))



+β



max IC (D) mean(max IC (D1..n ))



meanIC (D) mean(meanIC (D1..n ))



We can account for the shape of the ontology by assessing scores based on high-level categories in the ontology. A categorical score can be calculated using a similar formula to the simple score, but by taking the subset of phenotypes that are subclasses of a single phenotype category, and scaled using the mean obtained only from diseases with annotations to that category. The overall categorical score for a profile is averaged for all c categories (in our initial tests, there are c=20 categories as described above). We do not yet
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Figure 1. Illustration of original and derived diseasephenotype profiles for Schwartz-Jampel Syndrome, Type I. (A) Original phenotype profile with color-coded phenotype categories. (B) Derived phenotype profile with all skeletal phenotypes (n=4) removed. (C) A set of control profiles created by random removal of n annotations. (Only a subset of phenotypes is indicated for illustrative purposes.)



correct for phenotype classes that are subclasses of multiple categories (asserted or inferred). c



∑ simple _ score _ per _ category(D) categorical _ score(D) =



€



1



number _ of _ categories



We calculate a scaled score per profile by incorporating the categorical score in a weighted formula, with the initial δ=0.25: scaled _ score(D) = (1 − δ )(simple _ score(D)) +δ (categorical _ score(D))



The Monarch Initiative REST services currently use the α,β,γ,δ coefficients presented here. 3



€



RESULTS & DISCUSSION



To explore the creation of metrics to evaluate the sufficiency of a phenotype profile, we first integrated and analyzed semantically curated phenotypic characteristics and their properties of more than 7,500 genetic diseases from OMIM, Decipher, and Orphanet, together with a catalog of approximately 47,000 mouse and 14,000 zebrafish genotypes with curated phenotypes from MGI and ZFIN, respectively. In order to approximate sub-optimal and/or more-general patient profiles that might be obtained in the clinic, we created a synthetic series of disease-phenotype profiles derived and permuted from the known disease profiles. These derived profiles were compared to all known dis-



eases (including the original “parent” disease) using OWLSim in order to obtain a similarity score and rank. Furthermore, for any derived profile we create a set of control profiles to test for significance of similarity score changes. This method is illustrated in Figure 1 for Schwartz-Jampel Syndrome (OMIM:255800). In order to test the influence of skeletal phenotypes in the phenotype profile (Figure 1A), we created a derived disease by removing all skeletal phenotypes (Figure 1B) from the phenotype set, together with a set of controls where an equivalent number of random nonskeletal phenotypes were removed (Figure 1C). These derived phenotype profiles were then compared to the entire corpus of diseases, including the parent disease. In this example, removing all skeletal phenotypes resulted in a similarity score of 86% when compared to the original disease, as opposed to the controls, which were significantly more similar (with 91+/- 0.78% similarity). This suggests that, for this disease, skeletal phenotypes are significantly more influential compared to random. This result makes intuitive sense because skeletal phenotypes comprise 40% of the phenotypic profile for Schwartz-Jampel Syndrome, and removing them would appear to present a very different disease. However, when compared to all other known diseases, the skeletal-depleted derived disease profile is still more
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Figure 2. ROC curve indicates robustness of the OWLSim similarity algorithm when entire phenotypic categories were removed. ROCR was performed using similarity scores comparing all derived diseases with all other original disease phenotype profiles. A comparison was classified true if a derived disease was compared to it’s parent disease, otherwise it was false. These were grouped into bins and plotted according to the category of phenotypes that was depleted in the derived diseases. AUC was calculated for each category, and ranged from a minimum of 0.9893 for nervous system-depleted to a maximum of 0.99997 for prenatal-depleted profiles.



similar than any other disease in the annotation corpus. If we take the derived disease profiles created for all multi-categorical diseases (n=5948) and compare them to known diseases, 92% of these derived diseases are still most-phenotypicallysimilar to their parent-disease. There was little difference in Area Under the Curve (AUC) scores and shape of the ROC curve when assessing the derived disease comparisons to all known diseases for each category (Figure 2). This result suggests that the semantic similarity algorithm and approach are very robust; faced with many missing phenotypes, even entire categories, a suboptimal disease profile is still sufficient to compare and obtain the correct disease. As described in the Methods, we have implemented a computation of a sufficiency score, available dynamically as a REST service from http://monarchinitiative.org/page/services, which can be utilized by third-party applications. The scaled score, which is a measurement of the uniqueness, depth, and complexity of a phenotype profile, is prominently displayed (transformed to 0-5 stars) on any disease, gene, or genotype page in the Monarch website so users can immediately



understand how the phenotype profile of a given entity compares against the rest of the corpus. As applied to animal models, it can aid researchers when assessing the quality of a phenotype match; for example a highly-similar cross-species match might be less meaningful if it only has a 2-star sufficiency score (which probably indicates it is poorly annotated). For clinicians, a 5-star graphical display has been added to the Phenotips (www.phenotips.org) interface in order to provide feedback to clinicians recording patient phenotype profiles in the clinic. We plan to continue our analysis using these same methods to create additional synthetic phenotype profiles for comparison as mentioned in the methods, by varying several factors: overall information content (sumIC) and number of annotations can be tested by simply removing one or more annotations; maximum information content (maxIC) can be tested by removing one or more of the most-significant annotations; specificity of annotations can be tested by “lifting” annotations to more-generic superclasses. Finally, we can take into account the co-occurrence frequency for any pair or set of phenotypes. The additional derived datasets will also help us examine potential limitations of our method that might be due to incompleteness of our baseline set. We will use the results of these analyses to derive optimal weighting coefficients for the different factors in order to refine our initial implementation of the sufficiency score. 4
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ORDO: An Ontology Connecting Rare Disease, Epidemiology and Genetic Data Drashtti Vasant1*, Laetitia Chanas2, James Malone1, Marc Hanauer2, Annie Olry2, Simon Jupp1, Peter N. Robinson3, Helen Parkinson1 and Ana Rath2 1



European Molecular Biology Laboratory, European Bioinformatics Institute (EMBL-EBI), Wellcome Trust Genome Campus, Hinxton, Cambridge CB10 1SD, United Kingdom 2 Orphanet – INSERM SC11, Plateforme Maladies Rares, 96, rue Didot, Paris 75014, France 3 Institute for Medical Genetics, Charitè-Univerisitätsmedizin Berlin, 13353 Berlin, Germany ABSTRACT Motivation: Orphanet serves as a reference portal for rare diseases populated by literature curation and validated by international experts. The Orphanet information system is supported by a relational database designed around the concept of a disorder. Increasingly, Orphanet is seen as a reference for this domain and as such is required for reuse by external applications. These applications require complex queries, specific views tailored to user groups or investigation areas and integration or cross-referencing with resources such as OMIM and Ensembl. A formal, portable and open-access ontological representation of Orphanet is required by the community. Results: We present the Orphanet Rare Disease Ontology (ORDO), an open-access ontology developed from the Orphanet information system, enabling complex queries of rare disorder and its epidemiological data (age of onset, prevalence, mode of inheritance) and gene-disorder functional relationships. Bespoke views can be extracted using the ontology axiomatisation eg. phenome-disorder views. Availability: ORDO (OWL and OBO format) is available http://www.orphadata.org/cgi-bin/inc/ordo_orphanet.inc.php. ORDO can be browsed in BioPortal (http://bioportal.bioontology.org/ontologies/ORDO) and in OLS (Ontology Lookup Service) (https://www.ebi.ac.uk/ontologylookup/browse.do?ontName=Orphanet).



1



INTRODUCTION



Historically, there has been a shortfall of medical and scientific knowledge in the field of rare diseases primarily due to a lack of funded research or public health policy (Tambuyzer, 2010). In Europe, a disease that affects 1 in every 2,000 people is considered rare (Rath et al., 2012) and the ODA (Orphan Drug Act) defines rare diseases as those affecting fewer than 200,000 people in the United States (Tambuyzer, 2010). Orphanet has maintained a reference portal since 1997 and provides access to information about rare diseases *
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and orphan drugs - those specifically developed to treat rare disorders. Orphanet is a “disorder” centric resource, in contrast to Online Mendelian Inheritance in Man (OMIM) (McKusick, 1998), which defines entries on their genetic basis. The portal is supported by a multilingual database which is populated by literature curation and validated by international experts (Rath et al., 2012). To date more than 7,000 disorders are included in the Orphanet database and new disorders are added regularly. The database integrates (in a number of languages) the nosology (or classification) of rare diseases, their relationship with genes and epidemiological data, cross-references to other terminologies, databases and classifications. Increasingly, Orphanet is seen as a reference for this domain and as such is required for reuse by external applications. These applications include complex queries such as all disorders of a phenome and with a specific mode of inheritance and defined age of onset. In addition views tailored to user groups or investigation areas are required. This requires the ability to filter or include particular biological entities depending upon a given criteria and to manage the poly-hierarchies which are introduced by addition of these views, for example, provide ‘all the disorders which are morphological anomalies’. Finally, interoperability with resources such as OMIM and Ensembl is important to provide links to genetic disease. We have developed the Orphanet Rare Disease Ontology (ORDO). ORDO is a portable and open-access representation of the data in the Orphanet information system, formalised as an OWL ontology. The ontology includes Orphanet concepts as OWL classes including phenomes, disease, genes, genetic inheritance mode and prevalence. We use OWL to explicitly model relationships between these classes and, by the use of inference through description logic reasoning, enable powerful querying This satisfies two of our requirements, provision of complex queries across the resource and the ability to generate specific views or create and manage a poly-hierarchy (Jupp et al., 2012). An additional benefit is that any logical inconsistencies in the data are detected by automated inferencing over ORDO aiding in
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knowledge management (addition, curation, validation and quality control) in each release (Rath et al., 2012). ORDO has been applied to database resources including ArrayExpress, BioSamples, Ensembl and the Gene Expression Atlas all of which use the Experimental Factor Ontology (Malone et al., 2010) and which imports the rare disease classification hierarchy from OMIM. ORDO is available from BioPortal, Ontology Lookup Service and directly from the Orphanet website.



2



METHOD



Orphanet provides a database export as XML files containing a subset of the data (http://www.orphadata.org/cgibin/index.php). These datasets (see Table 1) were used in the construction of ORDO. A freely available ontology generation tool (https://github.com/Orphanet/Orpha2Ordo/tree/master/Orph oToOWL) downloads the latest XML (Table 1) from the Orphanet website, a series of ontology design patterns are applied (Figure 1) and the XML is translated into an OWL and OBO file. The process is run monthly and new releases of ORDO are generated in both OWL and OBO formats. Table 1: Orphanet XML files used as the basis of ORDO. Each file defines a unique set of entities. File



Entity



Example



http://www.orphada ta.org/data/xml/en_ product1.xml



Rare Disorder Label, Synonym, Cross-references, Phenome Type



‘Hereditary angioedema type 1 ‘ ‘HAE-1’ ‘OMIM:106100’ ‘etiological subtype’



http://www.orphada ta.org/data/xml/en_ product2.xml



Age of Onset, ‘unknown’ Mode of Inher- ‘autosomal dominant’ itance, Prevalence ‘1-9 /100,000’



http://www.orphada Classification of ‘child of hereditary Rare Diseases, angioedema’ ta.org/cgibin/inc/product3.inc .php http://www.orphada ta.org/data/xml/en_ product6.xml



Gene Label, Gene-disorder Relation, Gene Xref, Gene Synonyms,



SERPING1 ‘disease-causing germline mutation in’ ‘HGNC:1228’ ‘plasma protease C1 inhibitor’



Orphanet contains a hierarchical clinical classification of rare disorders; which is organized into medical specialities such as rare genetic disorders, rare cardiac disorders etc) (Rath et al., 2012). Orphanet also assigns each disorder a



phenome type. Phenome is defined as ‘a set of phenotypes expressed at the cell, tissue, organ or organism level. It describes the "physical totality of all traits of an organism or of one of its subsystems"’. Phenome types are listed in Table 2 each of these is a unique OWL class in ORDO. Table 2: Orphanet phenome-types assigned to rare disorders Phenome type



Example



biological anomaly



Methylmalonic aciduria due to transcobalamin receptor defect



clinical subtype



Adult Krabbe disease



clinical syndrome



Meigs syndrome



etiological subtype



African tick typhus



group of disorders



Rare bone disease



histopathological subtype



Ependymoma



disease



Acatalasemia



malformation syndrome



Ackerman syndrome



morphological anomaly



Anodontia



An example of this two-tier classification of rare disorders is: retinoblastoma is-a rare eye tumor (clinical specialty) and Retinoblastoma is-a disease (assigning the phenome-type). ORDO models both of these assigning explicit relationships (is-a and part-of) between the disorders. Table 3: Example complex queries of ORDO in natural language and Manchester syntax. Query



Manchester OWL Syntax



a) Query for all rare genetic bone diseases that have the age of onset as Neonatal/infancy and range of prevalence is 19/1,000,000.



Rare genetic bone disease' or (part_of some 'Rare genetic bone disease') and has_prevalence some '1-9 / 1,000,000' and has_AgeOfOnset some Neonatal/infancy.



b) Query for all genes with disease-causing germline mutations in some morphological anomaly where morphological anomaly has mode of inheritance autosomal recessive.



gene and 'Disease-causing germline mutation(s) in' some ('morphological anomaly' and ( has_inheritance some 'autosomal recessive')).



The ontology was produced with a set of competency questions, (Table 3) used to guide the development and assess
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the resulting ontology. To fulfill these queries, explicit relationships were defined (see section 3) with between various ontology classes.



3



RESULTS



ORDO consists of 11,699 classes and 76,554 annotation assertion axioms represented in OWL using the modeling schema shown Figure 1. Each concept from the Orphanet database forms a distinct OWL class and is associated with other classes using a set of defined object properties. Since all the phenome subclasses are disjoint (i.e. a disorder cannot be a clinical subtype and a clinical syndrome at the same time and so on), a part_of relationship was used to assert the classification when: if (Disorder A phenome_type) != Parent (Disorder A) phenome_type ) For example, Familial lambdoid synostosis (morphological anomaly) is_a Isolated craniosynostosis(group of disorder) and Familial lamboid synostosis part_of Isolated craniosynostosis. ORDO also represents the relationship between the disorders and their genetic cause (if known), the mode of inheritance and associated epidemiological data (age of onset,



Figure 1: Modeling schema adopted by ORDO



age of death, prevalence) as seen in Figure 1, and not just the nosology such as that captured in the Disease Ontology (Schriml et al., 2012).For eg. Class: Tibia hemimelia is described as a SubClassOf morphological anomaly, has_inheritance some sporadic, has_AgeOfOnset some neonatal/infancy, has_prevalence some 1-9/1000,000 and part_of some Hemimelia. This is an important distinction and this information is of value in the drug discovery process and when performing genetic diagnostics of undiagnosed disorders e.g. by exome sequencing. Each class is also associated with annotations such as label, alternative term and cross-references. The Evidence Code Ontology (ECO) (Karp et al., 2004), is also used to encode



the provenance of assertions made in ORDO. For example, the gene ADAMTS-like 4 is asserted to contain 'Diseasecausing germline mutation(s) in' some 'Isolated ectopia lentis'; this assertion is annotated with ECO:0000205 or curator inference with the value “Curated” indicating this assertion was curated or confirmed by an expert curator. ORDO also provides disease cross references to the International Classification of Diseases (10th version), SNOMEDCT, MeSH, MedDRA, OMIM and UMLS (Bodenreider, 2004) and genes are cross-referenced to HGNC (Povey et al., 2001), UniProt (UniProt Consortium, 2008), OMIM, Ensembl (Flicek et al., 2014), Reactome (Matthews et al., 2008) and Genatlas (Frezal, 1998). For example, hereditary angioedema is mapped to OMIM:106100 (angioedema, hereditary,type 1;HAE1) and ICD10:D84.1(Angioedema, hereditary). These mappings are reviewed for accuracy by experts and this enables wider data integration with other resources increasing domain interoperability and providing a classification of rare disease accessible to resources e.g. those cross referenced to OMIM. It is important to note that the cross-references between ORDO and OMIM are not one-to-one, as the granularity and organisation of the respective resources are different.



3.1



Querying ORDO



The use of class descriptions in OWL described here, enable more complex querying which was difficult or impossible using the existing relational database. Using the same examples as the methods section, queries were run using the defined classes shown in Table 3. The results of these are shown in Figures 2 and 3 respectively. The class Tibia hemimelia described before will now appear while running Query_A in Figure 2. Although these defined classes are not included within ORDO the use of OWL axiomatisation makes the addition structure possible and allows users to add these as needed. ORDO therefore provides means of automated inference, validation and curation of data and provides a new and richer mode of access than previously possible. Figure 2: Query result -14 classes- for all rare genetic bone diseases that have the age of onset as Neonatal/infancy and its range of prevalence is 1-9/1,000,000 as visualised in Protégé 4.
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via https://www.ebi.ac.uk/panda/jira/browse/ORDO/. Users should subscribe to ORDO announce to be informed of new releases https://listes.inserm.fr/sympa/info/ordousers.orphanet.
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REFERENCES Figure 3: Query result - 33 classes - for all genes that are disease-causing germline mutations in some morphological anomaly and that morphological anomaly has mode of inheritance autosomal recessive as visualised in Protégé 4.
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DISCUSSION



The organisation of disorders based on their phenome type, is of value to the scientific community as it offers the possibility of improving phenotypic models for further research (Pouladi et al, 2013). A module containing the “Rare genetic disorder” branch of ORDO is automatically extracted for each release and imported into the Experimental Factor Ontology (EFO), an data driven application ontology. EFO is used by several resources (ArrayExpress, Ensembl, PRIDE etc) within EBI and external projects. By inclusion of this ORDO import our resources can be queried for all rare disorders. EBI is now exploring disease and phenotype content across its resources and in future by use of ORDO will organise both common and rare diseases improving query results and the search experience for users. We will also use ORDO in the International Mouse Phenotyping Consortium portal (www.mousephenotype.org) to integrate mouse models of disease annotated with OMIM identifiers and in the annotation of Induced Pluripotent Stem Cell lines derived from rare genetic disease patients by the HIPSCI project (www.hipsci.org/)to integrate molecular data deposited by the project in EBI’s databases. In the future, we will to enrich the ontology in future by inclusion of more information about each disorder. For example, average age of death for the disorder, prevalence and incidence figures by country/population and whether the disorder is caused by a loss or gain of gene function. Efforts are also underway to integrate ORDO with the Human Phenotype Ontology (Robinson & Mundlos, 2010) annotating Orphanet’s phenome types with appropriate HPO terms. This will provide interoperability between projects such as RD-Connect and Decipher which use the HPO and will drive the revision of the phenome hierarchy once HPO terms have been integrated. Requests for ontology edits and new terms can be made
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ABSTRACT A vast array of data is about to emerge from the large scale high-throughput mouse phenotyping projects worldwide. It is critical that this information is captured in a standardized manner, made accessible, and is fully integrated with other phenotype data sets for comprehensive querying and analysis across all data types. The IMPC (International Mouse Phenotyping Consortium) is using the Mammalian Phenotype (MP) ontology to annotate phenodeviant data from high throughput screens. Term additions and hierarchy revisions were made in multiple branches of the ontology to accurately describe the data generated by these high throughput screens. MGI (Mouse Genome Informatics) will import these annotated phenotype data sets and integrate them with phenotype data from many other resource, using the MP as the common data standard for annotation and data exchange.



1



INTRODUCTION



The accessibility of the mouse genome to genetic manipulation, biochemical and molecular experimentation, and the availability of its full genomic sequence has made the mouse indispensable in modeling human diseases and complex syndromes arising from various etiologies. A myriad of approaches have been taken to create mutations in the mouse genome that mimic those in human disorders. Forward genetics mutagenesis projects using various inducers (e.g., ENU, transposons) have been and continue to be executed (Mutagenetix, Australian Phenome Bank, etc (reviewed in Smith and Eppig, 2012). Many of these screens are designed to look for deviants in one or two specific phenotype areas, such as congenital heart defects or neurobehavioral abnormalities. Once a phenodeviant is identified, mapping or sequencing studies aid in identifying the molecular mutation. More recently, large-scale gene targeted knockout screens have been designed to analyze the phenotypic consequences of mutating each protein-coding gene in mouse (International Mouse Phenotyping Consortium, IMPC). Unlike previous induced mutation screens, these phenotyping pipelines are designed to systematically screen To whom correspondence should be addressed: [email protected] or [email protected]
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every mutant mouse line for defects in a wide array of physiological systems. Because the gene mutation is already identified, these phenotype data can be integrated immediately with other information known about the gene’s function, expression and biological pathways. The Mammalian Phenotype (MP) ontology (Smith and Eppig, 2012) is a controlled vocabulary that has been used at Mouse Genome Informatics (MGI) to annotate phenotype data from large-scale data sets, including mouse mutagenesis screens, and from data described in published literature. The MP ontology was first developed by iterative additions as curators required terms to describe published and imported phenotype data sets, then later by additions and improvements made via specific review with subject matter experts covering targeted areas of the ontology. Recently, we undertook to add and revise many areas of the ontology simultaneously to accommodate consistent reporting from data pipelines and data exchange with the IMPC, MGI and other resources.



2



EXPANDING AND USING THE MAMMALIAN PHENOTYPE ONTOLOGY TO ANNOTATE HIGH-THROUGHPUT MOUSE MUTANT PHENOTYPES



MP is used as a data standard to annotate published and large scale mouse phenotype data sets (Smith and Eppig, 2012). MGI and the Rat Genome Database (RGD, http://rgd.mcw.edu) incorporate this tool to aid in organizing, and analyzing data sets. It also is used by mouse repositories to enable searching and describing available mouse strains and stocks. These include the Jackson Laboratory Repository (JAX Mice, http://jaxmice.jax.org), the European Mouse Mutant Archive (EMMA, http://www.infrafrontier.eu), and the Mutant Mouse Regional Resource Centers (MMRRC, http://www.mmrrc.org), among others (reviewed in Smith and Eppig, 2012). High throughput mouse phenotyping pilot projects such as Europhenome and the Sanger Mouse Genetics Project (MGP) utilized the MP to annotate data sets and the IMPC also has adopted this standard, (Beck et al., 2009; Koscielny G et al., 2014).
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during the Europhenome and Sanger Institute’s Mouse Resource Portal pilot phenotyping projects; others were added recently to describe IMPC pipeline parameters.



2.1



Assignment of MP terms to results of high throughput pipelines



Large-scale phenotyping projects use a standard series of phenotyping protocols called pipelines (described in detail at https://www.mousephenotype.org/impress/pipelines). The IMPC core phenotyping pipeline includes the minimum required phenotype protocols that have been agreed by all IMPC participating researchers. A minimum of seven male and seven female mice at ages of 9-16 weeks are subjected to a battery of mandatory tests with some centers performing added optional tests. Performing these tests and reporting resulting phenotype data in a standardized way allows data to be compared and shared not only among mouse phenotyping centers, but also relative to other annotated published data and contributed data sets. Table 1. MP terms assigned to IMPC parameters, by systems



2.1.1



Assignment of MP terms to statistical outliers



IMPReSS (http:// www. mousephenotype. org/ impress) is a database and web portal developed to track phenotyping procedures used by the phenotyping centers of the IMPC. Users can search for phenotype tests such as Lens Opacity [IMPC_EYE_017_001] (https://www.mousephenotype.org/impress/parameterontolo gies/2319/94) that assess a phenotype of interest, e.g., cataracts [MP:0001304]. The definition and assignment of these ontology terms is captured in IMPReSS at the level of each parameter and has been developed collaboratively by the data wranglers (scientific support staff charged with assisting centers in data capture and download), the phenotyping centers, and ontology developers. 630 MP terms have been assigned to protocols in the IMPReSS database to date, but final assignments / protocols remain under review (Table 1).



System



Terms assigned



New terms



adipose tissue



6



3



behavior/neurological cardiovascular system



81 54



11 4



craniofacial



38



1



digestive/alimentary embryogenesis



3 3



7 0



endocrine/exocrine gland



10



0



growth/size/body hearing/vestibular/ear



15 18



2 3



hematopoietic system homeostasis/metabolism



76 117



19 30



immune system



59



16



integument limbs/digits/tail



51 40



5 4



liver/biliary system mortality/aging



1 7



1 4



muscle



5



0



nervous system pigmentation



5 13



4 0



renal/urinary system



6



2



2.2



reproductive system respiratory system



23 8



2 3



skeleton taste/olfaction



69 1



10 0



vision/eye



55



14



The accurate description of phenodeviant test results in the IMPReSS pipelines required the addition of 131 new MP terms to date (Table 1). New terms were added in multiple systems, including 30 terms assigned in the homeostasis/metabolism section to describe results of specific blood clinical chemistry tests. For example, in Protocol FRUCTOSAMINE IMPC_CBC_020_001 (https://www.mousephenotype.org/impress/parameterontolo gies/1963/96) the µmol/l of fructosamine in the blood at 16



MP terms used in annotations in IMPC as of 4/10/2014. Note: the total number in the second column is more than 630; this is due to terms assigned to multiple systems, such as “abnormal testis morphology” [MP:0001146], which occurs in both the endocrine/exocrine gland and reproductive systems headings. Some new terms were added



2.1.2



Use of MP Ontology at IMPC



The IMPC web interface (http://www.mousephenotype.org/) allows searching and browsing for phenodeviant data using MP terms. For example, selecting the term “cardiovascular system phenotype” from the phenotypes menu returns a page with the term, definition, all pipeline procedures associated with a cardiovascular system term and all gene variants with cardiovascular system phenotype (https://www.mousephenotype.org/data/phenotypes/MP:000 5385). Search results may be further refined using available filters. More specific cardiovascular terms, e.g., “abnormal heart weight” can be selected (Koscielny G et al., 2014). To download and work with large data sets, the phenotype data and MP calls are available at the IMPC RESTfulAPI (https://www.mousephenotype.org/data/documentation/apihelp.html). MP terms associated to the different mutant genotypes may be retrieved in conjunction with the phenotyping center, pipeline, phenotyping procedure, gene symbol, allele symbol, strain name, or any combination of these parameters (Koscielny G et al., 2014).



Enhancements to the MP Ontology
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weeks of age is measured in one test. This test is used to evaluate the long-term average amount of glucose in blood, and deviations may indicate a problem with regulation of glucose homeostasis. A statistically significant increase is assigned the newly created MP term “increased circulating fructosamine level” [MP:0010087] and a decrease is assigned “decreased circulating fructosamine level” [MP:0010088]. Existing MGI annotations to mutant phenotypes were also updated to use these newly created terms, when appropriate. Existing ontology structures also were reviewed for content coverage and organization. For example, the term “abnormal adaptive thermogenesis” [MP:0011019] was added as a sibling term to both “abnormal body temperature” [MP:0005535] and “abnormal body temperature homeostasis” [MP:0001777]. “abnormal adaptive thermogenesis” became the parent of the new terms describing stressinduced hyperthermia responses. Recently, new terms covering “abnormal alpha-beta T cell morphology” [MP:0012762] and abnormal alpha-beta T cell number [MP:0012763] were added, which organized together the terms describing CD4- and CD8-positive alpha-beta intraepithelial, memory, cytotoxic and regulatory T cells used by the consortium.



Some tests will require the addition of new MP terms. For example, new early lethality terms may be needed. Existing terms cover windows commonly seen in published literature and can correspond to broad time frames (e.g. “prenatal”) or to narrow time points (e.g. “implantation”) (Figure 1). The IMPC centers collectively have chosen four specific prenatal points for lethality analysis, but not all centers are analyzing each time point. One new term describing lethality prior to organogenesis (mouse E9.5) has been added and placed in the hierarchy in relationship to the existing terms to cover mouse lines that are not viable at this stage. Additional terms are under discussion. As additional homozygous lethal lines are analyzed, it is possible to identify those that exhibit lethality at E12.5 but viablity at E9.5; the window of lethality is somewhere between E9.5 and E12.5. Other centers will only test the E12.5 time point, so a term describing lethality prior to E12.5 may be needed since the E9.5 time point will not be analyzed in this case. There will be more variations of these developmental time windows depending on the testing pipelines finally agreed upon.



Other areas of the ontology that have been recently reviewed had fewer new terms added. For example, the cardiovascular system was revised in conjunction with the description of mutant mouse data arising from the Cardiovascular Development Consortium (CvDC). Many of the terms created during this revision are also being used in the IMPC tests and in existing MGI mouse phenotype annotations.



3 3.1



ONGOING AND FUTURE WORK MP Expansion to Accommodate Specific IMPC Prenatal Screens



Identifying genes that are essential during development is required to understand the many processes driving directed prenatal growth, differentiation and organogenesis. Mutations in such genes also can help identify origins of developmental disease and congenital defects. To study the estimated 30% of homozygous knockout strains generated by the IMPC expected to exhibit a prenatal lethal phenotype, a phenotyping pipeline for the investigation of embryonic lethal knockout lines is being developed. A series of prenatal screenings, lethality staging, gross morphology, and histopathology tests are being discussed by the IMPC to decide upon a logical testing order and to identify additional MP terms specific to these tests (Adams et al, 2013).



Figure 1. Defined mouse prenatal stages incorporated in Mammalian Phenotype lethality terms (Not drawn to scale) The developers of the recently described Drosophila Phenotype Ontology (DPO) (Osumi-Sutherland, D et al, 2013) have constructed lethality and partial lethality terms for recording and reasoning about the timing of death in populations. The approach taken by the DPO combines the terms "lethal" and "partially lethal - majority die" with a set of terms for life stages from the Drosophila temporal stage ontology using formal semantics in OWL. After reasoning, the resulting list forms a nested classification. For mouse, there exists defined prenatal stage classifications based on Theiler stages or time from "plug" after mating, but these as well as postnatal stages are not formalized into a separate comprehensive stage ontology and would be required for considering this approach. Most mouse researchers use embryonic day terminology and not Thelier stages when describing the time of prenatal lethality in mouse.
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Further complication this approach are the significant variations among different mouse inbred strains in their average gestational periods (e.g. 18.75 days in FVB/NJ and 20.5 days in A/J, Murray, SA et al, 2010). Thus the MP uses developmental hallmarks to describe developmental stages, such as "implantation" and "organogenesis", adding text definitions suggesting an average prenatal age. In addition to the prenatal lethality stage terms, the MP ontology contains lethality terms describing neonatal lethality, early postnatal lethality and lethality at juvenile stages. A temporal stage ontology for mouse using these developmental and postnatal hallmarks would need to be created for such an approach to be feasible for formal definitions within the MP ontology. To anticipate the need for new MP terms in gross morphology and prenatal histopathology, we are proactively reviewing and adding prenatal MP phenotype terms. New terms covering embryonic pattern formation, gastrulation and organogenesis. We have added over 189 new terms to describe these mutations with greater precision. For example, new terms describing abnormal cardiac or cranial neural crest cell morphology, migration, proliferation, differentiation and apoptosis have been added. Terms describing abnormalities in embryonic neuroepithelium were added. For many other terms, the definitions and synonyms have been updated to include greater detail, including terms describing neural tube defects, neuropore defects and spina bifida. The embryogenesis section of the MP has been slightly reorganized, with many new and existing terms moved and grouped such as “abnormal gastrulation” [MP:0001695] now placed under “abnormal developmental patterning” [MP:0002084] in the hierarchy, or the new term “abnormal morula morphology” [MP:0012058] placed under “abnormal preimplantation embryo development” [MP:0012103]. We will continue to refine and expand this section of the ontology, as required for reporting the data generated during the IMPC prenatal phenotype screening.



3.2



Importation of IMPC Phenotype Data and integration with MGI Data Sets



The IMPC provides a RESTful interface to mouse alleles, experimental results and genotype–phenotype associations determined by statistical analysis (Koscielny G et al., 2014). New phenotyping data are expected to be released in June, 2014. These data will be retrieved and integrated into the MGI database. MGI has previously incorporated highthroughput phenotyping data from legacy pilot projects including the EuroPhenome and Sanger Mouse Genetics Project (MGP) pipelines (manuscript in preparation) and new data from the IMPC will be imported similarly. The inclu-



sion of data from IMPC will unify access to mouse phenotype data from many data resources sets and from published data using the Mammalian Phenotype terms as the unifying standard.
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INTRODUCTION



Researchers interested in finding suitable animals, cell lines, or other model systems for the study of human disease often want to compare phenotypic descriptions between their disease of interest and those for multiple potential models in the hopes of determining which model best recapitulates the disease phenotypes. Making this determination is a cognitively challenging task, often requiring examination of factors such as the number of common phenotypes, potential similarities between phenotypes that do not align precisely across organisms, and the implications of unmatched phenotypes drawn from either the disease or organism being examined. Additionally, reviewing comparisons among many potential models may be required in order to identify the best fit for a given problem. The Monarch Initiative (www.monarchinitiative.org) uses computational approaches based on ontological structures to infer cross-species similarity between collections of phenotypes (termed phenotypic profiles1–3). Given human Mendelian diseases described with manually-curated collections of phenotype terms from the Human Phenotype Ontology4, and animal model gene/genotype-phenotype associations acquired from multiple biological databases curated with many other phenotype ontologies (using terms drawn from an integrated phenotype ontolHuman Phenotype Resting tremors REM disorder Shuffling gait



Subsumer Abnormal motor function Sleep disturbance Abnormal locomotion



Mammalian phenotype Sterotypic behavior Abnormal EEG Poor rotarod performance



Table 1: Partial human phenotype profile, with corresponding mammalian phenotypes and corresponding subsumers.



ogy5) and served by the Neuroscience Information Framework6, Monarch tools use OWLSim semantic similarity algorithms2 to help users identify candidate animal models for diseases, providing links to phenotypically similar or related diseases, associated genes and their homologs, interactions, pathways, and publications. The OWLSim ontological similarity algorithms base their comparisons on information content (IC) measures. Given an ontology and a set of annotations created with an ontology, the IC of an ontological term is a function of the number of annotations using that term. As internal classes inherit annotations from subclasses, IC values will decrease as terms generalize. The similarity between any two terms can be determined using the IC of the least common subsumer – the most specific common superclass. Similarities between individual pairs of phenotypes can be combined to provide a set-based score, with cross-species descriptions used to infer similarities between human and animal models1-3. An example of human and mouse phenotypes, together with their subsuming phenotypes is shown in Table 1. Our goal is to design interactive tools that will help users manage the cognitive challenges of interpreting these alignments between two or more phenotype profiles that result from these calculations. Our work differs from previous work at the intersection of information visualization and biological ontologies in that we are not interested in the visualization of ontological structures7 or in visualizations of ontological annotations of biomedical texts8. Instead, our goal is to visualize the results of algorithmic similarity inferences. Here, we use Munzner’s four-phase nested model for visualization design (domain problem characterization, data/operation abstractions, encoding/interaction techniques, and algorithm design) 9 to describe our initial design efforts. Future enhancements required to meet remaining requirements are also discussed. 2



DOMAIN PROBLEM CHARACTERIZATION
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Our design discussions were informed by case studies such as Hereditary Inclusion Body Myopathy (HIBM) and Parkinson’s disease. Through iterative consideration of design prototypes, we identified a set of requirements that must be supported by effective interactive tools. Here, we describe the input to be a set of phenotypes that describes a disease, and a target to be another phenotype collection of interest. R1: Compare individual phenotypes between sets: Given an input set of phenotypes and a target set, evaluate relevant correspondences, including strengths of associations, phenotypes in the input profile that are not strongly similar to the target, and phenotypes found in the target that are not similar to any elements of the input profile. R2: Examine the coverage of a given input phenotype set across several targets. Given a set of phenotype profiles identified as similar to an input phenotype profile, individual phenotypes will vary in their similarity and/or overlap with targets. Some phenotypes from an input profile may be faithfully recapitulated by multiple targets, while others may be more sparsely represented. Identification of these profiles might help identify phenotypes that are more distinctive, and therefore more informative, while also facilitating differentiation between the candidates. R3: Compare targets: Selection of animal models or genes for further study requires visual identification of those that appear to be most promising by comparing phenotype coverage across multiple candidates. Although overall rankings of similarities between inputs and targets may be informative in this regard, we expect that the choice of most promising targets will be based on a combination of computed scores and other contextual information, including severity and prevalence of phenotypes and potentially related genetic factors. R4: Access to details: Disease models, particularly those described in highly curated resources such as model organism databases (MODs), are often annotated with rich descriptors and relationships. Easy access to this data will facilitate interpretation of similarity results. R5: Interpret correspondences between input phenotypes and matching target phenotypes: Inferred similarities between phenotype profiles will be based on similarities between individual pairs of human and animal model phenotypes. Interpretation of these similarities will require examination of the ontological paths linking the correspondences via common subsumers. Tools for



examining the path of inference linking the phenotypes might ease interpretation. R6: Examine relative contributions of individual phenotypes to model similarities and consider hypothetical alternatives. Which input and target phenotypes contribute most to the calculated similarities? How would similarity calculations be impacted by adding or removing input phenotypes, or by replacing them with more or less specific alternatives? R7: Integrate other relevant data sources: Access to descriptive details regarding model systems is an important special case of the broader challenge of integrating additional data sources that might provide additional context. Possibilities include pathways and genomic variant information associated with human phenotype profiles. R8: Construct arguments in support of candidate models: The selection of an animal model(s) as the a promising candidate(s) will require gathering multiple data elements, including phenotype-model relationship, genomic details, into a clear and compelling summary that will explain why the chosen models were selected. When appropriate, these synopses may also document reasons for rejecting alternative hypotheses. Facilities for sharing and communicating these summaries will facilitate collaborative science10. 3



DATA/OPERATION ABSTRACTIONS



Supporting these tasks will require a number of lower-level operations. Examining the distributions of phenotypes in many sets will involve comparison, clustering, and correlation, as users attempt to find anomalies, characterize distributions, and confirm hypotheses9. Examination of the specific inferred similarities between phenotypes will require exposing uncertainty, as the details of subsumption relationships will influence their interpretation, with stronger relationships implying greater certainty. The combination of multiple phenotypes and the potential integration of related data including genomic details present the possibility of multivariate explanation. The primary data types to be represented are the similarity relationships between both pairs of phenotypes, and between whole phenotype profiles. 4



ENCODING/INTERACTION TECHNIQUES



A prototype implementation using a grid-based display provides preliminary exploration of encoding and interaction strategies (Figure 1). Input phenotypes are listed in the row header on the
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Figure 1: Phenotype grid view displaying phenotypes and candidate models for Schwartz-Jampel Syndrome, Type 1. Models are presented in columns, sorted from left to right by similarity score. Note that the asserted model (Hspg2) is not phenotypically most similar to the disease. left-hand side, with comparative phenotype sets displayed in columns. An overview window provides a display of all matching targets and their phenotypes, along with a rectangle highlighting the subset displayed in the detail view. A highlight rectangle can be dragged in the overview to adjust the subset of the space shown in the detail view. Color-coding of cells in the grid indicates the strength of the association between the input phenotype and corresponding target phenotype. Target phenotypes are shown in a mouse-over event. Details for each target (column) are accessed via a mouse-click on the column headers. 5



ALGORITHM DESIGN



The Monarch Initiative site provides a RESTbased API middleware level implemented in the RingoJS Javascript (ringojs.org) server framework, delivering similarity calculations (computed using OWLSim2) and related data in JSON. Data from these calls are passed to the D3 Visualization library11 , which is used to create the SVG display and to manage user interactions. The grid viewer is implemented as a reusable widget, with pointers to the source code repository and instructions for installation available at www.monarchinitiative.org Most common phenotype comparison cases are moderately sized, involving fewer than 200 phenotype and 100 model organisms, or 20,000 data points. The D3 library used to implement the model viewer is capable of handling this volume of data effectively in modern web browsers.



6



DISCUSSION



The nested model of visualization development9 provides a methodology for development of interactive tools addressing the complex multidimensional challenge of interpreting crossspecies phenotype alignments. Here, we address each of the four levels, including a domain problem characterization describing eight tasks, corresponding data/operation abstractions, a preliminary design incorporating encoding and interaction, and discussion of algorithmic concerns. The initial prototype presented in Figure 1 explores preliminary encoding and interaction techniques addressing elements of requirements R1R4. Although this approach runs the risk of leaving the arguably harder challenges of R5-R8 unanswered, experience with this initial design should provide feedback and insight that will inform extension or redesign. Encoding and interaction for R5 - interpret correspondences between input phenotypes and corresponding model phenotypes – is a high priority. Although encodings that illustrate subsumption paths within and between phenotype hierarchies have the potential to clarify these links, the lengths of the paths and the nature of the subsumption may prove potentially challenging for any direct rendering. Addressing this challenge will also require adding ontological structure to the ordering of phenotypes and supporting rollup/drill-down operations.
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Requirements R6-R8 – examination of the relative contributions of individual phenotypes, integration of relevant data sources, and construction of arguments – attempt to bridge the rationale and worldview gaps identified by Amar and Stasko12 as challenges for visualization tools. Facilities for exploring the items contributing to the identification of candidate models, probing their relative contributions, and collecting and communicating results of these explorations will promote the use of cross-species phenotype alignment as a tool for generating necessary insights into the use of model systems for understanding human disease. The phenotype grid viewer can be seen on disease information pages on the Monarch web site (www.monarchinitative.org). ACKNOWLEDGMENTS



The Monarch Initiative is supported by NIH Grant 1 R24 OD011883 and NIH contract HHSN268201300036C.



phenotype ontology along with gene annotations for biomedical research. F1000Research [Internet]. 2013 Feb 1 [cited 2013 Mar 11]; Available from: http://f1000research.com/articles/2-30/v1 6.



Gupta A, Bug W, Marenco L, Qian X, Condit C, Rangarajan A, et al. Federated Access to Heterogeneous Information Resources in the Neuroscience Information Framework (NIF). Neuroinformatics. 2008 Sep;6(3):205–17.



7.



Carpendale S, Chen M, Evanko D, Gehlenborg N, Gorg C, Hunter L, et al. Ontologies in Biological Data Visualization. IEEE Comput Graph Appl. 2014 Mar;34(2):8–15.



8.



Görg C, Tipney H, Verspoor K, Jr WAB, Cohen KB, Stasko J, et al. Visualization and Language Processing for Supporting Analysis across the Biomedical Literature. In: Setchi R, Jordanov I, Howlett RJ, Jain LC, editors. Knowledge-Based and Intelligent Information and Engineering Systems [Internet]. Springer Berlin Heidelberg; 2010 [cited 2013 May 16]. p. 420–9. Available from: http://link.springer.com/chapter/10.1007/978 -3-642-15384-6_45



9.



Munzner T. A Nested Model for Visualization Design and Validation. IEEE Trans Vis Comput Graph. 2009 Nov;15(6):921–8.



REFERENCES



1.



Washington NL, Haendel MA, Mungall CJ, Ashburner M, Westerfield M, Lewis SE. Linking Human Diseases to Animal Models Using Ontology-Based Phenotype Annotation. PLoS Biol. 2009 Nov 24;7(11):e1000247.



2.



Chen C-K, Mungall CJ, Gkoutos GV, Doelken SC, Köhler S, Ruef BJ, et al. MouseFinder: Candidate disease genes from mouse phenotype data. Hum Mutat. 2012;33(5):858–66.



3.



Smedley D, Oellrich A, Kohler S, Ruef B, Sanger Mouse Genetics Project, Westerfield M, et al. PhenoDigm: analyzing curated annotations to associate animal models with human diseases. Database. 2013 May 9;2013(0):bat025–bat025.



4.



Köhler S, Doelken SC, Mungall CJ, Bauer S, Firth HV, Bailleul-Forestier I, et al. The Human Phenotype Ontology project: linking molecular biology and disease through phenotype data. Nucleic Acids Res. 2014 Jan;42(Database issue):D966–974.



5.



Köhler S, Doelken SC, Ruef BJ, Bauer S, Washington N, Westerfield M, et al. Construction and accessibility of a cross-species



10. Thomas JJ, Cook KA, National Visualization and Analytics Center. Illuminating the path. Los Alamitos, Calif.: IEEE Computer Society; 2005. 11. Bostock M, Ogievetsky V, Heer J. D3.js Data-Driven Documents. Vis Comput Graph IEEE Trans On. 2011;17(12):2301–9. 12. Amar R, Stasko J. A Knowledge Task-Based Framework for Design and Evaluation of Information Visualizations. Information Visualization, IEEE Symposium on. Los Alamitos, CA, USA: IEEE Computer Society; 2004. p. 143–50.



60



Presence-absence reasoning for evolutionary phenotypes James P. Balhoff*1,2, T. Alexander Dececchi3, Paula M. Mabee3, and Hilmar Lapp1 1 3



National Evolutionary Synthesis Center, Durham, NC USA, 2University of North Carolina, Chapel Hill, NC USA, University of South Dakota, Vermillion, SD USA



1



INTRODUCTION



Nearly invariably, phenotypes are reported in the scientific literature in meticulous detail, utilizing the full expressivity of natural language. Both detail and expressivity are usually driven by study-specific research questions. However, research aiming to synthesize or integrate phenotype data across studies or even disciplines is often faced with the need to abstract from detailed observations so as to construct phenotypic concepts that are common across many datasets rather than specific to a few. Yet, observations or facts that would fall under such abstracted concepts are typically not directly asserted by the original authors, usually because they are “obvious” according to common domain knowledge, and thus asserting them would be deemed redundant by anyone with sufficient domain experience. For example, a phenotype describing the length of a manual digit for an organism implicitly means that the organism must have had a hand, and thus a forelimb. In this way, the presence or absence of a forelimb may have supporting data across a far wider range of taxa than the length of a particular manual digit, and may also have wider applications in biological research questions. For large-scale computational integration of phenotypes the challenge then is, how can machines be enabled to infer such facts that are implied by but not explicitly included in the phenotype observations recorded by the original author(s). As descriptions in natural language, phenotype data require special transformation to become amenable to computational processing to start with. An approach with considerable success in rendering phenotypes computable is to annotate the free text descriptions with ontology terms drawn from anatomy, quality, spatial, taxonomy and other pertinent ontologies, following a common formalism. The aforementioned challenge then is specifically, how can a machine reasoner be enabled to infer implied phenotypes from those asserted, given the anatomy (and other) domain knowledge asserted by ontology axioms in subclass, partonomy, and other hierarchies. Here we describe how within the Phenoscape project we use a pipeline of axiom generation and inference steps to address this challenge specifically for inferring taxonspecific presence/absence of anatomical entities from anatomical phenotypes. These phenotypes are primarily



derived from published comparative anatomical treatments (descriptions of new species or reviews of larger clade interrelationships) in the form of morphological character state matrices, which document for a set of characters the evolutionary patterns of variation (the character states) across a set of taxa (Dahdul et al. 2010). Using the Phenex data annotation tool (Balhoff et al. 2010), Phenoscape curators annotate each character state using the Entity– Quality (EQ) formalism (Mungall et al. 2007, 2010). Anatomical entities are represented by terms from the comprehensive Uberon anatomy ontology for metazoan animals (Haendel et al. 2014), qualities (e.g., presence/absence, size, shape, composition, color, etc.) are drawn from the Phenotype and Trait (PATO) ontology (Gkoutos et al. 2005), and terms for vertebrate taxa are taken from the Vertebrate Taxonomy Ontology (VTO) (Midford et al. 2013). The Phenoscape Knowledgebase (KB, http://phenoscape.org/) is essentially a triple store that integrates such ontology-annotated phenotype data across all studies and data sources and allows querying them. Although presence/absence is all but one, and a seemingly simple way to abstract phenotypes across data sources, it can nonetheless be powerful for linking genotype to phenotype (Hiller et al. 2012), and it is particularly relevant for constructing synthetic morphological supermatrices for comparative analysis; in fact presence/absence is one of the prevailing character observation types in published character matrices, accounting for 25-50% of data in some large morphological matrices (Sereno 2009).



2



OWL REPRESENTATION OF PRESENCE AND ABSENCE



In this section we explain how we represent EQ phenotypes in OWL (Web Ontology Language, http://www.w3.org/TR/2012/REC-owl2-overview20121211/) so that presence and absence of anatomical structures (the ‘E’ part) within an organism are reliably inferred, based on asserted knowledge from the anatomy ontology about other structures (here: subclass, partonomy, and developmental relationships).



2.1



Presence



Within the Phenoscape KB, a character description annotated with entity ‘E’ and quality ‘Q’ is, by default,
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translated into an OWL class expression of the form ‘Q’  and   inheres_in   some   ‘E’ (Mungall et al. 2007). Thus each phenotype is a subclass of ‘PATO:quality’. The existential restriction entails the existence of an instance of the anatomical entity ‘E’. Although strict OWL semantics do not entail that this instance of ‘E’ exists in the same organism that bears the quality ‘Q’, common knowledge lets us conclude that ‘E’ must be present within the organism having this character description. For example, the phenotype ‘bifurcated’   and   inheres_in   some   ‘pectoral   fin  radial’ implies the presence of a pectoral fin radial, in the organism that bears the phenotype. Some PATO terms are “relational quality” terms, which embody a relation between two structures. E.g., in the phenotype “vertebra is fused with the pelvic girdle”, the corresponding PATO term “fused with” is a quality that represents a relation between vertebra and pelvic girdle. The reification of relations as qualities, such as ‘fused with’, is characteristic of PATO. To deal with such qualities, the Phenex annotation tool provides an optional third entry field besides Entity and Quality, called Related Entity (or ‘RE’). For such phenotypes, the OWL expression formed is ‘Q’   and   inheres_in   some   ‘E’   and   towards   some   ‘RE’. Hence, the OWL expression for the above example would be ‘fused   with’   and   inheres_in   some   ‘vertebra’   and   towards   some  



Here, too, for the data used within Phenoscape common knowledge says that the instance of ‘RE’ entailed by OWL semantics must exist in the same organism that bears the phenotype. We therefore introduce an object property implies_presence_of, as a super-property of both inheres_in and towards. For example, the phenotype



‘pelvic   girdle’.



‘in   contact   with’   and   inheres_in   some   ‘internal  



will be returned in queries using implies_presence_of for either ‘internal trochanter’ or ‘diaphysis of femur’. This model works with the OWL class hierarchy as expected. For example, phenotypes describing the shape of a ‘dorsal fin’, length of a ‘pectoral fin’, or color of a ‘caudal fin’ will all be returned with a query of implies_presence_of   some  ‘fin’.



trochanter’   and   towards   some   ‘diaphysis   of   femur’



2.2



Absence



Using the EQ-to-OWL template described above will provide undesirable results when translating annotations that use the quality ‘absent’. For example, for a character description such as “dorsal fin: absent”, Phenoscape curators typically annotate: entity = ‘dorsal fin’; quality = ‘absent’. The default translation would produce the OWL phenotype ‘absent’   and   inheres_in   some   ‘dorsal   fin’. Because of the existential restriction, this expression asserts the existence of a dorsal fin (Hoehndorf et al. 2007, Mungall et al. 2010), even though the observation means to state that there is no such instance in the respective organism. Additionally, reasoning with such classes produces



unintuitive results. An organism with no fins at all would according to the above template have the phenotype ‘absent’   and   inheres_in   some   ‘fin’. An OWL reasoner would, correctly, infer from this that the absence of a dorsal fin is a subclass of the absence of fins, which is the opposite of what we really intend—organisms without dorsal fins should be a superset of the organisms without any fins. That is, every organism with no fins necessarily does not have a dorsal fin. However, there are organisms with no dorsal fin that do have other fins. These expressions also do not provide a means to delineate whether the structure is absent from the whole organism or instead just from one part (e.g. feathers absent from head). The solution provided by PATO for problems with the ‘absent’ quality is the relational quality ‘lacks all parts of type’ (Mungall et al. 2010). Instead of describing an absence which inheres in a dorsal fin, we can instead describe the lack of dorsal fin which inheres in the whole body. An expression using an existential restriction on towards— ‘lacks   all   parts   of   type’   and   inheres_in   some   ‘body’   and   towards   some   ‘dorsal   fin’—produces the same classification problem as before for absent “fins” and “dorsal fins”. But because ‘lacks all parts of type’ is referring not to a particular instance, but instead to the whole class ‘dorsal fin’, we would like to refer directly to the class itself within the expression (Hoehndorf et al. 2007). Within OWL DL, we can use “punning” to simulate reference to the class by using an OWL individual with the same identifier (as the class) as the value for the towards relation: ‘lacks   all   parts   of   type’   and   inheres_in   some   ‘body’   and   towards   value   ‘dorsal   fin’. While this expression seems to capture the intended absence, and does prevent the unintended reasoning problems described above, using a class identifier as an instance value will also prevent OWL reasoners from making any useful inferences with respect to the class hierarchy of the absent structures. Fortunately, we can explicitly provide semantics for these expressions, by asserting that, for every entity ‘E’, ‘lacks   all  parts  of  type’  and  towards  value  ‘E’ is equivalent to inheres_in   some   (not   (has_part   some   ‘E’)). By standard OWL semantics, given classes ‘A’ and ‘B’ and axiom B   SubClassOf  A, the complement of ‘A’—(not  ‘A’)—will be a subclass of the complement of ‘B’. Thus, when expressed in this way, our system will correctly treat the absence of fins as a subclass of the absence of dorsal fins. Within Phenoscape, we keep the expression involving ‘lacks all parts of type’, along with the additional “not has part” semantics, since it retains a parallel structure to our other, non-absence, phenotype expressions. Also, PATO provides related terms, such as ‘has fewer parts of type’, which allow annotation of concepts for which the full semantics cannot be directly expressed within OWL DL (Mungall et al. 2010).
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2.3



Extending inference of presence and absence



While this presence/absence model works correctly across the basic OWL class hierarchy for anatomical structures, we would like to leverage the knowledge encoded within the ontology to make further inferences. Specifically, we would like to infer presence and absence across partonomic and developmental existential relations. For this we leverage the assumption that for the phenotype data we collect in the KB anatomical structures are only part of, and only have parts, that are part of the same organism (i.e., organisms are never asserted to be members of some larger grouping via part_of). Thus we provide the following property chains for implies_presence_of: implies_presence_of  ∘  part_of  →  implies_presence_of   implies_presence_of  ∘  has_part  →  implies_presence_of  



These property chains entail that for any phenotype that implies the presence of an entity E, also implied is the presence of all entities E′ for which the ontology contains axioms E   subClassOf   (part_of   some   Eʹ′),   E   subClassOf   (has_part   some   Eʹ′), respectively. For example, if the ontology (Uberon in this case) asserts that every ‘humerus’ is part of some ‘forelimb’, then a phenotype that implies the presence of ‘humerus’ also implies the presence of a ‘forelimb’ in that organism. Similarly we would like to infer that an organism has (or at least had at some point during its development) any structure that one of its known to be present structures develops from: implies_presence_of  ∘  develops_from  →   implies_presence_of  



Thus we can infer that, when using the Uberon anatomy ontology, any vertebrate animal that has a limb must have had a limb bud, since ‘limb’   SubClassOf   develops_from   some   ‘limb   bud’. Although the definition of develops_from implies that the presence of limb bud and limb were distinct in time during the individual’s existence (Smith et al. 2005), our applications of these inferences are agnostic to when an entity was present during an individual organism’s lifetime. If time of presence is important, inferring presence from developmental relationship will require an explicit temporal context. To fully extend the knowledge captured in the anatomy ontology, absence must also propagate correctly over develops_from, has_part, and part_of. For absence we obtain inferences that are the inverse of the presence entailments. For example, with the above axiom of all limbs developing from some limb bud, if it is asserted that an organism has no limb buds (at any time during its development), we should be able to infer that it must also lack limbs. This requires the addition of another property chain: has_part  ∘  develops_from  →  has_part  



For a given entity, such as ‘limb bud’, this implies that has_part   some   (develops_from   some   ‘limb   bud’) is a



subclass of has_part   some   ‘limb   bud’. The negations of these classes then have the reverse subclass relationship: not   (has_part  some  ‘limb  bud’) is a subclass of not  (has_part   some  (develops_from  some  ‘limb  bud’)). So organisms that have absent limb buds can now be inferred to lack anything asserted within the anatomy ontology to develop from a limb bud. We would like the same reasoning to apply across has_part and part_of. For example, any organism which lacks a structure, e.g. ‘forelimb’, must also lack any structures asserted to be part of it, e.g. ‘humerus’. The inverse property axioms between the has_part and part_of properties prevent us from achieving the desired inference by asserting a property chain such as the following: has_part  ∘  part_of  →  has_part  



This would result in circular dependencies between both properties, which is forbidden in OWL 2 DL. As a workaround, for every anatomical structure ‘E’, we generate the following axiom: (has_part  some  (part_of  some  ‘E’))  SubClassOf  (has_part   some  ‘E’))



This yields the desired result. For example, for ‘forelimb’ and ‘humerus’ the generated axiom not   (has_part   some   ‘forelimb’) is inferred to be a subclass of not   (has_part   some   (part_of   some   ‘forelimb’)), and thus also of not   (has_part   some   ‘humerus’). This axiom generation is fully automated within the Phenoscape KB build tools.



3



SCALING PRESENCE/ABSENCE REASONING



The approach described in section 2 works with any complete OWL DL reasoner such as HermiT (Shearer et al. 2008), and is implemented in a demonstration ontology (http://purl.org/phenoscape/demo/presence_absence.owl). However, in our experience no OWL DL reasoner scales adequately to handle a single annotated morphological character matrix dataset. In fact, we have not found any OWL DL reasoner that can classify the sizable Uberon anatomy ontology, even without the introduction of any phenotype annotation data. Thus, in production we are constrained to use the highly scalable ELK reasoner (Kazakov et al. 2013) for all OWL reasoning tasks. Because ELK implements only the OWL EL profile, it does not support the use of inverse properties or, more importantly for absence reasoning, class negation. For this reason we have implemented several workarounds within the Phenoscape KB build tools which provide the needed inferences in conjunction with ELK. To support phenotype queries within the KB application using absence expressions, we must assert the complete class hierarchy of anatomical absences in advance, since ELK cannot classify them on its own. However, we can use ELK to help generate this hierarchy. In addition to
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generating the axioms described in the previous section, the Phenoscape KB build system performs the following steps: (1) For every anatomical structure, generate a named class for its absence, using the OWL representation described above. For example:   EquivalentTo  ‘lacks   all  parts  of  type’  and  towards  value   ‘dorsal  fin’     EquivalentTo   inheres_in  some  (not  (has_part  some   ‘dorsal  fin’))  



(2) For every anatomical structure, generate a named class as equivalent to has_part   some   ‘E’, and another as equivalent to not  (has_part  some  ‘E’). (3) Relate each named “not has part” class to its named complement, using an annotation property (“negates”). (4) Classify the entire dataset using ELK, and materialize all non-redundant inferred subclass axioms. ELK will not generate any classification for the “not has part” classes. (5) Create a classification for the “not has part” classes by processing each of the class pairs related via the negates annotation. For A   negates   B, each of the direct superclasses of ‘B’ will be asserted to be subclasses of ‘A’, and each of the direct subclasses of ‘B’ will be asserted to be superclasses of ‘A’. (6) Reclassify the dataset using ELK, which will now have enough information to adequately compute the class hierarchy of absences. This workflow is implemented within the Phenoscape KB build system, available on GitHub at https://github.com/phenoscape/phenoscape-owl-tools.



4



APPLICATION



To demonstrate the potential of the described presenceabsence inference workflow, we applied our method to a published morphological character matrix (Ruta 2011) that has been annotated by the Phenoscape project with EQ phenotype expressions (Mungall et al. 2010) as described earlier (Dahdul et al. 2010). The matrix describes the appendicular morphology of 43 lobe-finned fish and early tetrapods and consists of 157 descriptive characters. Our workflow generates from this source matrix a new character matrix of asserted and inferred presence/absence knowledge for any subclasses of UBERON:‘anatomical structure’, resulting in 938 “characters” (i.e. anatomical classes that may be present or absent in a taxon). 872 of these had no direct assertions of presence or absence in the source matrix, but their presence or absence for at least some taxa is inferred by our method. About half (19,222 of 40,334) of the matrix cells are populated, of which only 8% (1451) result from direct presence or absence assertions in the



source matrix. Hence, 92% of the populated cells are the result of inference. This single source-matrix workflow is available in executable form that can be repeated for the example matrix described, or applied to other matrices (see http://dx.doi.org/10.5281/zenodo.10071). The example shows that data inferred through our workflow can substantially supplement those directly asserted, and other matrices we have annotated yield similar results. We are currently developing a tool that utilizes the Phenoscape KB to generate presence/absence supermatrices, to combine information across multiple studies for an anatomical and taxonomic slice chosen by the user.
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1



INTRODUCTION



A fundamental aspect of disease research involves the understanding of biological processes that underpin observed phenotypes. In order to achieve this level of understanding, diseases need to be described as collections of measured phenotypes and these phenotypes need to be analysed in relation to their genetic causes, genomic effects and linked with information on molecular interactions. One consequence of these efforts could be the ability to produce predictive models of phenotypes from genomic profiles with the aim of describing diseases more accurately. Such models will be helpful in understanding the genetic basis and molecular mechanisms leading to complex or rare developmental diseases, the process of ageing, as well as the characterisation and progression of cancer types. In particular, models built from model organism datasets can be translated into insights on humans in areas such as disease gene identification and drug target testing. Methods for assigning genotypes to phenotypes have been developed and used intensively (Ramanan, 2012), with the example of genome wide association studies (GWAS) applied for identifying causative genotypes for various conditions and phenotypes. These studies are usually followed by functional experiments, trying to unravel the biological mechanisms that could influence the phenotypes given the observed genotype. Moreover, there have been numerous efforts to link gene expression to phenotype. Data classification methods have been used extensively to characterise healthy or diseased tissue from the context of gene expression. In the above examples, although the genetic and genomic outcomes of the disease can be associated with phenotypes, the biological events leading to the phenotype at the systems level is not discovered. Signalling and metabolic pathway analyses can inform on the specific mechanisms of the genetic/ causes of the phenotypes. Here we identify areas of research that need to be further developed in order to facilitate computational prediction of the biological mechanisms that link genotypes to phenotypes. We break down the areas into three different themes (phenotype characterisation, gene expression to pathways and pathways to phenotypes) and describe their current status and future challenges.



2



ONTOLOGICAL CHARACTERISATION OF PHENOTYPES



In order to understand complex biological systems, reasoning chains reaching from a molecular level to the entire individual need to be built. With the availability of data from several model organisms, options are not only limited to human systems but may include data across different species. As a consequence, three major aspects of data integration need to be addressed: the integration across the different levels of complexity within an organism, the integration across species and the frequencies of occurrences of phenotypes (quantification). To facilitate data integration, numerous ontologies have been developed that define the meaning of biological concepts, such as the Gene Ontology (GO). Available ontologies in the biomedical domain cover the different levels of complexity, i.e. ontologies that represent gene function (GO) as well as tissue information (e.g. BRENDA tissue ontology) or phenotypes (e.g. the Mammalian Phenotype Ontology or the Human Phenotype Ontology). However, the integration of data across the different levels of complexity is ongoing work (Hoehndorf, 2013; Oellrich, 2014). Solutions to combine phenotype data from different ontologies include the development of so called Entity-Quality (EQ) statements that enable the composition of phenotypes using species-independent ontologies (Mungall, 2010), e.g. GO (for the representation of processes) or UBERON (a cross-species anatomy ontology), but the application relies on manually curated EQ statements that are so far only available for a small selection of species and genotypes. The quantification of phenotype data is slowly on its way: databases such as OrphaNet describe disease phenotypes with additional quantifiers, e.g. the phenotype dwarfism is very frequent in patients with a 12q14 micro deletion syndrome. While clinical databases already work on the inclusion of quantified phenotype data, model organism databases lag behind by not providing this information. Thus, quantified phenotype information cannot yet be used for data analysis and computational modelling. In conclusion, more work is required to integrate data across the different complexity levels and to quantify phenotypes using the existing ontologies, in order to build reasoning chains that can be used for reliable, automated predictions.
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3



GENE EXPRESSION TO PHENOTYPES



The ease of obtaining whole genome expression datasets has enabled more thorough classification of phenotypes associated with the expression of sets of genes. For example, classifications of tumour types from high-throughput gene expression and/or copy number profiles have helped unravel the complexity of different cancer types and better understanding of cancer progression, as well as the identification of new diagnostic biomarkers (Marisa, 2013). Given enough data sets, existing data mining methods can assign patterns of gene expression to the phenotypes under study. Although “gene expression signatures” to phenotypic associations are an important step into determining the causal link between genes and phenotypes, it is still difficult to determine the underlying biological mechanism from gene expression data sets alone. In an experimental setting where a gene mutation is introduced and phenotypes and whole mRNA are profiled, the mRNA profile will include primary as well as secondary effects of the mutation, reflect tissuespecific expression, as well as developmental/cell-cycle specific gene expression. Tissue-specific and temporal based gene expression with matching phenotype measurements could be dealt with appropriate experimental controls, however, these are often absent or impractical to implement in large-scale phenotyping assays or in cases of metaanalyses from already available data sets (Oellrich, 2014).



4



PATHWAYS TO PHENOTYPES



Deriving the underlying mechanism of the phenotype, given the initial mutations and resulting gene expression involves the integration of knowledge on protein interactions and pathways (Khatri, 2012). This may come from direct protein level measurements, therefore enabling the use of computational simulations for the formulation of predictive hypotheses that can subsequently be tested experimentally. Such approaches have the potential to produce predictive mathematical models describing the underlying mechanisms at high-levels of detail (Petelenz-Kurdziel, 2013). However, they are not easy to implement on a large scale and are mostly useful when there is already substantial knowledge of the biological process involved. In cases where the biological process involved is unknown or poorly defined, high-throughput protein interaction data or high-level pathway information from pathway databases can help disentangle the mechanisms that are responsible for or induced by the observed gene expression. Boolean logic and other logic-based approaches (Papatheodorou, 2012) have been used successfully for qualitative pathway analyses, to generate hypotheses that link gene expression, pathways and phenotypes. Further work needs to focus on linking the different levels of information, protein levels, gene expression and metabolic and signalling pathways into computational models that can handle qualitative and quantitative pathway parameters. Integrating different kinds of data sets from different species



to solve a single, common biological process is an invaluable step in pathway analyses, but remains a difficult task. Advances in text-mining methods, as well as more accurate orthologous relationships between the genes of different species will help overcome these problems. Finally, recent efforts on multi-scale models of organs attempt to bridge the gap between molecular pathways and physiology through projects such as the Virtual Physiological Human (Coveney, 2013). Such efforts will facilitate a better understanding of the relationship between genes and phenotypes.



5



CONCLUSIONS



High-resolution gene expression data sets are providing more insight into the functional consequences of the genotype as well as clues into the mechanisms that might control the phenotype. At the same time, research utilising pathway analysis and data integration has been increasingly important in explaining the biological mechanisms under which genotypes (and gene expression) influence phenotypes. Some form of pathway analysis is routinely part of gene expression studies, however, this is hindered by the lack of detailed pathway maps and quantitative information on the reactions. From the perspective of phenotype characterisation, the development of different types of ontologies and links between them, is increasingly improving the integration of gene, tissue, anatomical and disease data sets within and between species. In recent years computational methods in mapping and organising these relationships have improved significantly, creating the basis for more detailed associations between genes, pathways and phenotypes in the future.
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Can we acquire a complete heart-failure vocabulary from textual knowledge sources for building reference disease ontology? Liqin Wang *, Bruce E. Bray, Jianlin Shi , Peter J. Haug University of Utah; Intermountain healthcare, Salt Lake City, USA



1



INTRODUCTION



Disease ontologies are ontologies specialized for describing disease-specific medical knowledge about disease etiology, diagnosis, treatment, and/or prognosis, which could facilitate the information retrieval from Electronic Medical Record (EMR) systems used for EMR-based phenotyping. Creating ontologies is labor-intensive, a major task of which is to gather disease pertinent information. To support this, we developed a (semi-)automated approach to amass diseaseassociated concepts, while reference standards are required to assess its performance. The objective of this study is to assess the feasibility of using textual knowledge sources to amass domain specific vocabulary for building reference disease ontologies. We will use heart failure as an initial case syndrome.
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METHODS



We select heart-failure-related documents from four source categories: conventional textbooks (relevant chapters from Braunwald’s heart disease and Harrison’s principle of internal medicine), evidence-based online clinical resources (e.g., documents from UpToDate, DynaMed), practice guidelines (ACCF/AHA guideline and ESC guideline for heart failure), and summarized articles (ACC/AHA defined key data elements for heart failure). An annotation guideline was defined with four annotation classes, including causes or risk factors, signs or symptoms, diagnostic tests or results, and treatment. Several medical experts were trained to annotate textual documents according to the guideline. Each document is assigned to at least two annotators; so that any resulting conflicts in the annotations will be resolved by consensus. All the adjudicated annotations are exported and mapped to a standard biomedical terminology, UMLS. The consistency of mapping between two individuals will be assessed. We will then analyze the overlap of extracted concepts among source documents and the contribution of the concepts from each document within each category, and will determine whether we have been able to reach a relative complete vocabulary for building heart-failure ontology.
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Six out of seven selected documents (i.e., UpToDate, Harrison, ACC_GDL, ACC_KDE, DynaMed, and ESC_GDL) have been completely annotated and adjudicated which resulted in a total of 1,976 string-unique annotations, the majority of which are mapped to 1,267 UMLS concepts. 55% of the concepts appeared only in one source. The coverage of all sources is distributed between 20-40%.



RESULTS



4



DISCUSSION



This initial review shows that ACC_GDL overall has the best coverage for heart-failure-related concepts, while Harrison and ESC_GDL have better coverage on specific categories. However, no source by itself demonstrates a fair coverage. Over half of the concepts in the final list are contributed only by one source; each source makes unique contribution to the final vocabulary.



5



CONCLUSION



The content of the knowledge sources varies even for the same subject—heart failure. It will be necessary to consult multiple sources to reach a good coverage of vocabulary for building disease ontologies.
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1



INTRODUCTION



As reference genomes and large-scale programs to generate model organism mutants and knock-outs are completed, there has been matching effort to establish and codify phenotype with genomic coverage (Brown and Moore 2012). Current phenotyping effort will deliver annotations held in independent databases associated with the primary data, which may be searched individually, but there is no mechanism for integration, cross-query and analysis, especially with respect to human abnormality and disease phenotypes for image derived data. Furthermore, the image annotations will be “obvious” traits generated by manual scanning, but will not include or allow deeper investigation for more subtle variation, especially at the cellular level. Finally, current data will not be published in the context of a common spatio-temporal framework allowing more complex analysis and interoperability with other atlas-based resources, such as the eMouseAtlas (Richardson et al. 2014) gene expression databases.



2



OVERVIEW



PhenoImageShare (PhIS) will help biologists create annotations through the provision of easy to use, open access, image annotation tools. The annotations, and links (i.e. URIs) to the corresponding images, are registered within the PhIS system. When possible annotations are associated with a region of interest (ROI). Annotations contain a variety of terms from pre-existing anatomy and phenotype ontologies including: UBERON (Mungall et al. 2012), Mammalian Phenotype and EMAP (Richardson et al. 2014). Inferencing over the ontologies creates new links between phenotype terms and/or images. Anatomy terms can be inferred from phenotype terms using bridge ontologies provided by the Monarch Initiative (Köhler et al. 2014). Annotations/images are linked to biomedical atlases through anatomy terms. This enables spatial inferencing, e.g., find phenotypes in areas adjacent to a ROI. Currently, image information and annotations are stored in a prototype Apache SOLR index. Open access query tools are in development, which will allow biologists to perform a variety of queries (see Section 3) over this data set. Other



open access tools will facilitate the creation of annotations. Future work includes atlas, and image description, based integration of phenotype images. In this manner PhIS will facilitate image and annotation sharing and provide discovery tools accessible to biologists for various scales of throughput.
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USE CASES



From a biological user’s perspective there are two main workflows. The first enables the annotation of images, and the second queries the system. Typical queries are expected to include: • Find images showing the phenotypes due to a particular allele. • Find images demonstrating the phenotypes due to mutations in a particular gene. • Find images of phenotypes in a region defined by painting on an image. • Find images illustrating the expression pattern of particular gene/transgene. • Find images of phenotypes in some named anatomical structure. • Find similar phenotypes to a given phenotype.



4



CONCLUSION



PhenoImageShare will deliver a central repository for phenotype descriptions associated with image resources. The system will enable complex phenotype and spatial queries across the data and link back to the original image data held remotely at the originating resource.
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1



INTRODUCTION



An epicrisis is a clinical discharge document which contains summary descriptions of the symptoms, medical testing, diagnosis, course of treatment, and prognosis for a single patient. In this poster we present a case study for a project to automatically translate and annotate rare disease epicrises from languages representing language groups that cover the majority of the world’s population. The ultimate goal of this project is to aggregate in a homogeneous knowledge base phenotype descriptions for the majority of the over 6,000 known rare and neglected diseases to serve as a basis for a new disease taxonomy, to provide a phenome network corresponding to the Diseasome, and to create the potential for overlap with cohorts from the worldwide Human Variome and 1000 Genomes projects.
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THE CASE STUDY



The documents for this case study have been voluntarily contributed by the patient’s family. They represent a time-course series of epicrises (from different hospitals) that span 6 months of the development of an extremely rare uncategorized disease, of which only half a dozen cases have been recorded and/or reported, including this case study. The epicrises are in the Bulgarian language (Slavic subgroup, written in Cyrillic) for which mappings of the biomedical ontologies don’t exist and for which training corpora for automatic translation are small and/or underdeveloped. This creates a perfect case for solving the predominant problems we expect to encounter in the large-scale automatic translation and annotation of non-English epicrises. We regard the epicrisis as a semi-structured disease phenotype description spanning several different physiological scales. The disease phenotypes show a complex set of interacting hereditary and compounding components with autoimmune, neurodegenerative, and metabolic aspects. There is no successful treatment for this disease and to the best of our knowledge it is fatal shortly after development.
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RESULTS AND FUTURE WORK



We present a pipeline for epicrisis ingestion, translation and annotation, including: OCR (when necessary); building a medical record mapping between English and the target language as a basis for a controlled-vocabulary translation; and annotating the translated record with biomedical ontologies.



The pipeline is built upon UIMA, is modular, and translation resources (including any special processing for the target language) are easy to swap in and out.
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ETHIC AND LEGAL ISSUES



Epicrises are confidential personal medical records, access to which is strictly regulated. Their de-identification and annotation is a laborious and expensive process. Bulk access to them for research purposes is either very difficult or impossible. In anticipation of these problems and inspired by online disease-specific support groups, on the basis of the case study we are developing a second pipeline for the automatic creation in every language of interest of an online crowdsourcing service for patients and families to volunteer their own information in an anonymous but trackable way. The pipeline requires translating/mapping the relevant annotation sources from English into the target language as well as composing a user guide for the extraction of information from an epicrisis for the case when a copy of the original will not be provided by the patient and/or the affected family for verification.
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DISEASE PHENOTYPES AT VARIOUS PHYSIOLOGICAL SCALES



We report on our experience in handling epicrises from the perspective of annotating disease phenotypes. In this sense, the epicrisis is a semi-structured set of phenotypes from different physiological scales and interpretable in different system-biological contexts. We point out two important deficiencies in the state-of-the-art of the base sources for phenotype annotation of biomedical literature and clinical records: (a) there is at best a discontinuous hierarchy of physiological scales for phenotype descriptions (i.e. between the level of cellular phenotypes and the level of whole-organismal disease symptoms), and (b) clinical phenotype information is still insufficiently annotated against system-biological knowledge bases for a reasonably full hierarchical picture of the multiscale interaction of the genome and the environment. Both these deficiencies are expected to be tackled by what is being referred to as “deep phenotyping”. In addition, we believe that aggregating the phenotypes specifically of rare diseases has the potential of filling enormous gaps in our understanding of human disease, both because of the overall scarcity of such information in traditional sources, and because these diseases are by definition hard to diagnose and treat.
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An organism’s genetic background plays a very influential role on its phenotype, and should be taken into consideration when attributing variant(s) to a specific phenotype. For example, individuals with the red hair phenotype have a mutation for the melanocortin-1 receptor (MC1R), and this mutation is associated with an increased sensitivity to thermal pain and altered response to kappa-opioids1. When studying dosage and effectiveness of a new analgesic, response should be normalized based on known variant-drug interactions. Furthermore, precision medicine based on genetic variations in tumor subtypes is increasingly being used to develop treatment strategies for cancer patients2. When investigating the underlying cause of a genetic disease, potentially influential variants derived from exome and whole genome sequencing must account for variation by leveraging minor allele frequency due to demographics. Background variation can be minimized by creating isogenic strains (e.g. C. elegans and yeast), but this experimental technique is not available for most species. This can be problematic when trying to understand the effects of a single genetic variation on a complex process. A striking example of phenotypic variability due to genetic background is where phenotypic abnormalities are observed in mouse forebrain commissures, affecting either the size of the corpus callosum (BALB/cJ and 129) or hippocampal commissure (129, I/LnJ, and BTBR), or the absence of a corpus callosum altogether3. To study the influence of genetic background on phenotypes attributed to specific variants, we utilized a set of phenotypes (phenotype profiles) of wild-type and mutant mouse strains described using terms drawn from the Mammalian Phenotype Ontology (MP). We used quantitative data from the Mouse Phenome Database, where we assigned MP terms to background strains based on extreme



deviation from the mean (> 3 s.d.) for standardized assays. By transforming quantitative data to a semantic representation, we can better leverage mouse strains as disease models in qualitative phenotyping systems. We have additionally curated more than 1,600 physical, physiological and behavioral attribute phenotype descriptions of common mouse strains. Here, we compare the phenotype profiles of all mutant lines in the Mouse Genome Informatics resource against their wild-type background strain(s), to investigate if any phenotypes of high occurrence might correlate with the background phenotypes. For example, phenotypes of the integument (e.g. phenotypes such as coat color) are overrepresented in mutant lines on the C57BL/6 background. While this isn’t surprising since BL/6 lines are often chosen because they have an easily assayed phenotypic marker, it serves a control. With this method, we may be able to detect phenotypes that were attributed to a mutation even though they may be the result of the genetic background alone. Our results aim to provide context to researchers interpreting genotype-phenotype data available from comparative efforts such as the Monarch Initiative (www.monarchinitiative.org), whose users may not be familiar with the genetics of organisms outside their expertise. These results may also help researchers optimize their choice of strain for targeted gene disruption, or evaluate phenotypic outcomes of genetic perturbations. Additionally, we may be able to integrate background enrichment scores into phenotype similarity algorithms in order to “subtract” phenotypic background before computing semantic similarity comparisons against other phenotype profiles. 1. Mogil JS et al. (2003) PNAS 100(8):4867-72 2. Gonzalez de Castro D et al. (2013) Clin Pharmacol Ther 93(3): 252–9. 3. Bohlen MO et al. (2012) Genes Brain Behav 7:757-66
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