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Blackbox Kriging: Spatial Prediction Without Specifying Variogram Models Ronald Paul BARRY and Jay M.



YE. HOEF



This article proposes a new approach to kriging. where I f1eltible family of vllriograJDS is used in lieu of one of the traditionally used parametric models.. This nonpanmetric approach minimizes the problems of misspecifying the nnogram model. 'The ftexible variogram family is developed using the idea of a mO\'ing average function composed of many small rectangles for the one-dimensional case and many small boxes (Of" me IWodimensKlnl1 cue. Through .'limulation. we show that the usc of nexible piectwise-linear models can result in lo......er mean squared prediction errocs man the use of traditional models. We then use a flexible piecewise-planar variogrIm model as a step in kriging the two-dimensional Wolfamp Aquifer data, v.ilhoul the need to assume that the underlying process is isotropic. We pro\"C that. in ODe dimension. any continuous variognm wilh a sill can be apprnximaled ubitJarily close by piecewise-linear variograms. We discuss ways in which the piecewise-linear vanogram modeb can be modified 10 improve the fit of the variogmm estimate near me origin.



Key Words: Anisotrop)': Geostatistics; Moving averages.



I. KRIGING AND THE CHOICE OF VALID YARIOGRAM



FAMILIES Ordinary kriging is a method for predicting the value of a random process al a specific location in a region, given a dataset consisting of measurements of lhe random process at a variety of locations in the region. Specifically, leI Z (.'II) Ii = 1, ... ,71 be a set of measurements at locations .'II, •.. , SJl in an m-dimensional region D. These measurements are assumed to be one realization of a random process Z(·) with the following properties: 1. E[Z(·)J- ,.



2. 21'(h) = var (Z(s) - Z(s - h)), for all s, S



-



h in D, exists and only depends



on h (Cressie 1993, p. 40). These two assumptions fonn the intrinsic stationarity hypothesis (Cressie, p. 60), and the vanogram is defined to be the function 2")'(h) = var(Z(s)ROIl.Ild Polli Barry is AS5QCia~ ProfU!Or. ~n1 of Malhemalical Sciences. University of Alaska Fairbank$, Fairbllnk.'I., AK 99775-6660, [email protected]!ka.edIl.Jay M. Ver Hoef i$ a Biometrician. Aluka Departmrnl of Fi!l1 and Ga.me. Division of Wildlife Conservation. Fairbanla, AK 99101, [email protected].
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Z(8- h)). Additionally, isotropy is often assumed. where 21'(h) = 2-y(!Ihll); that is. the variogram depends only on the length of h and not its direction. Ordinary kriging is the best linear, unbiased predictor (Cressie 1993) for the random process at a specific location. To predict at the location So in D. use 2(80) = I:::l >.;z(s;), where L Ai = I, which guaramees unbiasedness so that E(Z(s(l) - Z(S(l)j2. the mean squared prediction error, is minimized. It is straightforward to find Ai jf 2,(h) = var(Z(s;) - 2(8j)15; - 5j = h) is known. Unfortunately. we will almost never know this, but wiIJ have co estimate it from the one realization of the random process thai we have sampled. Using the data to estimate 2,th) will present two problems. First. if care is not laken in the estimation of 21'(h). negative estimates of the mean squared prediction error E(2(80) - Z(80))2 may result. Second, the error in the estimation of 2')'(11) will increase the imprecision of the spatial prediction. Fonunalely, users of kriging have found ways of dealing with these problems. The first problem is handled by assuming that the true variogram is a member of a parameterized sel of valid variograms. By valid, we mean that we are assured of getting nonnegative estimales of the mean squared prediction errors. To ensure this. a family of variogram models is chosen where aJl functions in the family are conditionally negative definile so that n



n



LLU;uj2')'(s. -.~j):5 0 ;=1 j=1



for any whole number n, any locations 81, .•. ,8 n , and any set of real numbers UI, ... ,an such that L~I U; = O. The second problem has been analyzed by several researchers. including Stein and Handcock (1989), bm most users simply assume that the fitted variogram model is the true variogram. Thus, ordinary kriging is carried out in the following stages: I. Compute the empirical (also called experimental) variogram tsee Cressie 1993, p. 69), using the data {Z(Sj)}j""'I' 2. Choose a family of valid variogram models, such as the exponenlial models (see Cressie 1993, p. 61), where all of lhe functions in the family are conditionally negative definite. 3. Estimate the variogram using some technique to fit the valid variogram to the empirical variogram. 4. Assume thai me filted. valid variogram is the true variogram 2')'(h). 5. Calculale me best linear prediclOr and its mean squared prediclion error. The



minimum prediction error estimator is 2(80) =



2::7=1 >'jZ(Sj), where (1.1)



Here,



"y



= (1'(so -



sll, .. " ')'(50 -



SN))', and r is me N x N matrix with



")'(5; -



Sj)
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a... the (i.j)th entry. The mean squared prediction error is l



'() 'r- J (I _I'r- i')2 (J"So=, ,iT '1



(1.2)



This article is primarily concerned with the selection of a family of valid variograms to fit to the empirical variogram. Obviously. if the true variogram of the random process is not closely approximated by a member of the selected variogram family, the predictions and estimated prediction errors might be seriously biased. Practitioners will often "eyeball" a plot of lhe empirical variogram to help them select a variogram family. Unfortunatdy, this will not work very well for data drawn from a two- or three-dimensional domain. For this reason, practitioners often assume isotropy, which makes modeling the variogram much easier. This funher restricts the choice of variogram families so that the selected model may be far from the true variogram. For a list of isotropic models. see Cressie (1993, p. 63). Further, the empirical variogram may not look like one of the known variogram families. One solution is to use families of variograms that are sufficiently flexible to fit almost all variograms, isotropic or not-the nonparametric approach. This article will introduce flexible families of valid variograms for use with oneand two-dimensional data. We will show that arbitrary variograms can be approximated by members of these new flexible families. We will also show how special variogram models can be constructed that arc more accommodating near the origin of the variogram than farther from the origin-because the quality of [he approximation to the variogram near the origin is of the greatest importance (Stein 1988), flexibility of the nonparametric variogmms near the origin is desirable. Shapiro and Botha (1991) introduced the idea of nonparamemc variogram fitting. They introduced a family of variograms that is flexible enough to approximate almost any variogram so that the misspecification of the variogram model and its attendant bias is no longer a worry, As in any nonparametric regression, there is a problem of overfitting, where the variogram model fits the data too well, as though there was no random error in the empirical variogram. Conditions can be put on the variogram estimate to damp out oscillatory behavior and avoid overfitting. Shapiro and Botha discovered a family of cosine series variograms that is sufficiently flexible to fit arbitrary variograms. Parameterized by the coefficients (eo, al,"" a",), where m is less than the number of data, the variogram family is m



2')'(hleo, al,···



l



Ilm)



= eo



+L j=1



m



Ilj -



L



Ilj



cos(6jh),



j=1



where 8 > 0 and a j > O. Shapiro and Botha recommended using m one less than the number of data. Because this family is very flex.ible for large amounts of data (large '1.). they prevent overfitting by explicitly bounding the slope of the fitted variogram, by ensuring that the fitted variogram is convex, or by ensuring that the fitted variogram is monotone increasing. One feature of their method is thaI the parameter estimates can be obtained by quadratic programming. Shapiro and Botha (1991) introduced a family of valid tw{}-dimensional variograms based on linear combinations of Bessel functions. The parameters of the best-fitting



R. P. BARRY AND 1. M. VER HOEF variogram can be obtained by quadon;c programming, and overfiuing is avoided by again bounding the derivative of the fitted variogram, by forcing the filled variogram to be convex. or by forcing it to be monotone. Unfortunately, all of these variograms are isotropic, which means that 21'(h) depends only on the magnitude IIhll of h, and not on the direction. These flexible variogram families are all amenable to solution by quadratic programming, but they cannot model anisotropy and cannot be made more flexible near the origin.



2. FLEXffiLE VARIOGRAM MODELS AND MOVING AVERAGES Matern (1986) and Webster (1985) have shown how moving average functions can be used to construct valid variogram families. The moving average idea can be used to define new flexible variogram families thai complement the flexible variogram family of Shapiro and Botha (199I) and can accommodate anisotropy and have greater flexibility near the origin. To obtain a valid variogram in Tn dimensions, a function f : n m --t R is selected such that



~



21(h)



1m



(J(x) - f(x - h))' dx 



00



fo,,11



hE



nm



(2.1)



As proven in Appendix A, we can use such a function to construct a random process with the variogram 2')'(h) + 2co (where 2Cl), the nugget effect of the process, is nonnegative) for h =1= o. Thus. any function f that satisfies Equation (2.1) yields a valid variogram, which can be described explicitly as long as we can carry out the integration. To obtain a family of parameterized variograms, we need to start with a family of functions f(xI8) : Rm 1


21(hI8) =



1m



(f(xI8) - fix - hl8))'dx < 00



for all



hE



nm



(2.2)



for every choice of 8 from a set of possible parameters. For example. consider the family of functions f(xla,b) = aI(O ~ x ~ b), where a,b > 0 (here. 'I is the indicator function). First. plugging the function into (2.2). we see that



2,(h)



=



1 l



(f(x) - f(x - h))' dx



(aI(O S x -; b)



-aI(h~



x



~ h+b))2 dx < 00



for all



hen.



Essentially we are overlaying two rectangles, both of height a and width b, with one of the rectangles offset by h with respect to the other. Where the rectangles overlap, they will cancel. Where they do not overlap, we square the height and take the resulting area. Clearly. when h = 0 the rectangles cancel and 21'(010. b) = O. As h increases, the variogram increases linearly. until. when h = b, the rectangles no longer overlap. For all a. b > 0, the integral is finite. so we know without need of funher checking that the
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resulting variograms will be valid. In fact, the valid variogram family obtained is



2>(hla,b)



~



1



00



If!xla,b) - I(x - hla,b)I'dx



~ {O2.'lhl 2a2b



-00



if It = 0; if 0 < Ihl ~ b; if Ihl > b,



the Iinear-with-sill variograms. The construction described in Appendix A gives us, in addition, a nice physical interpretation of the random process. The moving averaging corresponds 10 a smoothed version of a farge number of small independent and random phenomena. The moving average approach can help find new variogram families, especially when the smoothing concept matches our physical intuition. In general, however. we would prefer to have the data determine the shape of the variogram as much as possible. Imagine that the true (but unknown) variogram is merely continuous for h -I- O. What we will do is truncate the variogram outside the range of the data. This truncated variogram will tum OUt always to have a moving average function. We can approximate the moving average function by a piecewise constant moving average function to obtain a variogram that i.~ close to the true variogram. The family of valid variograms derived from piecewiseconstant moving average functions will Ihen be a flexible variogram family, flellible in the sense that they can approllimate any continuous variogram with sill.



3, ONE·DIMENSIONAL FLEXIBLE VARIOGRAM MODELS We will now introduce a new flellible variogram family based on moving averages. For any positive integer k and range e > 0, define the piecewise constant function,



~



!(xlal, ... ,Ok,C,k)=L.,.ojI



(U - I)c 


J=l



This function has suppon (O,e], and consists of k steps of equal width elk and heights aI, ... ,ak. The resulting family of valid variograms can be readily found from (2.1). If h is an integer multiple m of the width of each piecewise constant step so that 1111 = melk. then the breaks line up and the variogram is very simple to compute:



The first and third terms involve parts of the moving average functions that do not overlap. while the second term involves the overlap. Multiplying this out, we gel



,



2...,.(h) =



2c"



k



2



~ uj 1=1



-



.



2c"



k



L.,. d;/li_rn·



i=rn+l



When h is not an integer multiple of elk, we can use the fact that the variogram is piecewise-linear (Ihe imegral of a piecewise constant function is always piecewiselinear), and obtain the variogram value through interpolafion. For h when 0 < h < c,
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we find the integers m/ and m u such that m/c!k is lower and muc/k is higher than h: TIt( = L(hk/c)J is the nearest imeger less than hc/k and m ... = r(hk/c)l is the nearest integer greater than hc/k. Then V ;= (h - (m,clk)) /(c/k) is the fraction of the way that It is from m/ to my. Then



(1 - V)2>(m,elk)



+ V2,(m.elkj



2c"2



"



kLui-



2c



.=1



for



Ihl < c,



2c



Ie



kVLu;u._r¥l-T(l-V)La,ui_l¥J .""1



where at = 0 for i < I. and



(3.1)



.=1



,



2e" , 2,(h Iu l, ••. ,u/;:,c,k)= k L.JUi ;=1



for



Ihl > c. These variograms are piecewise-linear. continuous



(c(i - l)fk, ci/k). for i = -I. +



and linear on each piece



I, ... ,k. and elsewhere constan!. In Appendix B we



prove that, as k becomes large, the family of piecewise-linear variograms approaches arbitrarily close to any continuous variogram with a silL



4. TWO-DIMENSIONAL FLEXffiLE VARIOGRAM MODELS If we cut a c x d reclangle Tn times in the y direction and n times in the x direction and pick a function thaI is conslant on each of the resulting m x n subrectangles, we gel the analog in twO dimensions of a piecewise constanl function. Formally, for a set of parameters aLj, i = I, ... , n,j = I, ... , m. we gel



f(x"x,) ~



m



"



L: L: aLjT [(er; - 1)lm < x, < aim) (d(j -



I lin



< x, < djln)] ,



.=1 j=1



which is a step function with height Ui,j in the subrectangle in the ith row and the jth column. We can find the corresponding variogram much as we did in the one-dimensional case. First. for any lag (h l , h2) in two dimensions, where hI and h2 are integer multiples of elm and din, respectively. Ihe variogram is easy to compule. because the subreclangles of Ihe moving average function and the lagged moving average function line up:



For the general case. we can use the fact that Ihe inlegral of a function that is constant on each subrectangle in a grid is piecewise-planar. Then we can obtain the value of the variogram at an arbitrary lag (hJ,h 2 ) by making a planar interpolation of the four variogram values on Ihe comers of the subrectangle containing the lag (hI, h2).
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Let V be the decimal part of Ih 2ln/d and W be the decimal part of interpolated ",ariogram value is



2,d { - mn V



m



n



wt;f;ai,ja;-rl~~I"'lJ-r¥l +(1 - IV)



2,d



- rnn (I - V)



t. t,



Ihtl



~ c,O







a;,j";_l



,.~m J,j-r"l!-'l }



{m n W{; Ea;,jai_rl",


for 0 



Ihtlm/c. Then the



t. t,



"',j"H



,.~- JJ-l "l!-' J},



(4.1)



Ih~1 ~ d, and



Ihd > e or Ih2 1> d. This vanogram is continuous, and planar over each rectangle {hi, h z : (i - l}e/m ::; hi ::; ie/m, (j - l)d/u ::; h z ::; jd/n,i,j = -k + I, ... ,k}. This function is also a quadratic fOIm thai will be used in the filling of this ...anogram model in Section 7. for



5. FITIING FLEXIBLE VARIOGRAM MODELS Fitting a one- or two-dimensional f1e;o;ible vanogram model to an empirical vanogram is simply a special case of nonlinear minimization. In this section we will discuss the details of fitting the flexible vanogram models. Fitting a one-dimensional flexible model is done in three steps: I. The empirical variogram is produced, 2. The nugget effect is estimaled, 3. The parameters of the valid vanogram are estimated. The empirical variogram is defined as 2-j,mp(h) m N;h)



L



(Z(8') - Z(8j»',



(5.1)



Is,-s,l=h



where N(h) is the number of pairs of z(s;), z(Sj) such that lSi - sjl = h. Note thai the empirical variogram is nOi necessarily a valid variogram. because we cannol be assured
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that it is conditionally negative definite (Cressie 1993, p. 90). Each value of the empirical variogram 2temp(h) is associated with a weight N(h), reflecting the number of pairs of locations averaged to gel thai value. If the locations are irregularly spaced along the transect, N(h) will tend 10 never be bigger than one. Researchers often respond by binning the data, essentially pretending that me locations are regular. The disadvantages of this are the loss of information about the variogram al small lags and an artificial inflation of the size of the estimated nugget. If we cannot assume that the nugget effect is negligible. we will have to estimate it. We have found that simultaneously estimating the magnitude of the nugget effect and the variogram parameters leads to overestimation of the nugget effect, so we recommend estimating the nugget effect before estimating the other model parameters. The underestimation of the nugget effect when the nugget effect is estimated simultaneously with the parameters a I, ... 1 al: is a result of overfilling. When the nugget effect is large, the realizations of the process are noisy. so the empirical variogram tends to be quite rough. Because the sill is the value of the variogram as h exceeds the range of the process, it is just (2cjk) I:~=l + 2eo. For a fixed sill. there is a trade-off between the size of the nugget 2eo and the sum of the squares of the parameters a], .. . ,al:. If the nugget is overestimated, the Jad must be small. This limits the flexibility of the variograrn estimate. Thus. the minimization algorithm attempts to fit the rough empirical variogram at the expense of the estimate of the nugget effect. By estimating the nugget effect separately from the rest of the parameters, these difficulties are avoided. Figure 1 shows the true variogram, the empirical variogram. and the fitted IS-piece variogram with a range of 50. for a single realization from the process that gave the results in Table 1. In Figure lao the estimation of the nugget effect and the moving average parameters was done simultaneously. Here. notice that the fitted variogram was able to closely approx.imate the roughness of the empirical variogram, but at the cost of an underestimated nugget effect. In Figure 1b. the nugget effect was estimated by filting a line. via weighted least squares. to the first five lags prior to estimating the moving average parameters. In this case. the estimate of the nugget effect is larger. in fact quite close to the true value of 20.0; as a result the fined variogram is smoother. Next. the parameters of the flexible model are estimated. This is done by minimizing either the weighled or nonweighted sum of squared errors (SSE). Jf the Jocalions were regular. we would minimize the weighted least squares fonnula:



at



SSE(al, ... , aI:, c, k) =



L,



(N(h)j1'~mp(h)) [i'(hja] .. .. ,Uk, c, k) + 2co -i'cmp(h)J 2



(Cressie 1993, p. 99). Note that the previously estimated nugget effect 2eo is added to the variogram estimate i'( hla [, ... , Uk, e. k). When the locations are irregularly spaced and the data has not been binned. the empirical variogram may be a very poor estimator of the true variogram at any particular lag h. In this case we forego the weighting and minimize the nonweighted sum of squared error:



SSE(UI I . . • , ak, c, k) = L[-Y(hlut, ... , ak, c, k)



,



+ 2eo -i'emp(h)]2.



Sp....TI....L PREDlcnON Cressie discusses several other possible formulas that can be minimized to obtain variogram estimates, including generalized least squares (Cressie 1993. p. 95) and robust fonnulas (Cressie, p. 97). In me simulation described in Section 6, we minimized the weighted least squares fonnula using the multidimensional simplex method for nonlinear minimization (Neider and Mead 1965). In this simulation we fixed the range c of the flexible model, and the number of steps k. and found a I, ... ,Uk that minimized the weighted least squares fonnula. Estimating the parameters of a two-dimensional flexible model involves straightforward extensions of the methods used in the one-dimensional case. In the analysis we present in Section 7, we fined a two-dimensional flexible model to the empirical variogram from the Wolfcamp Aquifer dataset. In this analysis we decided thai the nugget effect was negligible. If we had decided to estimate the nugget effect, we would have regressed the empirical variogram 2iemp(h l , 112 ) against the magnitude of the lag lI(h l , h2 )1I. We would have interpreted the intercept as the estimate 2eo of the nugget effect We then sought the parameters 8 = (a"I, ... ,a5,.. ) so that the function



SSE(a,." .. .,a,.• )
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L" L"



[('(X;,Y;)-*i,Yi))'



;=1 j=i+1



-2r(x; -



Xj,



y,- - vilal,l,' .. , as,.. )



r



(5.2)



was minimized. Because the equation for the two-dimensional variogram [see Equation (4.1)J is a quadratic fonn in the parameters a = (al.l. .... Q5.4). the preceding equation can be written in the fonn Il4 85-i



SSE(a) ~



L L(a'Qija - ".i)'·



(5.3)



;=1 ;=1



We could have used a nonlinear minimization method that did not require knowing the gradient of the SSE. but for this analysis we used the fact that the gradient of (5.3) can be made explicit. Let a(n) be the nth iterative approximation to the parameters (au,·· . as... ). 1lle iterated equation was I



i(D)



=



i(D-I) -



s(n)



LL (i(D-11'Qiji(D-I) ;



;



where s(n). the Step size, was increased every time the iteration led 10 a sel of parameter estimates with a better least squares fit. When the leasl squares til worsened, the parameter estimates were reset to the previous values, and the step size was reduced. This equation is just a "walk downhill" minimization of the fonn i(D) = i(D-1) _ (step) .. (gradSSE(i(D))).



Fit/un I. Tht Empirical Variogram a1Id Firted 15·Pan Pieuwju-Untar VarioBram With a RanKe of 50, /or Olre RraJitAJion of Q Process MI/r T1'lIe Voricgrom 27(11) =- 10 + lO(J-2 sin(hI1)11t)+10(J-35in(hIJ)I1t), (0) SimultaneOlU tstimation of nuggtt tJftcl and fMIi/ng averagt partlTMtt:rJ. (b) &parate est/molion of nugget effect and moving Qvtrage par_,ers. 0 =- tmpirical umivariogram: - - =- firttdftuible moth/; _. - '" tnlt UmJvoriogr(lm.
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Table 1. Results 01 1000 Simulations Using fh, Semivarklgram Mod~ 21'(h) (1-2 sin(hf2)/ h)+ 10(1 -3sin(h/3)/ h) for ¥O. Predicting 2(51) T~



Spherical



= 20+10



k5c100



k9cl00



kl5c100



kl5c50



Mean«(~(51)-Zf51))2)



22.9



24.3



29.6



24.8



24.9



24.6



Mean(Q2(51))



23.2



23.9



20.8



21.9



22.5



22.6



Coverage



.948



.94'



.88'



.921



'38



.937



We have also fit two-dimensional vanogram models to data by minimizing the SSE directly, using minimization techniques that do not require the gradient (such as the function NLMIN in S-plus), and these gradient-free methods give parameter estimates comparable to those obtained when using the gradient. Because constructing Qi,j is difficult. we would generally recommend minimizing Equation (5.2) directly, using a gradient-free method.



6. SIMULATION COMPARISONS FOR A ONE·DIMENSIONAL PROCESS The fle:tible vanogram model should be able 10 fit empirical vanograms that are unlike any of the commonly used variogram models, In practice, most researchers use linear, linear-with-sill, spherical, and e:tponential vanograms in fitting one-dimensional variograms. With the flexible variogram models the practitioner must set the number of pieces k and the range c, Another question to be answered is whether the mean squared prediction error is lower when using a flexible variogram model than for a nonflexible model. We simulated random processes with vanograms that were linear combinations of two different wave-effect vanograms (Cressie 1993, pp. 62, 85), and computed the prediction by fitting a spherical variogram model (a reasonable choice given the shape of the resulting empirical variograms) and then by fitting piecewise-linear variograms for various values of pieces k and ranges c. This was repeated many times, giving us an estimate of the mean squared prediction error.



6.1



THE SlMULATION



Using the Cholesky Decomposition Method described by Cressie (1993, p. 210). 1,000 realizations of a random process on the integers Z( I), ... ,Z( 101) were simulated with a semivariogram thaI was a linear combination of two wave-effect semivariograms:



O(h)



~



0.2+ 15(1 - 2sin(h/2)/h) +25(1 - 3sin(h/3)/h)



for h '" O. Another 1,000 realizations were generated using the semivariogram



O(h)



~



20 + 10(1 - hin(h/2)/h) + 10(1 - 3sin(h/3)/h)



for h f O. We choose these variograms because they yield realized empirical vanograms that could arguably come from a process with a spherical vanogram. The first vanogram
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has relatively liltle nugget effect. with



Ii nugget that is .2/40.2 or .5% of the sill, which results in smoother empirical variograms. The second variogram has a nugget that is 20/40 or half of the sill. In each realization, Z(51) was held out, and the empirical variogram 2i'emp(h) was computed from the values Z( I}, ... l Z(50), Z(52), ... , Z( 101), using Equation (5.1). The kriging predictor Zuue(51) was calculated using the true variogram in (1.1) and (1.2). A spherical variogram with nugget,



2i,ph(h!a,b,CO)



~ {~+b((3/2)(lhl/a) - (1/2)(lhl/a)3) CO + b



h~O,



h '$ a,



Ihl :>



a



(Cressie 1993. p. 61). was fitted to each empirical variogram, and the resulting fitted variogram used in (1.1) and (1.2) to compute the ordinary kriging predictor ZSph (51). The shape of the empirical variograms for the first few lags was suggestive of a spherical or exponential variogram model, and one of these would undoubtedly be used by most practitioners on any of the realized empirical variograms. The fitting was implemented using the multidimensional simplex method for minimization (Neider and Mead 1965), yielding a, b, ~ that minimized the weighted least squares fonnula:



SSE(a, b, CO) =



L""



(Nlh)/i;mp(h)) li,ph(h!a, b, CO) - i,mp(h)I'·



h=l



A flexible variogram was fitted to each realized empirical variogram, as discussed in Section 5. With a range of c = 100, we fitted, successively, 5-, 9-, and 15-piece variograms. and. with a range of c = 50. a 15-piece variogram. In all cases we assumed a nonnegligible nugget effect. Using the fitted variograms in (1.1) and (1.2). the resulting predictors were Zk.5cloo(51). Zk9clOO(51), tkI5cHX)(5l), and t.lr.15cSO(51). We also computed the true mean squared prediction error (.2 (51) - Z(51)) 2 and the estimated mean squared prediction error 172(51) for each of the foor flexible models. For each realization and each type of predictor, the 95% prediction interval 2(51) ± 1.965-(51) was calculated, and whether or nOI the true value Z(51) was inside the interval was noted. The coverage was the proponion of realizalions in which lhe nominal 95% prediction interval actually contained me true value.
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SIMULAT10N REsULTS



The results obtained when the true variogram had a small nuggel effecl are displayed in Table 2. As expecled, using the true variogram gave lhe correct inference. Use of the spherical variogram caused an e"lreme overestimation of lhe mean squared prediction error 0-- 2 (51), resulting in very conservative confidence intervals. k5cl 00 was not flexible enough. underestimaling the mean squared prediction error and nOl estimating Z(51) well, as evidenced by the large true prediction errors. The models k.9c100 and kl5clOO did better, but still overestimaled &2(51), resulting in conservative prediction intervals. Using k15c50 gave. by far, the lowest level of prediction error, though the resulting prediction intervals were still somewhat conservative. Using the flexible variogram model, with
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Table 2, Results of 1000 Simulations Using the 5emlvariogram Model 2"1(h) = .2+15(1-2 s1n(m)/h)+25(1-3s1n(N3)lh) lor "'1'0, Predicting Z(51)



'ro,



5,m.ricsl



kSC/OO



/


klSCI00



k15eSO



.237



.693



.720



.712



.677



.541



Mean(&2(S1))



.241



5.209



.374



1.696



2.185



1.043



Coverage



.956



1.000



.727



.984



.995



.975



Mean((2tSl )-2151))2)



k = 15 pieces and a range of c = 50, was the superior method. Figure 2 shows boxplols of the actual predicdon error (Z(51) - Z(51)) for each of the five methods. Note that they all are approximately unbiased. Figure 3 shows the boxplots of the fourth root oflhe estimated mean squared prediction errors, V&(51). Norc thaI the rigid spherical model was very prone 10 occasional wild values, leading 10 its poorer performance. Figure 4 shows boxplots of the fourth rool of the actual mean squared prediction errors (Z(51) - Z(51 })2. Of course, knowing the true model lowered the actual prediction error and resulred in a constant estimated mean square prediction error. The results obtained when the true variogram had a large nugget effect are displayed in Table I. Using the true variogram gave the correct inferences. The spherical model did well, only slightly undereslimating the mean squared predichon error. Again, kSciOO was too infleXible. k9clOO, kI5c100, and kl5c50 performed essentially as well as the spherical model. The large nugget effect masked differences between the models, having made the empirical variograms much rougher.
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Table 3. Resulls of 1000 Simulations Using the Semlvariogram Model 2-y(h) == .2+15(1-2 ain(hl2) f h)+25(1-3 sin(h/J) I h) for /'1#0, Predicting l{91)



fAA>



Spherical



/(5c1oo



/(9(:100



k15c100



kl5c50



.244



.88'



'988



.714



.538



.624



Mean(ul!(91))



.246



5.345



.'98



2.536



2.643



1.259



Coverage



.947



.999



.m



1.000



1.000



.on



Mean(~91)-Z{9111)



Figure 5 compares boxplots of the estimation error 2(51) - 2:(51), Figure 6, boxplots of the transformed estimated mean squared prediction errors .,18"(51), and Figure 7, boxplots of the founh root of the true mean squared prediction errors (Z(5t) - Z(51)( With a large nugget effect. all of the methods perform similarly, as the influence of mode! misselection is masked by noise. We recommend the use of a fairly flexible variogram model for kriging in one dimension. with k = 15. The 15-part linear model with the range restricted to 50 fit especially well. as i{ had the mOst flexibility near [he origin. Note especially that the choice of variogram model does have a big effect on the size of the actual mean squared prediction error and the estimate of the mean squared prediction error. In order to determine whether the results would depend on the location at which we wanted to predict. we also ran the simulation. predicting Z(9J) from the values Z(t), ... , Z(90) ,Z(92), ... , Z(JOJ). We only considered the case where the nugget effect was .2. The results were qualitatively the same as when we predicted Z(51). except that



~



~



~



'"



0



0



/'!



"Bw '" ~



T



...,..,



I



,



,



i



0



=



....L



....



S"".,



~



-



~



I



B B B BBS I



-.



~



T I !



!



w



=> >;-



,,



~



I



,,



II ,



~



k9c100



,I ,



I



~



-



~



k5c100



,



k15c100



-'-' k15c50



j. For Larg~ Nugg~f EJfUIS. Bcuplors of/hI! Actual P",dicrion Errors (2(5l)-Zf51)) Wht" rht! Tn;t Vilriogra", is Known and VIIli'!r Fivt Vtlriogrom f:JtimDf;On Ttchniquts.



FiguTt



R. P. BARRY AND J. M. VER HOEF



JI2



~



n



N



~ ~



,.,...



'c" ~



E3



~



.......



N



- $- -.......$- .......



'T'



'"T"'



E3



E$3



.....



-.!...



~



~



o



uuo



k5c100



k9c100



kl5cl00



Figllrt! 6. For SMail Nuggel Effects, Bo;rplors of 1M Fourth ROOf of the EsfiffUlMd Mtan SqllOrtd PrtdictUm £nvr, wlu!n IN: Tr"" K1riogr


the use of a range of 100 led to marginally better prediction than the use of the range 50. The results are shown in Table 3. Here, kl5clOO did best with respect to the true mean squared prediction error. but it still overestimated ilo; variance. 8'(91), whereas kl5c50 didn't do quite as well al prediction. bUI gave better estimates of the mean squared prediction error.
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7. FITIING TWO·DIMENSIONAL ANISOTROPIC DATA We fit the Wolfcamp Aquifer data (Cressie 1993. p. 214) with a 20-piece piecewiseplanar variagram. The dala consist of 85 measurements, each with an x coordinate. y coordinate, and piezometric head Z(x,y). For each of the 3.570 pairs of measurements, we calculated lags hi = Ix; - xjl and h 2 = IYi - Yil. and the variance estimate , Yi ,; = (Z(Xj, Vi) - Z(Xj. Yj)r. The piecewise-planar variagram described by (4.1) was



fit to the 3,570 variance estimates, where the moving average function had a rectangular support of c = 259 miles by d = 176 miles and was constant over each of 20 equal regions delim.ited by a five by four grid. The choice of m = .5 and n = 4 was motivated by the desire to make the fit as flexible as possible. without the convergence problems that would result from filling too many parameters. As discussed in detail in Section 5. we assumed that the nugget effect was negligible. and minimized the nonweighted sum of squared errors (5.2) using the explicit fonn of the gradient (5.4) to find the best fitting parameters. The estimated parameters of the piecewise constant moving average function were as in Table 4. The fiued variogram, obtained by using the parameters in Table 4, is shown in Figure 8. From this fitted variogram. we obtained the matrix I' and the vector i in (l.l) and (1.2). These yielded the kriged prediction surface and the prediction standard deviations shown in Figure 9 and 10. These estimates are in good agreement with the prediction and error surfaces obtained for the Wolfcamp Aquifer data by Cressie using ordinary kriging with the assumption of anisotropy and power model variogram estimators (Cressie 1993, p. 218). This can be seen in Figure 11, which shows the difference between the predictions from the flexible variogram model and predictions from the ordinary kriging done by Cressie. Similarly, Figure 12 shows the differences between the mean squared prediction errors calculated using a flexible variogram model. and those obtained by ordinary kriging. The blackbox approach implicitly allows for anisotropy and does not require the specification of a specific parametric family of variograms from which the variogram estimate is to be selected. Finding a good variogram model in two dimensions is much more difficult than in the case of one dimension. If the empirical variogram appears to be anisotropic, the usual approach is to apply a linear transformation to the data. or to calculate different one· dimensional variograms in two perpendicular directions, assuming geometric anisotropy (e.g.. see Cressie 1993. p. 215). This is typically done by eye. The use of a flexible model is attractive in these circumstances.
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8. PIECEWISE·LINEAR VARIOGRAMS WITH LINEAR PARTS OF UNEQUAL LENGTH The most informative portion of the ...ariagram is the part nearest the origin (Stein 1988). Most variagram families [including the cosine variagrams of Shapiro and Botha (1991)] do not fit the variagrams more flexibly near lhe origin. It is possible to modify the piecewise-linear variagram models so as to obtain higher resolution in regions of interest. To do so we assume that some of the parameters always have the same value. For example, consider the five-part moving average function



f(xja], a2, a3, a4, a~)



=



, L aiI (c(i -



1)/5 < x .:5 d/S) .



;:1



This will yield a piecewise-linear ...ariagram that has five equally spaced joints at diS for i = 1,2,3,4,5. Now consider



f(xla" ... ,a,,) ~



" (0(; L"Z



1)/25 < x S 6/25)



;=1



with constraints a~ = Cl() = = a2.'j. This piecewise-linear model still has five free parameters, but it now has nine joints at ci/25 for i = 1,2,3,4,21,22,23,24,25. For example, Figure 13 shows the variogram that occurs when al = lO,a2 = -1O,a) = 20, a4 = -20, a~ = ... = U1~ = 4. Notice that the joints are no longer equally spaced, and that this variogram is more flexible near the origin. The same principle extends to the
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two-dimensional case: By forcing some of the many parameters of the piecewise-planar model to be equal, the number of parameters can be greatly reduced while srill allowing a good fif to the empirical variogram near the origin.



9. DISCUSSION Kriging using a flexible variogram model frees the geostattstlclan from the task of selecting an appropriate family of variograms and hence can allow a "blackbox" approach to spatial predictibn. The vanogram families introduced in this article and in the article of Shapiro and Botha (1991) have the required flexibility. Using the latter, the empirical vanogram is fitled by sums of cosines (in one dimension), and by Bessel and Sine functions (in fwO and three dimensions) with enforced convexity. enforced monotonicity, or bounded derivatives used to avoid overfitting. The parameters of these families can be fit using quadratic programming, ensuring that the til obtained is optimal. Using the variogram families introduced in this paper, the empirical vanogram is fitled by piecewise-linear variograms with the linear parts not necessarily of equal length (in one dimension), or by piecewise-planar variograms with the planar parts not necessarily of equal area (in two dimensions). The simulations indicated that the predictive power of the model increases with increasing flexjbility (larger k). This perhaps should be expecled. as grealer flexibility in the variogram family allows the fined variogram to approximate a possibly irregular true vanogram. The tendency to underestimate the nugget effect needs to be investigated
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further, though the underestimation can be prevented by estimating the nugget effect separately from the rest of the parameters. Although it is possible to estimate the nugget effect with the two-dimensional model, we estimated the two-dimensional variogram under the assumption of negligible nuggel. An area for further research would be the accurate estimation of nugget effects under the two-dimensional model. A critical consideration in any analysis involving the minimization of a function of many parameters is the rapidity and stability of the minimization technique. In the one-dimensional simulation. we used the multidimensional simplex method of Neider and Mead (1965). In the two-dimensional case, we used an explicit computation of the gradient in a "sliding-downhill" algorithm. Both techniques worked well. The multidimensional simplex method. because it does nol require derivatives, is very easy 10 use but slower than melhods that use the gradient. As the number of parameters increases, as happens for the two-dimensional example, gradient methoos are preferred to the multidimensional simplex method, a'i the fomter exploits our ability to explicitly write the gradient of the SSE. The parameters of these fitled variograms are obtained iteratively, which, unlike quadratic programming, may not always give the best possible fit. On the other hand, the piecewise-planar families can be used in situations where the assumption of isotropy is unsupportable. Piecewise-linear or -planar variogram families can also be chosen that do the best job of fitting the empirical variogram near the origin, which is usually the area of greatest interest to geostatisticians. Tn any event, these two classes of variogram families should salisfy the needs of geostatisticians who would prefer a blackbox approach 10 kriging mat obviates the need to specify a variogrnm family, yet should yield estimales close 10 the true variogram. Because the modeling of the variogram can be eliminated, kriging may be made aUlommic by substituting the fitted variogram into the kriging Equations (1.1) and (1.2). Of course, the fitted variogram itself is often inleresting. and it is still available for examination (e.g., Figures I and 8).



APPENDIX A: CONSTRUCTION OF RANDOM PROCESSES FROM MOVING AVERAGE FUI'lCTIONS The limiting version of smoothing or filtering a large number of independent, small random variables is integration with respect to a while-noise process. Define lhe stochastic process



Z(81O)



~"+ [



JRm



fix - 819)W(x)dx + Xis),



where s,x E "R."'; f: R.!n ----< 'R is square-integrable; W(s) is a zero-mean unit variance white-noise process [an ideal continuous process with a constant spectral density, and the formal derivative of Brownian motion (see Yaglom 1987, pp. 117-120)J on 'R m ; X(s) is independent of X(t) for t -# s; X(.) is independent of W(.); EX(s) = 0; and var(X(s)) = CQ. The process clearly has stationary mean /-I. We will refer 10 f as a moving average function for the process Z(5). The variogram of tltis process is easy to compute using the following lemma:
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Lemma 1. Let 9 : m -> 1


n



n



Inm g2(x)dx



var(l•.. g(x)W{x)dx) =



h..



is finite. Then JfW(x) is the



l{x)dX



(e.g., see Yaglom 1987, p. 46). Then, for each 9 and h,



2,(hI8)



~



"" (Z(,) - Z(, - h))



l .. -L. V" [L. var [I-'- +



j{x - sI8)W(x)dx + X(s) - I-'-



I(x - , - hI8)W(x)dx - XI' - h)]



~



I(x - ,[8)W(x)dx -



L.



I(x - , - hI8)W(X)dX]



+m (X(, - h) - Xl'))



V" [L. (f(x -



'18) - I(x - , - hI8)) W(X)dX]



+v,,(X(,- h) -XI'))



~



r



J".



(f(x) - I(x - h))' dx + 2",.



In the case where 1 is square-integrable, the resulting variogram always has a sill. The more general formulation only requires that Equation (2.1) holds, and not that f be square-integrable. In this case, we must define the process as



Z('18)



~"+



r



JRm.\[_oo,Olm



I(x - s[8)W(x)dx + XI'),



in order for the stochastic integraJ to be well-defined. This process can be shown to have the variogram



r



JR'



(f(x) - I(x - h))'dx + 2",



similar to the proof for f square-integrable. Of course, the flexible variograms we are working with always have sills.



APPENDIX B: A VALID VARIOGRAM WITH SILL CAN BE APPROXIMATED BY PIECEWISE-LINEAR VARIOGRAMS For continuous variograms. the quality of an approximation is arguably best measured in the sup norm, where the distance between variograms 1 and 9 is sUP.r€D 11(x) -g(x)l· The size of the sup norm difference between a true vanogram and an approximating variogram directly bounds the largest possible error in computing a variance using the approximating variogram.
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,Sm.



the following holds:



,m f; mO;Oj1'(S; -



2" ~



8j) = -var



(m) ~ O,Z(Si)



(Cressie 1993, p. 87). If we compare the effects of using either of two variograms, /truc or 'Yapprox. we obtain



m



=



m



L L ai a ; ('Ytrud s ; -



5j) - 'Yapprox(Si -



8j»)



;_1 j=1







m



m



;=J



;=[



L: L



la,ail sup 1'Y!rUe(s; -



5i) - "'r'approx(s; - sj)l·



;,;



Thus. a small difference between variogram models under lhe sup norm ensures Hale error in variance estimates. It is reassuring that. under the sup norm, any well-behaved one-dimensional variogram with a sill can be fit arbitrarily well by a piecewise-linear variogram. Definition 1. Afunction f : R:n ---> 'R is said to be Lipschitz (p, q). or f E Lip(p, q). where p is an integer greater than O. and q EtO,I), if the pth derivative of f satisfies the Holder condition



sup



Ij(pl(xd - j(p)(xlli



< C(j(p))h q,



IZI-Zl!


where C depends only on [(pl, and not on h. Theorem A.t. lLt 2')'(h) be a variogram with a range of c and let')' E Up(p, q), where 'P is whole number, and q EIO,I). Then the k-pan piecewise.linear junction g(h) thaI interpolates the knots ll!, 2'Y(~ JJ:=_k is a valid variogram, for any integers c and k. Proof: Let t. = I



{2,(1!) 21'(c)



E



if i Z,lil :::; k; if i E Z,lil > k.



Because the sill of the variogram is 2')'{c), all of these points lie on the graph of the variogram. Thus these points must be conditionally negative definite, and (t; - tk)/2 = cov(Z(s), Z(s + (k - i)cjk)) for Iii < k. But then the series {{tk - t;)j2}~_oo is positi"e definite with support on i = -k, ... > k. A well-known result in time series analysis (Brockwell and Davis 1987, p. 89) tells us that this series is the autocorrelation function of a moving average process, and that there exist parameters 0o, ... ,Olt such that
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It-;



(tit - t;)j2 =



L 8;8i+;' ;=0



Define the moving average function



•



¢(x) ~ :LO,I«(i,/k) < x ~ (i + I)'/k). ; .. 1



A simple inaegration shows that the variogram corresponding to this moving average function is piecewise-linear with knots {1!,2,(!jfHr.._"" and thus is g(hJ. Therefore g(h) is a valid variogram. 0



Corollary" Assuming tM preceding hypotheses, there exists M > 0 depending only on , such tho.,



inf



121(h) - g(h)1 ~ Mk-'-'.



sup



yEG her- c,c1



where G is 'he set of piecewise-linear variograms with 2k-J equally spaced joints on (-c, c).



Proof: From deBoor (1978), a piecewise-linear, continuous interpolant g(h) to a function 2,(h) that is Lip(p, q) satisfies



sup Ig(h) - 21(h)1 ~ r(7(h))c'""k-'-'.



,



Let M:= rd'+q, and nOle that the piecewise-linear, continuous interpolanl to 2')'(h) at knots {ic/k}f__ 1t is also a valid variogram. 0 Thus, as k -. 00, the family of k-part piecewise-linear variograms includes variograms that are arbitrarily close, in the sup nonn, to any continuous variogram with silL
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models. We then use a flexible piecewise-planar variogrIm model as a step in kriging the two-dimensional Wolfamp Aquifer data, v.ilhoul the need to assume that .... SPATIAL PREDICTION resulting variograms will be valid. In fact, the valid variogram family obtained is. "'1. 00. {O. 2>(hla,b) ~ 1If!xla,b) - I(x - hla,b)I'dx ~ 2.'lhl. 
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