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Abstract. Boosting is an effecient method to improve the classification performance. Recent theoretical work has shown that the boosting technique can be viewed as a gradient descent search for a good fit in function space. Several authors have applied such viewpoint to solve the density estimation problems. In this paper we generalize such framework to a specific density model – Gaussian Mixture Model (GMM) and propose our boosting GMM algorithm. We will illustrate the applications of our algorithm to cluster ensemble and short-term traffic flow forecasting problems. Experimental results are presented showing the effectiveness of our approach.
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Introduction



Boosting [1] is one of the most important developments in classification methodology. It can reduce the variance of the unstable classifiers and improve the classification performance [2]. Some theoretical work suggests that the effectiveness of this method can be attributed to its tendency to produce large margin classifiers [3]. Mason et al [4] generalized this margin-based idea and derived boosting algorithms as gradient descent algorithms. They proved that the weights in every iteration of the boosting algorithms correspond to the gradient of some margin cost function at ”current” fit. In a recent paper, Saharon et al [5] showed that the gradient-based boosting methodology can be applied to density estimation problems and proposed a general boosting density estimation framework. They also illustrated the potential of their framework by experiments with boosting Bayesian networks to learn density models. Gaussian Mixture Model (GMM) [6] is a popular parametric density model that can approximate any arbitrary probability density functions. Usually we use Maximum Likelihood Estimation (MLE) to estimate the parameters in a GMM when data is available. The Expectation-Maximization (EM) algorithm is an effective method to carry out this procedure. But the main problem EM faces is that it is sensitive to the initial parameters, which makes it easily get trapped in a local maximum.
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This paper generalizes the work in [5] and proposes a novel approach that combines boosting and GMM together to make the estimated density model more accurate. We use the negative log likelihood of the data as our object function and apply the gradient-based boosting methodology to reduce it gradually until the termination condition is met. Theoretical analysis of our algorithm guarantees its feasibility. We also illustrate two aspects of applications of our algorithm. One is using it to solve the cluster ensemble problems. The other is to improve the prediction precision of the short-term traffic flow forecasting system. Experimental results are presented showing the effectiveness of our approach. This paper is organized as follows: we formally present our Boosting GMM algorithm in Section 2. Section 3 and section 4 show the applications of our algorithm in cluster ensemble and short-term traffic flow forecasting respectively, followed by the conclusions and discussions in section 5.
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Boosting GMM



Assume that we observe a dataset X which is composed of N i.i.d. d-dimensional data objects {x1 , x2 , · · · , xN } drawn from some unknown distribution f (x). The goal of density estimation is to produce a density function fˆ(x) from the dataset to approximate f (x). The theory of MLE tells us to assess the estimation quality by maximizing the expected data log-likelihood Z ˆ ˆ L(f ) = Ex log f (x) = f (x) logfˆ(x)dx (1) where the integral is performed over the whole sample space. Since we don’t know the true f (x), we can approximate L(fˆ) by Monte Carlo integration ˆ fˆ) = L(fˆ) ≈ L(



N 1 X log(fˆ(xk )) N



(2)



k=1



where the expected data log-likelihood is estimated by its empirical value. As we mentioned in section 1, boosting can be can be applied to minimize ˆ fˆ) gradually. We choose the GMM method the negative data log-likelihood −L( as our initialization method because it can guarantee the negative data loglikelihood converge to a local minimum. The boosting procedure will be performed afterwards to mix new components, which offer the largest decrease in the object function at each step, with the current model sequentially to miniˆ fˆ). We assume the component added in each boosting iteration is also mize −L( a GMM. More precisely, assume at each boosting step t, the density function estimated ˆ t−1 . Now we want to add a new component g to G ˆ t−1 with a small so far is G ˆt = G ˆ t−1 + εg. Our objective is to minimize −L( ˆ G ˆ t ). We coefficient ε, that is G ˆ G ˆ t ) in a Taylor series around G ˆ t−1 as follows. can write −L( XN XN ˆ G ˆt) = ˆ t (xi )) = ˆ t−1 (xi ) + εg(xi )) −L( − log(G − log(G i=1



i=1
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=



XN i=1



ˆ t−1 (xi )) − ε − log(G



XN i=1



1 g(xi ) + O(ε2 ) ˆ Gt−1 (xi )
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(3)



Because ε is small, we can ignore the second order term of ε, and choose g to maximize X 1 ˆl(g) = g(xi ) (4) ˆ t−1 (xi ) i G ˆ t must also be a probability distribution, we can not simply augment Since G ˆ ˆ ˆ t−1 + εg. Instead we introduce a ”forgetting factor” η ∈ [0, 1], Gt−1 to Gt = G 1 ˆ ˆ t−1 + ηg. Then we normalize the term and let Gt = (1 − η)G in equation ˆ G (x ) t−1



(4), and let Wt (xi ) =



1 ˆ Gt−1 (xi )Z



i



(5)



P 1 where Z = ˆ t−1 (xi ) is the normalization factor. Wt can be viewed as the i G sample distribution in boosting iteration t. In this way, our algorithm will adjust the sampling distribution (weights) of the dataset at each step according to the current model, and keep on increasing the total data likelihood until the termination condition has been met. The detailed description of our algorithm is shown in Table 1. Table 1. Boosting GMM



BoostingGMM Input: Dataset X = {x1 , x2 , · · · , xN }, Iteration number T; ˆT Output: GMM G 1. Set W0 (xi ) = 1/N ,Gˆ0 = 0. 2. For t=1:T (a) Sample the original dataset according to Wt and do GMM estimation on the sampled dataset, then output the result gt P ˆ t = (1 − ηt )G ˆ t−1 + ηt gt , ηt = arg minη ˆ t−1 (xi ) + ηgt (xi )) (b) Let G − log((1 − η)G i ˆ G ˆ t ) < L( ˆ G ˆ t−1 ), break; If L( (c) Set Wt+1 (xi ) = ˆT 3. Output G



1 ˆ t (xi )Z , G



Z=



N P



i=1



1 ˆ t (xi ) G



There is still a problem remain unanswered which is how to determine the size of a GMM. We choose the Bayesian Information Criterion (BIC) [7] to solve the problem. BIC is a model selection criterion derived from the Laplace approximation [8]. The BIC value of a GMM can be defined as follows : ˆ − d log N BIC(G|X) = log P (X|G) 2



(6)
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ˆ represent the GMM The first term of (6) is the log-likelihood term, where G with the ML parameter configuration. The second term is the model complexity penalty term where d represents the number of parameters in G and N is the size of the dataset. BIC selects the best GMM corresponding to the largest BIC value by trading off these two terms. Our experiments show that the BIC criterion can discover the true GMM size effectively. For example, figure 1(a) is a dataset generated from a GMM composed of nine Gaussian kernels; figure 1(b) is the BIC curve corresponding to the GMM model size. −4700 −4821.6



10



−5000



5



−5200 −5400



0



−5600



−5



−5800 −6000



−10 −15



−10



−5



0



(a)



5



10



15



−6200 0



2



4



6



8 9 10 (b)



12



14



16



18



20



Fig. 1. Data set and the corresponding BIC value curve
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Application In Cluster Ensemble Related Work



Clustering is an old data analysis problem that seeks to construct homogeneous groups of data objects. A recent advance of clustering techniques is the development of cluster ensemble methods, which can increase the robustness and rationality of the clustering solution through combining several individual clustering results [9]. Previously resampling methods have been successfully applied to this domain. But these methods are mostly based on the bagging technique [10], which first randomly sample the original dataset with replacement (which is called ”bootstrap”), then clustering these sampled subsets. Finally the algorithm integrate all the clustering results based on some criterion [11][12][13]. For example, bagged clustering proposed by Friedrich et al [11] is one of the earliest papers that used the bagging technique to solve the cluster ensemble problem. It works as follows: 1. Bootstrap the dataset B times and get datasets{X1 , X2 , · · · XB }; 2. Do K-means clustering on each Xi and get the cluster center set {c11 , · · · c1K , c21 · · · , c2K , · · · cBK }; 3. Run an agglomerative clustering algorithm on the center set using Euclidean distance. 4. Assign each data to the cluster which corresponding to the closest center. Experimental results in [11] showed that ”bagged clustering” could perform better than K-means.
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Boosted Clustering



As it is known that GMM can also be treated as a ”soft assignment clustering” method [14]. It first estimates the density function of the dataset as we mentioned in section 1, and then assigns the data objects to the Gaussian kernel of the result GMM under which their probability is the highest. This algorithm is computationally efficient and yields good results if the clusters are compact, hyper-ellipsoidal in shape. However, usually we do not know the shape of the clusters in a real world dataset. So we propose our boosted clustering algorithm based on the Boosting GMM algorithm presented in section . The algorithm is summarized below. Table 2. Boosted Clustering Boosted Clustering Input: Dataset X = {x1 , x2 , · · · , xN }, Iteration number T, Cutting threshold s. Output: Clusters C = {c1 , c2 , · · · , cK } 1. Run boosting GMM on the dataset and get the final GMM G with M Gaussian kernels. 2. Assign each data object to the Gaussian component in G under which its probability is the highest. 3. Cut the Gaussian kernels whose data objects number is less than s 4. For i = 1 : (M − 1) (a) For each pair ofP components gi , gP j , which contain Ni , Nj samples respectively, compute Sij = xu ∈g gi (xu ) + xv ∈g gj (xv ) j



i



N



∗ j i = maxgi ,gj Sij , merge gi , gj as Gij = NiN+N (b) Find Sij gi + Ni +N gj . j j (c) Delete gi , gj from G. Treat Gij as a new component in G. Calculate all the probabilities the data under it. 5. Select the number K and output the resulting K clusters



Step 4 is the agglomerative cluster ensemble procedure. We do not adopt the merging method in [11] based on Euclidean distance, because it is not suitable for merging GMMs (which we can see from our experiments below). 3.3



Experimental Results



We tested our algorithm on several datasets. Some of the results are shown in Fig. 2. Fig. 3(a) shows us that the data likelihood of the dataset ”4-clusters” corresponding to Fig. 2(a) keeps on increasing with the boosting iterations. The cluster number K can be decided by merging the clusters achieved from step ∗ 3 continuously and choosing the number of which the maximum similarity Sij ∗ approaching zero. Fig. 3(b) is the Sij curve of the dataset ”4-clusters” versus the merging iterations. We also compared the results of our algorithm to 5 other methods on five datasets. In all the experiments we set the cutting threshold
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s=10 empirically. Table 3 is some basic information of these datasets including three artificial datasets (the first 3) corresponding to Fig. 2(a), (b), (c) and two UCI datasets (the last 2) .We do PCA on the last two datasets and reduce the dimensionalities of them to two. 20
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Fig. 2. Some cluster results on synthetic datasets
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Fig. 3. Data likelihood and maximum similarity of the dataset in Fig. 2(a)



We use Accuracy [11] and Normalized Mutual Information (NMI) [9] to measure the quality of the final clustering solutions. The results are shown in table 4, where “BoGMM” represents our boosted clustering method ; “BaGMM” represents the bagged GMM method which sequentially do GMM clustering on the bootstrapped datasets, and combine all the result Gaussian kernels using our merging criterion (step 4 in table 2); “BeGMM” is the method that first do boosting GMM on the original dataset, then do agglomerative merging of the Gaussian kernels based on the Euclidean distance of their means as in [11];
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Table 3. Basic information of the datasets Name 4-clusters 2-circles Banana Breast-cancer Diabetes



Size Dimension PCA Clusters 1400 2 N 900,100,200,200 1500 2 N 500,1000 1000 2 N 531,469 683 10 2 444,239 768 8 2 500,268



“BaKMN” is the bagged K-means method in [11]; “KMeans” and “GMM” refer to the conventional K-means and GMM clustering respectively. Each entry in table 4 is the result of 100 independent runnings. For each experiment the iteration steps of our boosting GMM method (parameter T in Table 1) is 5.



Table 4. Experimental Results Accuracy Results 4-cluster Mean std 2-circles Mean std banana Mean std Breast-cancer Mean std Diabetes Mean std NMI Results 4-cluster Mean std 2-circles Mean std banana Mean std Breast-cancer Mean std Diabetes Mean std



BoGMM 0.9970 0.0141 0.9957 0.0191 1.0000 0.0000 0.9758 0.0037 0.6822 0.0196 BoGMM 0.9892 0.0495 0.9767 0.0769 1.0000 0.0000 0.8422 0.0145 0.0668 0.0287



BaGMM 1.0000 0.0000 0.9294 0.1028 1.0000 0.0000 0.9573 0.0405 0.6734 0.0211 BaGMM 1.0000 0.0000 0.7729 0.3053 1.0000 0.0000 0.7582 0.1053 0.0616 0.0253



BeGMM 0.9223 0.0294 0.6667 0.0000 0.7332 0.0587 0.9729 0.0029 0.6690 0.0202 BeGMM 0.7298 0.0372 0.0047 0.0064 0.2218 0.1376 0.8303 0.0115 0.0588 0.0143



BaKMN 0.8976 0.0580 0.6667 0.0000 0.7210 0.0000 0.9722 0.0000 0.6654 0.0000 BaKMN 0.6636 0.0845 0.0001 0.0000 0.1448 0.0000 0.8067 0.0000 0.0556 0.0000



KMeans 0.8486 0.0713 0.6667 0.0000 0.7210 0.0000 0.9722 0.0000 0.6626 0.0099 KMeans 0.5996 0.1166 0.0002 0.0001 0.1448 0.0000 0.8067 0.0000 0.0523 0.0280



GMM 0.8429 0.0703 0.6667 0.0000 0.8270 0.0000 0.9122 0.0000 0.6510 0.0000 GMM 0.6275 0.0881 0.0001 0.0001 0.3447 0.0000 0.6424 0.0000 0.0510 0.0000



From table 4 we can see that mostly the results of “BoGMM” and “BaGMM” are better than other methods. But our boosting GMM method costs much less time, which can be seen in table 5. Each entry in table 5 is the mean CPU time of the 100 independent experiments.
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F. Wang et al. Table 5. Time Comparison for BoGMM and BaGMM (in seconds) 4-cluster 2-circles banana Breast-Cancer Diabetes Boosted clustering 25.2974 56.9510 37.0515 Bagged clustering 41.4971 62.2454 51.5625
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26.9239 34.1023



27.3372 37.3554



Application in Short-Term Traffic Flow Forecasting Related Work



Intelligent Transportation Systems (ITS) is a young research area that has achieved great developments in recent years. Short-term traffic flow forecasting [15], which is to determine the traffic volume in the next interval usually in the range of five minutes to half an hour, is one of the most important problems of ITS. Zhang et al [15] proposed to use the Bayesian network to model the casual relationship of time series of traffic flows among a chosen link and its adjacent links in a road network. Then the GMM method is applied to approximate the joint probability distribution of all nodes in the constructed Bayesian network. Finally, traffic flow forecasting of the current link is performed under the rule of Minimum Mean Square Error (MMSE). They showed experimentally the effectiveness of their method. But as we mentioned above, the GMM method may easily get trapped in a local maximum. So we propose to use our boosting GMM algorithm to improve the precision of the forecasting results. 4.2



Overview of Our Method



The flow chart of our approach can be described as follows: 1. Construct the Bayesian network model between input (cause nodes, which include the historical traffic flow values of the effect node and the adjacent links)and output (effect node) for a chosen road link; 2. Approximate the joint probability distribution of all nodes in the constructed network by boosting GMM. 3. Perform the estimation of traffic flow of the current link as in [15]. 4.3



Experimental Results



The experimental data is the vehicle flow rates of discrete time series recorded every 15 minutes on many road links by the UTC/SCOOT system in Traffic Management Bureau of Beijing, whose unit is vehicles per hour (vph). The data is from Mar.1 to Mar.25, 2002 and 2400 data points totally. Fig. 4(a) is one patch of the traffic map. Circle nodes denote road links, arrows show the directions of the traffic flows of the corresponding road links. Fig. 4(b) is the original vehicle flow of road link Ka . The forecasting orders from the current link and from the adjacent links are respectively taken as 4 and 5 as in [15] (for example, if we want to predict the
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Fig. 4. Traffic map patch and traffic flow of Ka



current traffic flow of Ka , then Ka (t) is the effect node, Ka (t − 1) · · · Ka (t − 4), Hi (t − 1) · · · Hi (t − 5), Hl (t − 1) · · · Hl (t − 5), are the cause nodes). We employ PCA to reduce the input (cause nodes) data dimension to 2. Fig. 5(a) shows the results for the last 395 data points of Ka where the blue curve is the original curve and the red curve refers to our predicted curve. Fig. 5(b) gives the Root Mean Square Error (RMSE) curve corresponding to the boosting iterations, from which we can see that the forecasting results can be more accurate when the boosting iteration increases. Table 6 is the RMSE comparison for the last 395 data points of the simple GMM method and our boosting GMM method after 3 iterations (T=3 in table 1). 1400
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Fig. 5. Forecasting results of Ka



Table 6. RMSE Comparison for simple GMM and boosting GMM Bb



Ch



Dd



Fe



Gb



Ka



Hi



Dc



boosting GMM 77.5625 66.1572 61.7221 125.8233 83.2050 72.6480 87.4343 82.6639 simple GMM 77.6683 66.1659 61.7230 126.6164 84.3554 72.9788 87.5836 83.5509
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Conclusion and Discussion



In this paper we generalize the boosting framework to the GMM models and present our boosting GMM algorithm. We show the applications of our algorithm in cluster ensemble and short-term traffic flow forecasting problems. Theoretical analysis and experimental results show the advantages of our approach. Because we use GMMs as our “weak models”, our method may be limited when the size of the dataset is small but the dimensionality of it is high although we can preprocess the dataset with PCA. The application of the boosting technique to other density models seems like a promising avenue for future research.
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