









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Bounded Memory and Biases in Information Processing∗ Andrea Wilson† Economics Department University of Wisconsin June 15, 2014 (revised for Econometrica)



Abstract Before choosing among two actions with state-dependent payoffs, a Bayesian decisionmaker with a finite memory sees a sequence of informative signals, ending each period with fixed chance. He summarizes information observed with a finite state automaton. I characterize the optimal protocol as an equilibrium of a dynamic game of imperfect recall; a new player runs each memory state each period. Players act as if maximizing expected payoffs in a common finite action decision problem. I characterize equilibrium play with many multinomial signals. The optimal protocol rationalizes many behavioral phenomena, like ‘stickiness”, salience, confirmation bias, and belief polarization.
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Introduction



This paper develops a simple model of Bayesian learning with a finite memory. A decisionmaker (DM) must choose between two actions with state-dependent payoffs. Ideally, he wishes to select the low and high actions respectively in the low and high states of the world. Before doing so, he is afforded the opportunity to observe a sequence of informative signals concluding each period with a constant termination chance. A standard Bayesian agent would at each stage update the current posterior based on the newest signal, and thereby eventually choose the action with highest expected payoff. By contrast, I explore what happens when the DM is constrained by a finite memory capacity. Specifically, he must summarize all signals so far into one of finitely many memory states, or information sets. He must optimally coarsen Bayes rule into a finite transition rule that specifies precisely how he will update his memory state in response to new information. Formulating this as a decision problem naturally leads one to ponder an “absent-minded” decision-maker with imperfect recall of the past. Piccione and Rubinstein (1997) explored this strategic notion in a simple context, thinking of it as a dynamic game of “multi-selves”. I adapt their strategic formulation to my infinite horizon problem, and then explore the role of incentive conditions and optimal beliefs. This paper characterizes the optimal memory protocol for this context — specifically, a triple of an initial memory state, a decision rule should the game end in the current memory state, and a transition rule. But motivated by the absent-mindedness link, I immediately pursue a strategic reformulation. I assume that each memory state is run by a separate player (or “self”) each period, and that he enjoys a two-dimensional action space — decision and transition rules. Using methods from Markov chains on directed graphs to adapt the posterior belief construction of Piccione and Rubinstein to my infinite horizon setting, I develop a team equilibrium notion. I then argue in Proposition 1 that the DM’s optimal plan is a team equilibrium. Yet in the spirit of a few other dynamic games with a coordination flavor, the converse fails — as not all team equilibria yield optimal plans for the decision maker. I next turn to a few key results valid for all memory protocols and signal distributions. In the spirit of mechanism design, Lemma 1 argues that incentive compatibility alone — namely, that no self can profit from fully mimicking another’s strategy — implies that the proportional payoff gains from shifting to higher memory states must fall. Proposition 2 then leverages this to produce a simple characterization of how selves behave. Namely, each memory state is mapped onto a distinct interval of beliefs, and each self — after observing the signal — transitions to the state whose corresponding interval contains his posterior. Intuitively, the selves solve an optimal encoding problem, aware that no one later learns of their signal draw.
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Next, restricting to my multinomial signals, I address whether all memory states are hit with positive probability in equilibrium. This requires that signals not be too asymmetric, and/or that the termination chance not be too large. Under an even stronger condition, I show in Lemma 2 that no memory state is absorbing, and thus new signals can forever impact the memory state. Next, Proposition 3 derives limits on how well the DM does. Naturally, his payoff improves with a larger expected number of signals, but less obviously, I show that payoffs are forever strictly bounded below the unconstrained Bayesian full information payoff. This gap vanishes as the number of memory states explodes, or any signal realization becomes perfectly informative. This underscores that the finite memory capacity in and of itself limits information accumulation, and cannot be circumvented by sufficiently many private signals. To show how team equilibria are constructed, I offer in §5 a fully-solved example with three memory states and a symmetric signal. In so doing, I prove the impossibility of a converse to Proposition 1 by showing that, while there is an asymptotically efficient symmetric team equilibrium, it is Pareto-dominated by an asymmetric memory protocol. My paper finally turns to the characterization of the optimal memory protocol with a vanishing termination chance, i.e., an exploding expected number of signals. Proposition 4 then nearly fully characterizes the resulting decision and transition strategies. A key feature that emerges is that with enough signals, the optimal belief thresholds separating memory states spread apart: Only the two most extreme signal realizations are strong enough to push the DM out of his current state, and no observation is informative enough to push the DM past an adjacent state. Thus, the DM probabilistically shifts up or down by exactly one state after the two most powerful opposing signal realizations, and disregards all other observations. This speaks to the role of salience in learning — for non-extreme signals simply do not matter. In the limit with a vanishing termination chance (Corollary 3), the highest and lowest signals each leave the DM precisely indifferent about switching memory states. Extremal memory states also play a special role. For when maximally convinced of either high or low states of the world, the DM exhibits much inertia: He reacts to the strongest signal opposing his current belief with a probability vanishing as the square root of the termination chance. Proposition 4 also offers a simple foundation for fluid versus sticky behavior — namely, whether the DM either always reacts to new extreme signals, or only sometimes does. First of all, discussed in §7, Proposition 4 illustrates a confirmation bias: When the DM entertains a strong prior bias in favor of one state of the world, transitions in the opposite direction are sticky in some interior states. For a different perspective, observe how this updating behavior embodies belief polarization: Two individuals with different prior views may optimally move in opposite directions upon seeing the same information, each growing more convinced that his prior view is correct. Next, the stickiness in the extremal states implies that the order in which 2



signals are seen is pivotal, and in particular, “first impressions matter”. If the DM initially sees enough high signals to reach his highest memory state, he will ignore a subsequent sequence of low signals with high probability; while if he had instead started out with a sequence of low signals, he might have reached his lowest state and disregarded the subsequent high signals. By contrast, standard Bayesian updating is obviously commutative in the observations. The optimal protocol also mimics a simpler bounded rationality, in which the DM acts as if he could only remember a finite number of supporting facts. His beliefs adjust up or down as if he were mechanically replacing a previously stored opposing signal with the latest one. Given the coarse way that past information can be stored, my paper reflects several themes of the long-standing informational herding model. For instance, the famous finding of incorrect herds with bounded likelihood ratios corresponds to my positive chance of incomplete learning with such signals. But unlike their setting, here one revealing extreme likelihood ratio leads to full learning in both states. And just as bad herds persist even with forward-looking behavior, so too here is full learning not approached even with enough signals. Technically, my finite memory states offer a simpler history summary, but my transition rule embeds a harder forward-looking optimization. Cover and Hellman (1970) were the first to model learning with finitely many memory states. They assumed an unbounded number of signals, pursuing an approximate solution to the special question of estimating the correct state of the world. By contrast, I analyze the standard binary action decision problem, and reformulate it as an infinite dynamic game of imperfect recall. I characterize optimal play in all memory states for any signal distribution and any termination chance. I also derive sharper results for the limit model with a small termination chance, and show that it captures many well-known behavioral phenomena.
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The Model of a Long-Lived Decision Maker



A single infinitely-lived decision-maker (DM) is uncertain of the true state of the world θ, fixed for all time at either H or L. He must eventually choose a once-and-for-all action, either 1 or 0. The DM wishes to match the action to the state: the low action 0 is a safe action, yielding zero payoff in both states, and high action 1 is a risky action paying π H > 0 in state θ = H and π L < 0 in state θ = L. Call the indifference likelihood ratio `∗ = |π L /π H |. Ex ante, the DM assigns probability p0 to true state H, and thus the full information payoff is p0 π H . Further define the prior likelihood ratio `0 = p0 /(1 − p0 ). WLOG, we assume throughout that the prior bias β ≡ `0 π H /|π L | satisfies β ≥ 1, so that the risky action is a priori optimal, yielding myopic payoff p0 π H + (1 − p0 )π L > 0. A process of imperfectly informative i.i.d. signals ends each period with termination 3



chance η > 0. In true state θ, the signal realization is s ∈ {1, 2, ..., S} ≡ S with chance µθs .1 The DM knows the termination chance η and the probabilities µθs . Signal are labeled L 2 such that their likelihood ratios ξ(s) ≡ µH s /µs are increasing in s, so that higher realizations provide stronger evidence in favor of state H. I also make a standard full-support assumption that no signal is perfectly informative, so that µθs > 0 for all s ∈ S and θ ∈ {H, L}; otherwise the model trivializes. The DM cannot keep track of all of the information he receives. He has a finite set of available memory states, M ≡ {1, 2, ..., M }, and chooses an initial chance gi0 of starting in each state i ∈ M,3 a decision rule d which specifies the action choice di ∈ {0, 1} if the problem terminates in memory state i ∈ M,4 and a transition rule σ : M×S → ∆(M) which specifies the (possibly randomized) transition between memory states as new information is received.5 The DM wishes to design a protocol (g 0 , σ, d) to maximize his expected payoff.6 The timing is as follows: at the start of a period, the DM learns whether the information process has ended. If it has, he chooses an action according to his decision rule d; if it has not, he observes the signal, and updates his memory according to the transition rule σ. That σ is stationary is an essential assumption; namely, the DM must follow the same transition rule every time he is in memory state i. For example, if the DM could condition his transition rule on the number of observed signals, then he could discriminate between infinitely many histories. But this would entirely circumvent the finite memory restriction.
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Preliminary Analysis and a Strategic Reformulation



s be the chance that the DM moves from memory state i to j if he sees signal realizaLet σi,j P s θ s be the = (1 − η) s∈S µθs σi,j > 0 more simply by i →s j. Let τi,j tion s. I shall denote σi,j probability that the DM observes a signal and then moves from memory state i to j, given true state of the world θ ∈ {H, L}.7 Conditional on θ ∈ {H, L}, the probability that the DM will be in memory state i ∈ M when the information process terminates is given by the terminal 1



For simplicity, I shall loosely refer to the signal realizations simply as signals. For beliefs about true state of world θ, the information set is in parentheses. For θ-contingent chances of reaching (or payoffs starting in) a particular information set, the information set is a subscript, and θ a superscript. 3 The mixture distribution g 0 ∈ ∆(N ) is typically a point mass on one state. 4 I could allow mixed action choices, with di ∈ [0, 1] denoting the probability of choosing action 1 in memory state i. But since the payoff is linear in di (see (3)), it is clear that randomized actions can never help the DM. 5 That the DM updates his memory after each signal is WLOG. If, e.g., he can freely record two signals at a time, then all results go through, redefining the signal space S as the set of pairs of signal realizations. 6 I will suppress the functional dependence onP the protocol (g 0 , σ, d) throughout the paper. 7 θ The transition probabilities out of any state ( j τi,j ) sum to (1 − η); the problem terminates with chance η. 2
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probability fiθ



≡



∞ X



η(1 − η)t giθ,t



(1)



t=0



where giθ,t is the probability of memory state i ∈ M in true state θ after t signal observations. Appendix A.2 derives these distributions, and proves that the terminal distribution f θ = (fiθ )i∈M is precisely the steady-state distribution of the following perturbed Markov process:8 With chance η, transitions are governed by the initial distribution g 0 , namely jumping to memory state i with chance gi0 ; and with the remaining chance 1 − η, transitions follow θ θ σ. Defining ωj,i ≡ ηgi0 + τj,i as this perturbed transition chance from j to i, f θ obeys the following system of steady-state equations:9 fiθ =



X



θ fjθ ωj,i



∀i ∈ M



(2)



j∈M



Since the DM makes his decision in memory state i ∈ M with probability fiθ when the true state of the world is θ, whereupon the payoff is di π θ , his expected payoff is given by: p0 π



H



M X



fiH di



+ (1 − p0 )π



i=1



L



M X



fiL di



(3)



i=1



Appendix A.1 proves that the problem of maximizing this objective is isomorphic to a repeated memory constrained decision problem with flow payoffs rather than a terminal payoff. A protocol (g 0 , σ, d) maximizing (3) is optimal. For any memory size M < ∞ and termination chance η, let Π∗ (M, η) be the DM’s value, i.e., his expected payoff following an optimal protocol. The DM’s objective is to choose transition chances, and thereby via (1) the optimal long-run distribution f θ , subject to the constraint that he move from memory state i to j with chance at least ηgj0 after any signal observation. Since by (2) and (3), the expected payoff is continuous in σ and η when η > 0, the DM maximizes a continuous objective function over a compact constraint set; an optimal memory therefore exists. By continuity of Π in η, Berge’s Theorem of the Maximum asserts upper hemi-continuity in The proof simply calculates the infinite sum in (1), obtaining f θ = ηg 0 + (1 − η)T θ f θ , where T is the PM matrix of transition chances specified by the DM; and then uses ηg 0 = j=1 fjθ ηg 0 (probabilities sum to 1) to write f θ as the steady-state distribution of this perturbed Markov process. 9 Following Freidlin and Wentzell (1984), the solutions fiθ to this system of steady-state equations can be PM written as fiθ = yiθ / j=1 yjθ , where yjθ is the θ-contingent probability of a “path” (connected acyclic graph) ending in state j. More precisely, define a j-tree as a directed graph on M with no closed loops, and such that each state i 6= j has a unique successor k, indicated by i → k. To calculate the path chance yjθ , take the sum, θ along the tree. For further explanation, see over all j-trees, of the product of the transition probabilities ωi,k Kandori, Mailath, and Rob (1993). 8
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η of the space of optimal protocols, and continuity of the value Π∗ (M, η) in η. Since the DM can secure the myopic payoff p0 π H + (1 − p0 )π L by ignoring information, we have Π∗ (M, η) ≥ p0 π H + (1 − p0 )π L . Information matters when this inequality is strict.10 It will also be convenient to calculate the DM’s beliefs and expected continuation payoffs in each memory state. I assume that the DM is Bayesian: he believes that if the true state of the world were θ, then he would have reached memory state i ∈ M after t signal observations with probability giθ,t , and so the prospective chance fiθ in (1) of ending in memory state i ∈ M is also the probability with which the DM believes he would reach memory state i ∈ M in any (unknown) period.11 Then by Bayes’ rule, letting p(i) denote his posterior on true state H conditional on memory state i, and p(i, s) the posterior if he additionally observes signal realization s in memory state i, we have: p(i) =



p0 fiH



p0 fiH + (1 − p0 )fiL



p(i, s) =



and



p0 fiH µH s + (1 − p0 )fiL µLs p0 fiH µH s



(4)



This yields the likelihood ratios `(i) ≡ p(i)/(1 − p(i)) = `0 fiH /fiL and `(i, s) ≡ `(i)ξ(s). Let viθ denote the DM’s expected continuation payoff starting in memory state i ∈ M, given true state of the world θ ∈ {H, L}. These obey the following recursive system of equations: X θ θ viθ = ηπ θ di + τi,j vj , ∀i ∈ M, and for θ = H, L (5) j∈M



Let’s now re-envision the DM’s problem as an equilibrium outcome of a dynamic game. When the DM chooses an action or a transition, he knows only his current memory state; he can infer the set of possible histories, but cannot recall precisely which history occurred. He knows that any deviations today from the plan (g 0 , σ, d) will not be later recalled, and so cannot influence future behavior. I thus formulate this decision problem with imperfect recall as a dynamic game played by infinitely many selves, each controlling the transitions and decisions at only one memory state in one period, and taking all future and past behavior  as given. For this game, define a team equilibrium as a tuple ((g 0 , σ, d), viθ , (p(i))) satisfying the following three conditions: i. If the DM moves from memory state i to j after signal realization s, then the new memory P P L Define ξ(η) ≡ maxs∗ ∈S (η + (1 − η) s≥s∗ µH s )/(η + (1 − η) s≥s∗ µs ). I show in Online Appendix D that information matters iff β < (ξ(η)/ξ(1))M −1 . 11 This posterior belief assignation rule adapts the consistency notion of Piccione and Rubinstein (1997) for an infinite horizon setting: It assumes that the DM assigns chance η(1 − η)t to the event that he has observed t signal realizations so far. To understand this assumption, it may be helpful to think of the decision problem as “resetting” every time the information process terminates; then, since the problem resets with probability η each period, the chance that it last reset t periods ago is equal to η(1 − η)t . 10
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state j maximizes his expected continuation payoff p(i, s)vjH + (1 − p(i, s))vjL ;  ii. For all memory states i ∈ M, the decision rule di maximizes di p(i)π H +(1 − p(i)) π L ; iii. Continuation payoffs (viθ ) and beliefs (p(i)) are induced by (g 0 , σ, d), via (4) and (5). Conditions (i)–(ii) define an incentive compatibility notion respecting the finite state measurability, and so require that there be no profitable (one-shot) deviations from (g 0 , σ, d).  Proposition 1 If (g 0 , σ, d) maximizes (3), ((g 0 , σ, d), viθ , (p(i))) is a team equilibrium. This result — true for all signal distributions — implies that the search for an optimal protocol (g 0 , σ, d) is equivalent to the search for a payoff-maximizing team equilibrium.12 Note that its converse fails.13 For example, there is a trivial equilibrium in which the transition rule σ specifies always (in all states, after all observations) moving to each memory state with equal probability. This renders all memory states completely uninformative, with identical continuation payoffs. Either Proposition 1, or more simply Condition (i), has the following useful implication: Corollary 1 (RP) In all memory states i ∈ M hit with positive probability, no self thinks he can gain by mimicking the strategy of any other self: i ∈ arg maxj∈M (p(i)vjH + (1 − p(i))vjL ). This corollary is so labelled as it has the flavor of the revelation principle, insofar as each memory state (“type”) wishes to choose the action and transitions designated for his state.
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General Properties of an Optimal Memory



Label the memory states in M with p(i) weakly increasing in i: higher memory states assign (weakly) higher probabilities to true state H. So the DM is most strongly convinced of true state of the world L in memory state 1, and most strongly convinced of H in memory state M . We call memory states 1 and M the extremal states, and i ∈ M\{1, M } the interior states. Call two memory states equivalent if they yield the same continuation payoffs: viθ − vjθ = 0 for θ = H, L. Easily, if memory states i, j are equivalent, then the DM could earn the same payoff with a modified rule (e g0, σ e, d) which never uses memory state j.14 For ease of 12



This “second welfare theorem”, shown in §A.4, is a feature of common interest games. Crawford and Haller (1990) is an early example of this decentralization for a common interest game. 13 This failure of the converse is familiar in team theory contexts; the classic reference is Radner (1962). 14 Namely: obtain ge0 from g 0 by moving any initial probability of memory state j onto memory state i, and obtain σ e from σ by moving all transitions into memory state j over to memory state i. An easy calculation yields fjH = fjL = 0, so that memory state j is never used, and continuation payoffs are unchanged.
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exposition, I therefore restrict attention to optimal protocols in which no two memory states are equivalent. In equation (7) below, I will provide a condition under which equivalent or unused memory states are strictly suboptimal. Lemma 1 derives monotonicity properties on the values in memory states. Let ∆θj,i ≡ vjθ − viθ be the payoff differential of memory state j over i, in true state θ. So ∆θj,i ≡ −∆θi,j . The next three results are general findings for any optimal memory, irrespective of the signal distribution. Lemma 1 (Payoff Monotonicity) Fix an optimal protocol (g 0 , σ, d). L (a) Higher memory states are better in state H, worse in state L: ∆H j,i > 0 > ∆j,i for j > i. L H L (b) Gains proportionately decline in the memory state: ∆H j,i /∆i,j ≥ ∆k,j /∆j,k if i < j < k. Proof: Take memory states i < j, i.e. p(i) ≤ p(j). By optimality of (g 0 , σ, d) and Corollary 1, the DM prefers memory state j to i at belief p(j), and i to j at belief p(i). Incentive conditions are: L H L p(j)∆H (6) j,i + (1 − p(j))∆j,i ≥ 0 ≥ p(i)∆j,i + (1 − p(i))∆j,i  L H L Adding yields (p(j) − p(i)) ∆H j,i − ∆j,i ≥ 0. So ∆j,i ≥ ∆j,i if p(j) > p(i), while if p(i) = p(j), we can order states so that this inequality holds. But ∆θj,i 6= 0 for some θ ∈ {H, L}, as we L have ruled out equivalent states. Then, ∆H j,i and ∆j,i are not both weakly negative by the first L inequality in (6), or both weakly positive by the second inequality in (6). Since ∆H j,i ≥ ∆j,i , this implies (a). For (b), take memory states i < j < k. Use (a) to rewrite the LHS of (6) as  L H L `(j)(∆H /∆ ) ≥ 1, and the RHS of (6 ) (replacing i, j by j, k) as `(j) ∆ /∆ 2 j,i i,j k,j j,k ≤ 1. I now reformulate the choice facing a self at a memory state in terms of posterior beliefs. The action choice di ∈ {0, 1} is straightforward, but the transition choice problem is less obvious. Define the indifference likelihood ratio `¯i = ∆Li,i+1 /∆H i+1,i as the belief likelihood that leaves any self indifferent between memory states i + 1 and i. We next argue that a standard finite decision problem is induced, with the DM choosing higher memory states for higher likelihood ratios, given the proportionately falling gains to choosing action 1 vs 0. Proposition 2 (Optimal Transitions) There are cutoffs 0 < `¯1 ≤ `¯2 ≤ · · · ≤ `¯M −1 < ∞ so that a self transitions to memory state i iff his posterior likelihood ratio ` lies in [`¯i−1 , `¯i ]. Proof: Having arrived at a posterior likelihood `, a self prefers memory state i + 1 to i iff he L expects a higher continuation payoff in state i+1, i.e., when `∆H i+1,i ≥ ∆i,i+1 . By Lemma 1(a), this happens iff ` ≥ `¯i ; and by Lemma 1(b) with j = i + 1 and k = i + 2, the indifference likelihood ratios are monotone: `i ≤ `i+1 . So a self prefers memory state i to other memory states if his posterior likelihood lies in [`¯i−1 , `¯i ]; his transitions follow, by Proposition 1. 2 8



The DM entertains a prior belief p0 before entering this memory protocol. Later, however, all selves are endowed with priors by the protocol; by Corollary 1, they obey the following: Corollary 2 (Bayesian Rational Prior Beliefs) Before seeing a signal, the likelihood ratio `(i) of the self in memory state i obeys `¯i−1 ≤ `(i) ≤ `¯i . In light of these corollaries, no self ever “misinterprets” evidence of one true state as favoring the alternative. If the state i self sees a signal realization favoring true state H, i.e. with ξ(s) > 1, then his posterior rises to `(i, s) > `(i). His likelihood ratio then strictly exceeds `i−1 , the largest cutoff for moving to a state below i. Thus, he either ignores the signal s or moves up. Symmetrically, a self who sees evidence in favor of true state L either ignores it or moves down. Proposition 2 greatly simplifies the problem in some cases: equilibrium is fully characterized by a belief vector in RM −1 with continuous signal distributions. But I have assumed multinomial signals, requiring mixed strategies. I now restrict focus to this signal class. Under inequality (7), the DM’s expected payoff is strictly increasing in M (online appendix B); thus, equivalent memory states are not optimal, and all are optimally employed, and so all selves obtain with positive chance. µLS µH S







η + (1 − η)µH 1 η + (1 − η)µL1







µH µH µL1 ≤ 1L SL ≤ H µ1 µS µ1







η + (1 − η)µH S η + (1 − η)µLS



 (7)



This sandwich inequality on the likelihood ratio product ξ(1)ξ(S) holds for η near zero, or when the likelihood ratios of the extreme signal realizations 1 and S are not too asymmetric. I defer an intuition for it until I present a related inequality (8) below. If (7) fails, then there are priors and memory sizes M for which the DM could not improve his payoff with just one extra memory state.15 Call memory state i ∈ M absorbing if the DM either stays in state i, or moves to an equivalent absorbing state, after all signal realizations. We next explore whether absorbing memory states can be optimal. To this end, say that there are no dominant signals whenever: H η + (1 − η)µH µH η + (1 − η)µH 1 1 µS S < L L < L η + (1 − η)µ1 µ1 µS η + (1 − η)µLS



(8)



This implies inequality (7), and so equivalent memory states are not optimal given no dominant signals. As seen in Appendix A.3, the first inequality in (8) guarantees that signal realization 15 This is trivially the case if the prior bias β violates the “information matters” condition with M + 1 memory states, but can occur even when information matters; see online appendix B for an example with both absorbing and equivalent states.
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S is sometimes strong enough to push the DM out of memory state 1, and thus absorption in memory state 1 is not optimal. The second inequality likewise precludes absorption in memory state M . For an intuition, consider a binary signal, µθ1 + µθS = 1. Then the first inequality in (8) becomes µH µH µH 1 − (1 − η)µLS 1 = 1 < 1L SL H µ1 µS 1 − (1 − η)µS µL1



H µH S + (1 − η) µS



2



+ ···



!



2



µLS + (1 − η) (µLS ) + · · ·



The final RHS term is the posterior belief (likelihood) adjustment for a DM who believes that he has seen S-signals in every period until termination. This is the strongest possible evidence in favor of true state H. If it cannot overwhelm an initial 1-signal, then the latter is a dominant signal: a DM who initially sees a 1-signal will always believe that the evidence favors true state L, and so absorption in memory state 1 could optimally occur for some priors. Conversely: Lemma 2 (Absorbing Memory States) If information matters and there are no dominant signals, i.e. (8) holds, there are no absorbing memory states in an optimal memory. For an instructive contrast, consider the informational herding model. Like this finite memory world, private signals in that well-explored setting are observationally filtered in every period through a finite mesh — in Smith and Sørensen (2000)’s case, via the observation of one of finitely many actions. Like here, a different decision maker acts each period, unaware of previously viewed signals. Unlike here, their decision makers can see the entire action history. And like Bikhchandani, Hirshleifer, and Welch (1992), I assume multinomial private signals. But they conclude that “cascades” obtain, namely, where additional signals are ignored. On the other hand, absorbing states are never optimal for small η — the proper parallel to the social learning setting with an infinite number of agents. The logic is that a Markov process eventually lands in the set of absorbing states. This renders useless the multitude of additional signals that would arise with vanishing termination chance η.16 We next bound equilibrium payoffs. A rational Bayesian almost surely learns the true state in the limit η → 0, and so secures the full information payoff p0 π H . My DM earns strictly less than this, by an amount depending on the prior bias β = `0 π H /|π L | and the information quality 1/ρ∗ = λM −1 , where λ = ξ(S)/ξ(1) > 1 is the quotient of the extreme likelihood ratios favoring state H. So 1/ρ∗ is the relevant measure of the information quality afforded the agent: As either the signal informativeness or M explodes, so does 1/ρ∗ , and the maximized expected payoff tends to the full information payoff. If information matters, then ρ∗ < 1/β.17 16



One might think this owes to the forward-looking character of my agent. In fact, Smith, Sørensen, and Tian (2012) show that cascades remain possible even when a very patient social planner makes action choices. 17 This follows immediately from the condition in footnote 10, noting that ξ(η) ≤ ξ(S) ∀η, with limη→0 (ξ(η)/ξ(1))M −1 = λM −1 ≡ 1/ρ∗ .
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Proposition 3 (A Payoff Upper Bound) If ρ∗ ≥ 1/β, then the DM earns the myopic payoff p0 π H + (1 − p0 )π L . If ρ∗ < 1/β, and if information matters,then Π∗ (M, η) is strictly falling in the termination chance η, and its supremum, and limit as η → 0, is:  Π¯∗ ≡ lim Π∗ (η, M ) = p0 π H · η→0



2 p ∗ 1 − ρ /β (9)



1 − ρ∗



Cover and Hellman (1970) derived a similar bound,18 while exploring the optimal design of an automaton to distinguish between two hypotheses after an infinite sequence of signals; I discuss their result in more detail after Proposition 4. As the transition chance η vanishes, the payoff upper bound Π∗ (M, η) increases in the information quality 1/ρ∗ . Learning is complete as 1/ρ∗ explodes, for instance as the signal becomes perfectly informative of either state (ξ(1) ↓ 0 or ξ(S) ↑ ∞). For a useful contrast to the informational herding literature, note here that if either likelihood ratio explodes, learning is complete in both states. By contrast, in Smith and Sørensen (2000), when the support of the likelihood ratio density is boundedly positive but not boundedly finite (or conversely), there is incomplete learning in the low state (or high state). This holds despite the fact that the action history is observed in their setting but hidden in mine, which intuitively frustrates learning in my setting. To understand the difference, consider an example with two memory states, representing the low action and the high action. Assume there is a nearly-perfect signal for the high state, observed with chance ε near zero in the low state, but no such signal for the low state. In Smith and Sørensen (2000), the threshold `b for switching from the high to low action is exogenously specified: thus, if `b is very low, and if current beliefs (mistakenly) indicate the high b state strongly enough, there may be no private signal strong enough to shift posteriors below `. Thus, even in the low state of the world, public beliefs may converge to a bad cascade on the high action. My model, in contrast, has endogenously chosen thresholds. As the informativeb if the DM anticipates being ness of the high signal explodes, so does the optimal threshold `: reluctant to switch out of the high action, he is correspondingly more careful about taking it in b In particular, the first place, which in turn makes it easier to for his posterior to drop below `. by switching from the high action to the low action with a probability that is very small, but large compared to ε, the DM can guarantee ending up at the right action with chance near 1. H



H



(A) (A) Since they assume a continuous signal, their payoff bound replaces ξ1 and ξS with inf PP L (A) and sup PP L (A) , where P H , P L are the conditional probability measures and inf, sup are over measurable sets A. 18
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An Analytical Example



I now illustrate the theory with a symmetric 3-state example. Assume the high and low states are equally likely, so p0 = 12 , and that payoffs are π H = −π L = 1. The DM observes an “extreme” signal l or h with probability (1−φ), with likelihood ratios ξ(h) = 1/ξ(l) = q/(1− q), and an “intermediate” signal m or m with probability φ, with ξ(m) = 1/ξ(m) = p/(1−p); assume q > p > 12 . I restrict attention to protocols with beliefs `(1) < `(2) < `(3), and with no absorbing or equivalent states. Assume that the DM starts in memory state 2, and uses the decision rule d = (0, d2 , 1), with d2 the probability of choosing the high action in memory state 2. The optimal transition rule then maximizes the following objective function:  1 1 (d2 f2H + f3H ) − d2 f2L + f3L 2 2



(10)



In Step 1, I will illustrate why intermediate signals are optimally ignored for η near zero. In Steps 2-4, specializing to a binary signal (φ = 0), I will demonstrate some features of optimal protocols for general termination chances η ∈ (0, 1), not necessarily small. S TEP 1. O NLY R EACT TO E XTREME S IGNALS FOR η NEAR 0 To see this most easily, consider a symmetric decision rule d = (0, 21 , 1), which intuitively implies a symmetric optimal transition rule. Then, with f2H = f2L and f3L = f1H (by symmetry) P and the identity 3i=1 fiH = 1, we can rewrite (10) as 12 (f3H − f1H ) = 12 f2H + f3H − 12 .  Thus, defining x(σ) ≡ (f1H + 21 f2H )/ f3H + 12 f2H , the goal is to maximize 12 f2H + f3H = (1 + x(σ))−1 , which clearly is achieved by making x(σ) as small as possible. By symmetry and the ordering of the states, x(σ) ≡



f1H + 12 f2H f1H , with equality iff f2H = f2L = 0 ≥ f1L f1L + 12 f2L



(11)



And by (2), f θ is the steady-state distribution of a Markov process with transition chances θ ωi,j , and so the probability of entering state 1 equals the probability of leaving:  θ θ θ θ + ω1,3 = f2θ ω2,1 + f3θ ω3,1 f1θ ω1,2



(12)



H L s Taking ratios, recalling ωi,j /ωi,j ≥ ξ(l) (with equality if σi,j = 0 ∀s 6= l) and f3H /f3L >



12



f2H /f2L = 1, this yields f1H f1L



L L ω1,2 + ω1,3 m θ , with equality iff σ2,1 ≥ ξ(l) H = 0 and ω3,1 =0 H ω1,2 + ω1,4



(13)



h h m m ) + σ1,3 η + (1 − η)µLm (σ1,2 + σ1,3 ) + (1 − η)µLh (σ1,2 ≡ ξ(l) h h H m m η + (1 − η)µH m (σ1,2 + σ1,3 ) + (1 − η)µh (σ1,2 + σ1,3 )



(14)



m m ≥ ξ(l)/ξ(h), with equality iff η = σ1,2 + σ1,3 =0



(15)



Thus, the ratio x(σ) that the DM wishes to minimize has a lower bound ξ(l)/ξ(h), achieved as η → 0 only if intermediate signals are ignored (by (13), (15), and symmetry), there are no jumps (by (13) and symmetry), and f2H = f2L = 0 (achieved as η → 0 by leaving the extremal states with a vanishing chance).19 2 Now specialize to a binary signal (φ = 0), and recall from Proposition 2 that an equilibrium is characterized by thresholds `1 ≤ `2 such that a self transitions to 1 if his posterior is below `1 , to state 3 if his posterior is above `2 , and to state 2 for posteriors in between. S TEP 2. I NDIFFERENCE T HRESHOLDS : d2 = 1 ⇒ `1 < `2 Proof. By (5), the payoff differential ∆θ3,2 satisfies:



AND



ξ(l)/`1 < ξ(h)/`2 .



 θ l l h l l η + (1 − η)µθl (σ3,1 + σ3,2 ) + (1 − η)µθh σ2,3 ∆3,2 = (1 − η)µθl (σ2,1 − σ3,1 )∆θ2,1



(16)



H l l With no equivalent states, Lemma 1 demands ∆H 3,2 > 0 and ∆2,1 > 0, requiring σ2,1 > σ3,1 by L H (16). Then, taking ratios in (16) and recalling `2 ≡ ∆L2,3 /∆H 3,2 and `1 ≡ ∆1,2 /∆2,1 , l l h η + (1 − η)(1 − q)(σ3,1 + σ3,2 ) + (1 − η)qσ2,3 1 1−q 1  = h l l q `1 η + (1 − η)q σ3,1 + σ3,2 + (1 − η)(1 − q)σ2,3 `2



(17)



The RHS of (16) is ξ(l)/`1 , and the LHS is strictly above ξ(l)/`2 and strictly below ξ(h)/`2 ; this immediately yields the desired result. 2 Step 2 has the following immediate implications: (i) State 2 cannot be sticky in both directions. For if a state-2 self is indifferent about moving down, `(2)ξ(l)/`1 = 1, then he l h strictly prefers moving up after an h-signal, as `(2)ξ(h)/`2 > 1; thus, σ2,1 ∈ (0, 1) ⇒ σ2,3 = 1. And (ii) If a state-1 self ever jumps to state 3 after an h-signal, so `(1, h)/`2 ≥ 1, then he never stays in state 1, as `(1, h)/`1 > 1 (indicating a strict preference for state 2 over state 1); 19



Of course, ignoring intermediate signals is not optimal for larger η. This is easily seen from (14), which is (η+(1−η)µH ) m m minimized by setting σ1,2 + σ1,3 equal to one (instead of zero) whenever η+(1−η)µhL < ξ(m). This relates to ( h) the condition in footnote 10 for information to matter, and holds for smaller values of η the closer are ξ(m) and ξ(h).
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h h h = 1. + σ1,3 > 0 ⇒ σ1,2 thus, σ1,3



S TEP 3. N O J UMPS IF d2 ∈ {0, 1} h Proof. In an equilibrium with σ1,3 > 0, a state-1 self who observes an h-signal must weakly prefer memory state 3 to 2, while a state-3 self who observes an l-signal must weakly prefer state 2 to 3 (since we have ruled out absorbing states). Thus, the following inequality must hold: f1H q f3H 1 − q ` ≥ `(3, l) ≡ ≡ `(1, h) ≥ (18) 2 f1L 1 − q f3L q h h h I will now derive a contradiction. By Step 2 implication (ii), σ1,3 > 0 ⇒ σ1,2 + σ1,3 = 1. Then by (12), adding f1θ (1 − η)µθl to both sides and taking ratios, l l + f3H σ3,1 1 − q f1H + f2H σ2,1 f1H = l l q f1L + f2L σ2,1 f1L + f3L σ3,1



(19)



l l l > 0 is optimal, so `(3, l)/`1 ≤ 1, at equilibrium: For if σ3,1 ≤ σ2,1 Now, note first σ3,1 l then `(2, l)/`1 is strictly below 1, and so σ2,1 must equal 1. But then by the ordering of the P states and the identity 3i=1 fiθ = 1, the RHS expression in (19) strictly below 1 whenever l σ3,1 < 1, which was established just below (16) for any equilibrium with d2 = 1. Thus, d2 = 1 ⇒ `(1, h) < 1. By a symmetric argument, `(3, l) ≥ 1, with strict inequality in any equilibrium with d2 = 0. Thus d2 ∈ {0, 1} ⇒ `(1, h) < `(3, l), contradicting (18).20 2



S TEP 4. T HE O PTIMAL M EMORY P ROTOCOL IS A SYMMETRIC , WITH d2 ∈ {0, 1}. Proof (Sketch). In Online Appendix E, I characterize the optimal protocol when d2 = 1, l h h l . I then find the best symmetric equilibrium, < σ3,2 = 1, and σ1,2 = σ2,3 establishing that σ2,1 1 b with action rule d = (0, 2 , 1), obtaining the following closed-form expressions for the best symmetric transition rule σ b:21 σ bl2,1 = σ bh2,3 = 1, σ bh1,3 = σ bl3,1 = 0, and σ bh1,2 = σ bl3,2 =



−η +



p η(2 − η) 1−η



b is Pareto-dominated for η ∈ (0, 1), note that it necessarily leaves the DM To see that (b σ , d) indifferent between actions in the middle memory state, with f2H = f2L . Thus, he would earn h l If d2 = 21 , then there is a symmetric team equilibrium with σ1,3 = σ3,1 = 1, but it is Pareto-dominated by the symmetric equilibrium with no jumps described in Step 4. This is easily seen by noting that if the strategies h h were perturbed, say to σ1,2 = ε and σ1,3 = 1 − ε, we would have `(1, h) < `(3, l), indicating that the jumps between states 1 and 3 are strictly suboptimal ((18) is violated). But then for any ε > 0, it is a profitable deviation h l to increase ε further, and decrease the chance (1 − ε) of jumps.This equilibrium with σ1,3 = σ3,1 = 1 also fails Marple and Shoham (2012)’s “distributed perfect equilibrium” concept, which essentially requires that strategies be robust to trembles. 21 Note that these transitions out of the extremal states are strictly increasing in η, but below 1 ∀η < 1; thus, stickiness optimally persists. 20
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exactly the same payoff if he again followed σ b, but switched to the action rule d = (0, 1, 1). But we have just established that the optimal transition rule σ when d2 = 1 is necessarily h l b asymmetric, with σ1,2 < σ3,2 , and so (σ, d) must earn a strictly higher payoff than (b σ , d). The intuition is that it is not optimal to waste memory resources on a completely uninformed state. If the DM knows that he will choose the high action in the middle state, then it is payoff-improving to reduce the chance of ending up there in the low state of the world, while increasing the relative chance of ending up there in the high state of the world. Since he is most often in state 1 (or 3) in the low (or high) state of the world, this is accomplished by l 22 h . Of course, the rule σ b, db is asymptotically efficient: part and increasing σ3,2 reducing σ1,2 (d) of Proposition 4 guarantees that the chance of making a decision in an interior memory state i vanishes as η → 0, and so the limit payoff does not depend on di .
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Optimal Protocols with Low Termination Chances



I next flesh out some crucial aspects of the optimal protocol with small termination chances. Among other things, we’ll see that only extreme signals matter and that the transition rule only takes unit steps. Along with our finding in Corollary 1 that the DM can only move up (or down) after evidence in favor of true state H (or L), it then follows that he moves up by at most one state after signal realization S, down by at most one state after signal realization 1, and remains in his current memory state in all other cases. We need only determine the optimal transition chances. We find that transitions out of the extreme memory states 1 and M are very rare when the termination probability is small, while transitions in the interior memory states are deterministic, except to balance out asymmetries in either the prior bias or the signal. To describe the optimal rule, define two critical cut-off memory states: the DM’s initial state i0 , obeying `i0 −1 ≤ `0 ≤ `i0 , and the lowest memory state i∗ to choose action 1, satisfying `i∗ −1 ≤ `∗ ≤ `i∗ . In other words, the DM starts in the memory state i0 yielding the highest continuation payoff for prior likelihood ratio `0 , while i∗ is the lowest memory state with a belief above the threshold `∗ to prefer action 1 (by Corollary 1). Appendix A.8 reveals that if information matters, then: √  M + 1 log β i ≡ − 2 log λ ∗







√  M + 1 log β log ξ(S) i0 ≡ + − 2 log λ log λ 



and



(20)



Observe that both i0 and i∗ move closer to the middle memory state as the signal grows more 22



The rule (b σ , d) also does not correspond to a team equilibrium: each state-1 self knows that the action will h change for sure if he “passes the baton” to state 2, and so he is more reluctant to do so (σ1,2 must fall); while each state-3 self more readily passes the baton down, knowing that the action will not change.
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informative (so that λ increases), while an increase in the prior bias β — indicating a stronger prior in favor of H — pushes i∗ further below the midpoint, and i0 further above. My assumed prior bias β > 1 implies that generally i∗ < i0 ; define I ∗ = {i∗ , i∗ + 1, . . . , i0 }. Also note that β < 1/ρ∗ ≡ λM −1 , then i∗ ≥ 2. In the online appendix (see below equation (C.8)), I construct a related interior set of states Iˆ which depends on the asymmetry between signals 1 and S.23 S 1 Call transitions in memory state i sticky up if σi,i+1 < 1, sticky down if σi,i−1 < 1, and fluid up (or down) if not sticky up (not sticky down). Call signal S geometrically more rare L L H H L signal 1 if µH S µS ≤ µ1 µ1 . This holds for symmetric signals, with µi ≡ µS+1−i . For a binary signal, with µθ1 + µθS = 1, it asserts that signal S more strongly indicates state H than signal 1 indicates state L.24 The example of §5 exhibits sticky transitions into the middle state. Proposition 4 (Optimal Protocols) Fix a memory size M and memory ratio r∗ < 1/β. There exists η ∗ > 0 such that when η ∈ (0, η ∗ ), the DM begins in memory state i0 . Also: (a) Only extreme signals matter: in all memory states i ∈ M, the DM reacts only to signal realizations s = 1, S, and remains in memory state i after any signal s ∈ S\{1, S}; (b) No jumps: in all memory states i ∈ M, the DM either stays in i or moves up one state after signal realization s = S, and stays or moves down one state after s = 1; (c) No interior memory state is both sticky up and sticky down, and interior transition chances are bounded away from zero as η → 0. If signal S is geometrically more rare than signal 1, then all interior states are fluid up, all interior states outside Iˆ are fluid down, and all interior states in Iˆ are sticky down. If signal 1 is geometrically more rare than signal S, then interior states outside of I ∗ are fluid down. (d) Let (gη0 , ση , dη ) be a sequence of optimal protocols with η → 0. If M ≥ 3, then the transition chances out of extreme memory states 1 and M vanish at a rate asymptotic to √ η, while transition chances in the interior memory states are bounded away from 0. Recall the convention that higher memory states correspond to higher posteriors in favor of the true state H. Parts (b) and (c) then say that the DM moves up by at most one step if he observes the strongest available evidence in favor of H (an S-signal), down by at most one step if he observes the strongest evidence for L (a 1-signal), and ignores all other signal realizations. For an intuition, consider the world with an arbitrary but not necessarily small The final section of the online appendix shows that for symmetric signals, Iˆ ⊇ {i∗ + 1, ..., i0 − 1}. As signal 1 grows weaker compared to S, the set I typically expands. 24 L L H H H L L H L H 2 L 2 Indeed, µH S /µS ≥ µ1 /µ1 ⇔ µS (1 − µS ) ≥ µS (1 − µS ) ⇔ µS − µS ≥ (µS ) − (µS ) ⇔ 1 ≥ H L H L H L H L µS + µS ⇔ µ1 µ1 = (1 − µS )(1 − µS ) ≥ µS µS 23
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termination chance η > 0. In any state, the DM can in principle choose any one of M transitions. Since p(i) is weakly increasing in i, the DM clearly should rank signals, with higher signals leading to higher transitions. Now, as the termination chance η falls, the DM secures a higher expected payoff precisely because the beliefs p(i) incur a “spread”, with p(1) falling, and p(M ) rising. As a result, the DM grows more discriminating in his willingness to take larger memory transitions, and eventually for small enough η, no longer jumps over memory states. At the same time, only the extreme signals are able to push the DM high enough to move up to the next belief p(i + 1) or move down to p(i − 1).25 Part (c) only partially characterizes the transitions at interior memory states. Outside of ∗ I , the DM moves deterministically after the more powerful of the two signals s ∈ {1, S}. That is, transitions are fluid up if signal S is stronger, and fluid down if signal 1 is stronger; transitions may be sticky in response to the weaker signal, but a precise characterization is difficult, and depends on the signal asymmetry. But when the prior bias β > 1 strongly favors the true state H, there is a non-empty block of interior memory states I ∗ in which transitions are sticky down even if the signal realization 1 is stronger than S.26 In other words, inside I ∗ , the DM reacts only probabilistically to evidence against his prior bias. In the special case of a binary symmetric signal, transitions are fluid both up and down in all states outside of I ∗ , while all states in I ∗ are sticky down. For insight into part (d), consider memory state 1, in which the DM is maximally convinced of true state L. He is thus unable to react to any additional evidence in favor of true state L, and wishes to leave memory state 1 only when the net observed information observed favors H. A rule which never leaves memory state 1 cannot be optimal, as this makes it so uninformative that the DM will find it optimal to leave: For we have seen in Lemma 2 that absorbing states are suboptimal for small η. Conversely, a rule which always leaves memory state 1 after high signals cannot be optimal: For then whenever the DM is in memory state 1, he can infer that he has never seen a high signal, yet has likely seen a large number of low signals; thus, he will not leave memory state 1 after just one high signal. The optimal rule therefore requires randomization. The chance of leaving memory state 1 after high signals is chosen so that in expectation, by the time the DM actually leaves, he believes that he has 25



Another perspective: since (by Proposition 4 part (d)) the probability of ending up in state 1 or M tends to 1 as η → 0, the goal for small η is to maximize the relative likelihood of ending up in state M (instead of state 1) in the high state of the world, and to minimize this likelihood in the low state. This is achieved by ensuring that the DM only moves from state 1 to M (or from M to 1) after the most extreme available sequences of evidence for true state H (or L). In particular, by moving only one state at a time, only after extreme signals, the ratio H L L H fM f1 /fM f1 tends to (ξ(S)/ξ(1))M −1 as η → 0; this ratio falls if the DM jumps states or reacts to intermediate signals, as it becomes easier to mistakenly move between states 1 and M. See also the illustration in Section 5 (Step 1). 26 This asymmetry reflects the assumed prior bias β > 1. Had the prior bias strongly favored the true state L, transitions would have been sticky up at an interior block of memory states.
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likely seen equal amounts of evidence in favor of true states H and L. With small termination √ chance η, this requires an exit chance asymptotically proportional to η. Observe the important role of the strategic aspects of this decision problem. For no Bayesian decision maker ever passes up free information since it is always valuable. But here, the DM is willing to end the problem (and decide early) rather than randomize in states 1 and M — indeed, he does so, by Proposition 4 (d). So the DM in these memory states must be indifferent about moving, and yet the DM can only profit from further signals by moving.27 Cover and Hellman (1970) characterized a class of ε-optimal automata, satisfying analogs to Proposition 4 (a) and (b), and a modification of (d). They found that transition chances out of memory states 1 and M must be small to generate payoffs within any ε > 0 of limη→0 Π∗ (η, M ). They require ε-optimality, since transition chances out of memory states 1 and M are forever positive, but vanish as η → 0: a payoff discontinuity arises when states 1 and M are absorbing. Proposition 4 yields a simple expression for Bayesian beliefs and cutoffs in Proposition 2. Corollary 3 (Limit Beliefs) As η → 0, the likelihood ratio `(i) with an optimal memory tends p M +1 to `0 |π L | /π H λi− 2 , and the indifference ratio `i tends to ξ(S)`(i) = ξ(1)`(i + 1). So each state-i self starts out with the prior `(i), then observes the signal and moves to memory state j if his posterior likelihood ratio belongs to [`¯j−1 , `¯j ]. As the termination chance   η → 0, these intervals tend to `j−1 , `j → [ξ(1)`(j), ξ(S)`(j)]. Critically observe that in this limit, there arises indifference after the extremal signals 1, S, consistent with the thrust of Proposition 4 (a) and (c). This is the reason why no memory state jumps arise and why no non-extremal signals matter. Notice also that the belief likelihoods `(j) grow geometrically in j, with `(j + 1)/`(j) = ξ(S)/ξ(1). This likelihood equation in particular implies that if η near zero and the DM advances from memory state i to i + 1 after observing an S-signal, then his beliefs adjust as if he were a Bayesian agent who observed the S-signal, but also forgot a previously observed 1-signal. The optimal memory thereby symmetrically treats the signals s = 1, S even if their informativeness radically differs. So the optimal finite-state memory behaves as if like a limited capacity memory: the DM stores M − 1 signals, and when the memory is full, can only learn a new one by replacing a previously stored one. To this end, observe that the likelihood ratios `(i) are uniformly bounded and finite for all memory states i, for fixed M . In other words, expecting to S Precisely, it turns out that instead of moving from memory state 1 to 2 with probability σ1,2 , the DM could S earn exactly the same payoff by modifying this transition chance to σ b1,2 , and also terminating the probability in η(1−φ1 ) S memory state 1 with a probability φ1 satisfying η+(1−η)φ σ bS1,2 = σ1,2 . 1 27
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observe an an arbitrarily large number of signals (with vanishing η) is not an avenue towards complete learning. Such can only be secured by increasing the memory size M . Next, observe how the prior and the payoffs affect beliefs across states: When action 1 is riskier, namely the payoff ratio |π L |/π H is higher, all memory states are associated to higher probabilities, and thus can better identify state H. Equally well, when the DM’s prior on state H rises with higher `0 , associated memory state probabilities shift up.
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Behavioral Predictions



An optimized finite state memory sheds light on some well-known behavioral biases. First, people tend to ignore all but the most salient and striking information events. For instance, Proposition 4 predicts that when the DM’s memory is optimized for a small termination chance η > 0, he optimally reacts only to the two most extreme signal realizations. In essence, the DM avoids wasting limited memory resources on all but the two most informative observations. Next, the order in which information is observed matters, and in particular, “first impressions matter”. By Proposition 4, if the highest and lowest signal realizations s = 1, S similarly favor the respective true states L and H, then a DM who starts in an interior memory state will move up one state after each high observation, and down one after each low observation. Also, once he reaches one of the extreme memory states 1 or M, he exits each period with only a √ small probability proportional to η. Now, fix a time t < ∞ and ε > 0, and assume that the signal sequence begins with enough consecutive high observations s = S so as to land the DM in memory state M after at most M − 1 steps. Then for η > 0 small enough, the DM ignores any subsequent low signals s = 1 with high probability, and thus remains there until time t with chance at least 1 − ε. Similarly, if the sequence instead begins with M − 1 consecutive low signal observations, then the DM ends up in memory state 1 with probability at least 1−ε. While this contrasts with a Bayesian DM, for whom the order of signal observations does not matter, it agrees with the predictions of the Bayesian social learning models. In both cases, a coarse observed historical signal is critical. Third, people tend to see what they want to see. Proposition 4 (c) asserts that for large enough β > 1, there is a nonempty set of states I ∗ in which transitions are sticky down, while the DM reacts with probability one to observations supporting his initial bias. A symmetric result obtains for low enough β < 1, yielding an interior block of states in which transitions are sticky up, but not sticky down. In other words, given a strong prior bias towards one of the two action choices, the DM optimally (probabilistically) ignores evidence favoring the alternative choice. All told, we see that a confirmation bias optimally emerges as a best response to bounded memory. 19



In a related finding, this memory model predicts belief polarization: People with conflicting initial views can observe exactly the same information, and then move in opposite directions. Indeed, consider two DM’s, one with large β > 1 and one with small β < 1. After seeing the same two extreme signal realizations s = 1, S, the first agent moves up in expectation (surely reacting to the high observation s = S, but sometimes ignoring s = 1), while the second agent moves down in expectation, reacting for sure only to the low observation. In other words, each reads the evidence as supporting his hypothesis and contradicting the alternative.28 Note that polarization occurs even though the signal distribution µθ is known; there is no ambiguity in the interpretation of evidence. In the extreme case, with sufficiently opposed prior biases, agreement is essentially impossible between the two agents: one only moves up, and the other only moves down.
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Related Literature and Conclusion



A. C OMPUTER S CIENCE . Cover and Hellman (1970) introduced the problem of the optimal design of a finite-state automaton — in their case, maximizing the chance of correctly identifying a state θ ∈ {H, L} after an infinite sequence of informative signals. They first derived a payoff upper bound, and then showed that one can achieve a payoff arbitrarily close to this number. Their paper corresponds to the limit as η ↓ 0 of my model with identical payoffs π H = |π L |. As I explained after Proposition 4, no optimal solution exists at this limit, thus explaining why Hellman-Cover focused exclusively on ε-optimal rules. Despite having continuous rather than multinomial signals, as I do, their results are comparable to the payoff bound in my Proposition 3, and to the transition rule characterizations in parts (a), (b), and (d) of Proposition 4. In particular, my finding that the DM only reacts to the two most informative signal realizations when η is small corresponds to their result that only signal realizations with sufficiently extreme likelihood ratios matter. My paper makes many technical advances over Hellman and Cover. I show that a robust class of perturbations of their environment yields existence, and essentially uniqueness, of an optimal solution, and not just an ε-optimal one. With a small termination chance η > 0, √ transition chances out of the extremal memory states are asymptotically proportional to η. I also find that transitions are fluid at most interior memory states, whereas Hellman and Cover note only that ε-optimality requires transition chances in the interior states are large compared to those in extremal states. 28



For instance, in a famous experiment, Lord, Ross, and Lepper (1979) allowed two groups of people, one in favor of capital punishment and one opposed read identical studies for and against. Many of the initial proponents moved even more strongly in favor of capital punishment, while many opponents became even more opposed.
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Technical robustness aside, my primary novel contribution is the strategic formulation and characterization of the learning problem. I have recast it as a dynamic game with imperfect recall, in which selves must optimally encode new signals by wisely passing the baton to the next agent, or by retaining it. I have computed the optimal decision rule of each realized self: In the equivalent team equilibrium, all selves act as if in a time invariant M -action decision problem with fixed but endogenous payoffs (the baton toss and the memory state values). B. P SYCHOLOGY. My model shares some structure of two memory agendas in the psychology literature, and also realizes some of their goals. Cowan (1995) explores finite-capacity memory models of short-term memory. My paper provides a novel rational foundation for this assumption. For I argued that the DM optimally behaves as if he has a finite capacity memory, and must forget a previously stored extremal observation whenever he learns a new one. I also relate to the long term working memory (LTWM) literature (see Chase and Ericsson (1982)). Ericsson and Kintsch (1995) propose an LTWM model consisting of a set of nodes, each representing a block of information stored in long-term memory; only the memory node can be recalled, and not the original information sequence. This resembles my assumed structure with finitely many memory states, and the Markovian transition rule restriction. Ericsson and Staszewski (1989) pointedly argue that “to meet the particular demands for working memory in a given skilled activity, subjects must acquire encoding methods and retrieval structures that allow efficient storage and retrieval.” Indeed, my optimization precisely solves for the optimal such encoding. And consistent with my optimization of the memory for the specific decision problem, they observe that “LTWM is therefore closely tailored to the demands of a specific activity.” C. E CONOMICS . Economists have explored models in which information histories must be bundled — like the discussed informational herding literature. As seen, my model offers an infinite horizon application of the solution concept in Piccione and Rubinstein (1997)’s model of imperfect recall in the Absent-Minded Driver’s Paradox. I have applied their solution concept, and shown that a steady-state markov model captures their belief restriction. Dow (1991) introduced a simple sequential price search model in which the DM could only recall whether he had categorized past prices as low or high, and must optimally design the categories. Finally, Mullainathan (1998) and Rabin and Schrag (1999) explicitly build models around biased inferences; my paper shows that many systematic biases are consistent with Bayesian rationality subject to a constraint, and hence do not necessarily imply that people are fundamentally unable to make probability judgements.
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A A.1



Omitted Proofs An Equivalent Model with Flow Payoffs



Consider a repeated problem: the DM chooses among actions 0, 1 every period, respectively earning payoffs 0, π θ . In true state θ, let Xtθ be the expected payoff if the problem terminates after t signals, and let xθτ denote the expected payoff increment earned in period τ ≤ t. By P linearity of expectations, Xtθ = tτ =0 xθτ . Recalling from (1) that giθ,τ is the chance of memory P θ θ,τ state i after τ observations, so xθτ = M i=1 di π gi , the expected payoff in true state θ is ∞ X



η(1 − η)



t



Xtθ



t=0



=



∞ X



t



η(1 − η)



t M X X τ =0



t=0



! di π θ giθ,τ



=



i=1



M X



di π



θ



∞ X t X



η(1 − η)t giθ,τ (21)



t=0 τ =0



i=1



Changing the order of the summation, ∞ X t X t=0 τ =0



η(1 −



η)t giθ,τ



=



∞ ∞ X X τ =0



! t



η(1 − η)



giθ,τ



=



∞ X



(1 − η)τ giθ,τ ≡ fiθ /η



τ =0



t=τ



final equality by (1). Substituting into (21), the DM’s payoff in each state θ is then P θ θ his one-shot payoff M i=1 fi di π , establishing the desired equivalence.



A.2



1 η



times 2



The Terminal Distribution



Lemma 3 The sum in (1) converges for any (g 0 , σ, d), yielding a unique distribution f θ . This distribution f θ equals the steady-state distribution of a perturbed Markov process with tranθ θ sition probabilities ωi,j ≡ ηgj0 + τi,j from i to j. Proof: Fix a memory size M , termination chance η, and protocol (g 0 , σ, d). Let T θ be the P θ s induced transition matrix with (j, i)th entry τi,j = (1 − η) s∈S µθs σi,j . Then the distribution P t θ,t g θ,t after t observations satisfies g θ,t = (T θ /(1 − η))t g 0 , so by (1), f θ = ∞ = t=0 η(1 − η) g P∞ θ t 0 θ t=0 (T ) ηg . Now, transform T into an irreducible matrix by deleting row/column j whenθ ever τi,j = 0 ∀i, and redefine this as T θ . Since the column entries in T sum to (1 − η) < 1, T θ is an irreducible substochastic matrix, and hence invertible, with inverse (I − T θ )−1 =  P∞ θ t T . Substituting into our expression for f θ , we obtain f θ = (I − T θ )−1 (ηg 0 ) ⇔ t=0 P θ f θ = ηg 0 + T θ f θ . For state i ∈ M, this yields fiθ = ηgi0 + j fjθ τj,i , which rearranges using  P θ P P θ θ 0 θ θ θ 2 j fj = 1 to the desired expression: fi = j fj ηgi + τj,i ≡ j fj ωj,i .
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A.3



Absorbing Memory States: Proof of Lemma 2



Fix (M, η), assume that information matters, and let (g 0 , σ, d) be a protocol satisfying team equilibrium conditions (i) and (ii). I will prove that if state 1 is absorbing, then the first inequality in (8) is violated; together with a symmetric argument for state M , (8) thus rules out team equilibria with absorbing states.29 Lemma 2 then follows immediately by Proposition 1. L H ). If memory state 1 is absorbing, then )/(fjL τj,1 S TEP 1: Define j ∗ = arg minj (fjH τj,1



1≥



τjH∗ ,1 µH η + τjL∗ ,1 S τjL∗ ,1 µLS η + τjH∗ ,1



!



! P ∗ p0 fjH∗ ηdj ∗ π H + i≥2 τjH∗ ,i ∆H i,j P 1 − p0 fjL∗ ηdj ∗ |π L | + i≥2 τjL∗ ,i ∆Lj∗ ,i



(22)



Proof: If memory state 1 is absorbing, then it must be optimal to stay after an S-signal, L θ θ requiring 1 ≥ `(1, S)∆H j,1 /∆1,j ∀j ∈ M (by Lemma 1 (a)). To compute ∆j,1 , note that v1 = 0 (since state 1 is absorbing and chooses action 0), while for any other memory state j, (5)  θ P P θ θ θ θ θ τ vi . Subtracting yields vjθ = ηdj π θ + i τj,i i≥2 j,i vj = (1 − η − τj,1 )vj from both sides, we obtain ! X θ θ ∆θj,1 ≡ vjθ − v1θ = ηdj π θ + τj,i ∆θi,j /(η + τj,1 ) (23) i≥2



P θ θ . Since memory state 1 = j≥2 fjθ ωj,1 To compute `(1, S), recall from (1) that f1 j≥2 ω1,j P θ θ θ is absorbing but not an initial state, this becomes f1 η = j≥2 fj τj,1 . Taking ratios and using (4) for the first expression below, we deduce P θ



P H H f1H p0 fjH∗ τjH∗ ,1 µH p0 µH j≥2 fj τj,1 S S P `(1, S) ≡ `0 ξ(S) L = ≥ L 1 − p0 µLS j≥2 fjL τj,1 1 − p0 fjL∗ τjL∗ ,1 µLS f1



(24)



Together with (23) (evaluated at j = j ∗ ), we obtain the RHS in (22) as a lower bound on L `(1, S)∆H 2 j ∗ ,1 /∆1,j ∗ , which then cannot exceed 1. S TEP 2: The second term in parentheses in (22) is at least 1. Proof: By condition (ii) for a team equilibrium, dj > 0 implies `(j)π H / π L ≥ 1. Using `(j) ≡ (p0 fjH /(1 − p0 )fjL ) (by (4)), this rearranges as dj p0 fjH π H ≥ dj (1 − p0 )fjL π L 



(25)



And by condition (i) for a team equilibrium, a transition j →s i requires that payoffs be 29



Note that it suffices to consider absorbing extremal states. For if some state 1 < j < M is absorbing, then so to must be state 1 (if dj = 0) or M (if dj = 1): If the state-j self is unwilling to ever change his action, then so are all selves with more extreme posteriors in favor of action dj .
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weakly higher in state i than j at posterior p(j, s), thus s L H H H L L L σj,i > 0 ⇒ 0 ≤ p(j, s)∆H i,j + (1 − p(j, s))∆i,j ∝ p0 fj µs ∆i,j + (1 − p0 )fj µs ∆i,j



P s θ , we obtain ≡ (1 − η) s µθs σj,i Summing over all signal realizations s and recalling τj,i H H H L L L p0 fj τj,i ∆i,j ≥ (1 − p0 )fj τj,i ∆j,i ; finally, summing this inequality over all states i ≥ 2, and then adding (25) , yields ! p0 fjH



ηdj π H +



X



H H τj,i ∆i,j



! ≥ (1 − p0 )fjL



X L L ηdj π L + τj,i ∆j,i



i≥2



(26)



i≥2



At j = j ∗ , this rearranges to the desired inequality when the RHS is positive, which follows L from (23) (the RHS term in parentheses is ∆L1,j (η + τj,1 )) and Lemma 1 (a) (∆L1,j > 0). 2 S TEP 3 (C OMPLETING THE P ROOF ): If state 1 is absorbing, then the following violation of (8) obtains: H L τjH∗ ,1 µH η + τjL∗ ,1 µH 1 µS η + (1 − η)µ1 S 1≥ L (27) > τj ∗ ,1 µLS η + τjH∗ ,1 µL1 µLS η + (1 − η)µH 1 Proof. The first inequality in (27)is by Steps 1 and 2. So it remains to establish the second inequality, which rearranges as τjH∗ ,1 µL1







η + τjL∗ ,1 1−η







η + µH 1 1−η



 −



τjL∗ ,1 µH 1







η + τjH∗ ,1 1−η







η + µL1 1−η



 >0



(28) For this, I first show that = 1. Since state 1 is absorbing, we need `(1, S) ≤ `1 by L H L H L Proposition 2; but then by (24), using µH S /µS > 1 and τj,1 /τj,1 ≥ µ1 /µ1 for the strict inequality below, we obtain σj1∗ ,1



fjH∗ τjH∗ ,1 µH fjH∗ µH S `1 ≥ `(1, S) ≥ `0 L L > `0 L 1L ≡ `(j ∗ , 1) fj ∗ τj ∗ ,1 µLS f j ∗ µ1 Thus `(j ∗ , 1) < `1 , so σj1∗ ,1 = 1 by Proposition 2. Then, defining xθ ≡  τjθ∗ ,1 = (1 − η) µθ1 + xθ . With this, (28) factors as:  η



P



s≥2



µθs σjs∗ ,1 , we have



  η L L 2H + xH µ2L + xH xL (µL1 − µH µL1 xH − µH 1 x 1 − x µ1 1 ) 1−η



 >0



L H L H L H which follows at once by our signal ordering, µL1 > µH 1 and µ1 /µ1 > µ2 /µ2 ≥ x /x .
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A.4



Equilibrium: Proof of Proposition 1 and Corollary 1



P ROOF OF P ROPOSITION 1: Fix an optimal protocol (g 0 , σ, d). We wish to prove that under (4) and (5), conditions (i) and (ii) for a team equilibrium are satisfied. For (i), we follow Piccione-Rubinstein (1997a)’s Proposition 3 proof. Let Π(g 0 , σ, d) denote the payoff in (3). s > 0 requires For any i, j ∈ M and s ∈ S, optimality of σi,j ∂ ∂ Π(g 0 , σ, d) ≥ Π(g 0 , σ, d) for all j 0 s s ∂σi,j ∂σi,j 0



(29)



Now, define X(j 0 , ζ) as the set of all terminal histories ending in state j 0 , X(j 0 , s) as the set of all (non-terminal) histories ending with observation s ∈ S in memory state j 0 , and P σ (z|z 0 , θ) as the probability of history z, conditional on history z 0 and true state θ. So fjθ0 = P σ σ z∈X(j 0 ,ζ) P (z|θ). Observe that for any two memory states i, j, P (z|θ) can be written as  s δ(z) s σi,j times a term independent of σi,j , where δ(z) denotes the number of occurrances s ; defining of the transition i →s j along history z. Thus ∂σ∂s P σ (z|θ) = δ(z)P σ (z|θ)/σi,j i,j H(z|i, s) as the set of all subhistories of z ending with observation s in state i, this yields σ ∂ s P (z|θ) ∂σi,j



=



X



z 0 ∈H(z|i,s)



P σ (z|θ) s σi,j



X



=



P σ (z 0 |θ)P σ (z|z 0 , j, θ) =



z 0 ∈H(z|i,s)



X



P σ (z 0 |θ)P σ (z|z 0 , j, θ)



z 0 ∈X(i,s)



Then, using this for the equality below, we get the following expression for ∂σ∂s



i,j



 X



X



j 0 ∈M z∈X(j 0 ,ζ)



dj 0 π θ ∂σ∂s P σ (z|θ) = i,j



X



P σ (z 0 |θ) 



P



j 0 ∈M



dj 0 π θ fjθ0 :



 X



X



dj 0 π θ P σ (z|z 0 , j, θ) (30)



j 0 ∈M z∈X(j 0 ,ζ)



z 0 ∈X(i,s)



By stationarity, the expression in parentheses in (30) is independent of z 0 , and is precisely the P P θ θ continuation payoff vjθ . And by (1) , z0 ∈X(i,s) P σ (z 0 |θ) ≡ fiθ µθs . Thus, ∂σ∂s j 0 dj 0 π f j 0 = i,j fiθ µθS vjθ by (30), and so (taking expectations with respect to true state θ) ∂ H L H L L L Π(g 0 , σ, d) = p0 fiH µH s vj + (1 − p0 )fi µs vj ∝ p(i, s)vj + (1 − p(i, j)) vj s ∂σi,j Substituting into (29) yields condition (i) for a team equilibrium. Condition (ii) follows immediately from the linearity of (3) in di , noting from (1) that f θ is independent of d. 2 P ROOF OF C OROLLARY RP: Consider an optimal protocol satisfying equilibrium conditions (i) and (ii). Choose a memory state i with fiθ > 0, and suppose, by contradiction, that L the DM prefers some state j 6= i at belief p(i), say (WLOG) j < i. So `(i)∆H i,j /∆j,i < 1, L 0 using Lemma 1 (a) implication ∆H i,j > 0 > ∆i,j . Also, if gi > 0, then state i must yield 25



L a weakly higher continuation payoff than j at the prior p0 , so `0 ∆H i,j /∆j,i ≥ 1. Combining inequalities, we deduce that `0 > `(i) ⇔ 1 > (fiH /fiL ) whenever gi0 > 0. Then since P θ fiθ = ηg00 + k∈M fkθ τk,i by (2), it follows that



P P H H H H ηgi0 + k∈M fkH τk,i fiH fkH τk,i k∈M fk τk,i P P ≥ min ≡ ≥ L L L θ >0} f L τ L fiL ηgi0 + k∈M fkL τk,i {k∈M:τk,i k k,i k∈M fk τk,i



(31)



But by condition (i) for a team equilibrium, the DM only puts positive probability on a transition k →s i if state i maximizes his payoff at posterior likelihood `(k, s). In particular, state L i must be weakly preferred to j < i, so `(k, s)∆H i,j /∆j,i ≥ 1. Together with our assumed L H s L inequality `(i)∆H i,j /∆j,i < 1, we deduce that σi,k > 0 ⇒ `(i) < `(k, s), so (fi /fi ) < P s θ µθs , we ≡ (1 − η) s∈S σk,i (fkH /fiL )ξ(s). Summing over signal realizations, recalling that τk,i contradict (31): θ τk,i



A.5



P s H µH fkH τk,i fkH s∈S σk,i fiH s P >0⇒ L L ≡ L > L s L fk τk,i fk fi s∈S σk,i µs



2



Optimal Rules: Proof of Propositions 3 and 4 (a),(b)



S TEP 1: Π∗ (η, M ) is strictly decreasing in η whenever information matters. Proof: Fix (g 0 , d). Recall that the DM’s objective is to then choose σ, and hence f θ , to maximize (3) ; and that this is equivalent to choosing the best steady-state distribution, subject to the constraint that for any pair of states i, j with gj0 > 0, the DM puts probability at least ηgj0 on the transition i →s j after all signal realizations s. But by the Proposition 2 lesson, transitions i →s j are strictly suboptimal if ξ(s) < 1 and j > i or ξ(s) > 1 and j < i. s ≥ ηgj0 ∀s is binding for any η > 0, with higher η forcing a Therefore, the constraint σi,j higher probability on suboptimal transitions, and thus Π∗ (η, M ) is strictly decreasing in η. 2 S TEP 2: Fix (g 0 , d) and (M, η), and let i∗ = min{i|di = 1}. For any transition rule σ and the induced distributions f θ , the DM’s expected payoff is (1 − p0 ) π L · Π(x, r), where 1 β − , x≡ Π(x, r) = 1 + x 1 + rx2



sP



Pi∗ −1



fiH , Pi=1 M H i=i∗ fi



and r =



M L i=i∗ fi PM H i=i∗ fi



Pi∗ −1 H fi Pi=1 i∗ −1 L i=1 fi



(32)



Proof: By team equilibrium condition (ii) and the memory state ordering, the DM chooses action 1 in all memory states j ≥ i, and action 0 below i∗ . Using (3), his expected payoff is
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then p0 π



H



M X



fiH



+ (1 − p0 )π



L



i=i∗



= (1 − p0 ) π L 



M X



fiL



M M X X L H β = (1 − p0 ) π fi − fiL



i=i∗



i=i∗



β 1+



Pi∗ −1 i=1



fiH /



PM



i=i∗



fiH



−



i=i∗



!



1 1+



Pi∗ −1 i=1



fiL /



!



PM



i=i∗



fiL



P PM θ H (final equality by dividing each sum M 2 i=i∗ fi by i=1 fi = 1). This is found in (32) . √ S TEP 3: Fix a value r < 1. If r β > 1, then Π(x, r) reaches a maximum value at x = 0, of  √ √  √ β − 1. If r β < 1, then Π(x, r) is maximized at x∗ (r) = r 1 − βr / β − r , with 2 √ β − r / (1 − r2 ). corresponding value Π(r) ≡ arg maxx≥0 Π(x, r) = Proof: Differentiating Π(x, r) with respect to x yields ∂Π(x, r) =− ∂r



 √



β 1+x



2



 +



r 2 r +x



2 (33)



√  √ √ This is weakly positive iff x( β − r) ≤ r 1 − r β . If r β > 1, then this inequality can never hold, as the RHS is strictly negative, while the LHS is weakly positive by x ≥ 0 and ∂ Π(x, r) < 0 over this range, and so Π(x, r) r < 1 (recalling our assumption β ≥ 1). Thus ∂r √ is maximized at x = 0. If r β < 1, then Π(x, r) increases in x for x < x∗ (r) and decreases when x > x∗ (r). It is maximized at x = x∗ (r). Evaluating Π(x, r) at x = x∗ (r) yields the desired Π(r) expression. 2 M −1



S TEP 4: Define r∗ = (ξ(1)/ξ(S)) 2 . Then r∗ is a lower bound on r (from (32)), and the value Π(r) from Step 3 is decreasing in r, with upper bound Π(r∗ ). Proof: Assume fiθ > 0 for all memory states i ∈ M (otherwise, define M as the set of states with fiθ > 0). By Appendix A.2, f θ is the steady-state distribution of a Markov process θ with perturbed transition chances ωi,j , implying the following steady-state relationship: for any block of memory states A, the probability Pof exiting  A must equal the probability coming  P P P θ θ θ into A: j∈A fjθ l∈A / ωj,l = l∈A / fl j∈A ωl,j . Setting A = {1, 2, ..., i} and taking ratios, this implies that for any memory state i and transition rule σ, Pi



H j=1 fj = Pi L f j j=1



PM



L l=i+1 ωj,l



!



PM



H l=i+1 ωj,l



Pi



H j=1 ωl,j Pi L j=1 ωl,j



!



PM



H l=i+1 fl PM L l=i+1 fl



! (34)



By our ordering of the memory states, the LHS of (34) is at most fiH /fiL , and the final RHS H L term is at least fi+1 /fi+1 . And for a bound on the first two RHS terms, recall that the perturbed P θ s transition probability from any state i to j is given by ωi,j = ηgj0 + (1 − η) s µθs σi,j . Taking 27



L H L ratios and using ξ(1) ≤ µH s /µs ≤ ξ(S) and ξ(1) < 1 < ξ(S), we deduce ξ(1) ≤ ωi,j /ωi,j ≤  H L ξ(S), so that the RHS of (34) is at least (ξ(1)/ξ(S)) fi+1 /fi+1 . It then follows from (34) θ that for any transition rule σ, the induced distributions f satisfy (35) below, and iterating then yields (36): H L fiH /fiL ≥ (fi+1 /fi+1 ) (ξ(1)/ξ(S)) for all i ∈ M H L ⇒ (f1H /f1L ) ≥ (f2H /f2L )/λ ≥ · · · ≥ (fM /fM )/λM −1



(35) (36)



Now, by (32) and our ordering of the memory states (in particular `(1) ≤ `(i) ≤ `(M )), we have s sP Pi∗ −1 H M L L H fM f1 i=1 fi i=i∗ fi r = PM ≥ (37) P ∗ i −1 L H L H fM f1 i=1 fi i=i∗ fi Substituting (36) into this inequality yields r ≥ r∗ . Finally, an immediate calculation shows √ 2 < 0, and thus r ≥ r ⇒ Π(r) ≤ Π(r∗ ). that r β < 1 ⇒ dΠ(r) dr S TEP 5: Let (g 0 , σ, d) be an equilibrium protocol which violates (at least) one of parts (a),(b) of Proposition 4. Then there exists δ > 0 such that the DM earns at most (1−p0 ) π L Π(r∗+δ). Proof: Since we showed in Step 3 that an optimal choice of x yields payoff Π (r), decreasing in r, it suffices to prove that a violation of (a) or (b) yields r > r∗ + δ. Suppose first that s > 0. part (a) is violated, so there are states i, j and a non-extreme signal realization s with σi,j Assume WLOG that j > i (a symmetric argument applies if j < i). Then by Proposition 2 with j ≥ i + 1, the equilibrium condition for transition i →s j implies `(i, s) ≥ `j−1 ≥ `i . Also, `(i + 1, 1) ≤ `i ; for otherwise, `(j, s) > `i for all states j ≥ i + 1 and all signal realizations s, implying via Proposition 2 that no state j ≥ i + 1 moves below i + 1; but then the block of states {i + 1, ..., M } is absorbing, contradicting optimality via Lemma 2. Combining inequalities, we deduce H L /fi+1 )ξ(1) `0 (fiH /fiL )ξ(s) ≡ `(i, s) ≥ `i ≥ `(i + 1, 1) ≡ `0 (fi+1



So `(i) ≥ `(i + 1)(ξ(1)/ξ(s)). We have `(1)/`(M ) ≥ (1/λ)M −2 (ξ(1)/ξ(s)), for s < S, given (35) and (36). Substituting into (37), we conclude r ≥ r∗ + δ1 , where δ1 ≡ (1/λ)



M −2 2



p  p ξ(1)/ξ(s) − ξ(1)/ξ(S)



(38)



Suppose next that part (b) is violated, so there are states i, j with |j − i| ≥ 2 such that the DM jumps i →s j with positive probability. WLOG, assume j ≥ i + 2. By Proposition 2, the DM must then find it incentive compatible to jump from i up to j after the highest possible signal realization, S, requiring `(i, S) ≥ `j−1 ≥ `i+1 . But by Proposition 2, we also have 28



`(i + 1) ≤ `i+1 . Combining inequalities, we deduce `(i, S) ≥ `i+1 ≥ `(i + 1), and so (using (4))  H L H L `0 (fiH /fiL )ξ(S) ≥ `0 (fi+1 /fi+1 ) ⇒ fiH /fiL ≥ fi+1 /fi+1 /ξ(S) Together with (35) and (36), this implies `(1)/`(M ) ≥ (1/λ)M −2 (1/ξ(S)). Substituting into (37), we conclude r ≥ r∗ + δ2 , where δ2 ≡ (ξ(1)/ξ(S))



M −2 2



p  p 1/ξ(S) − ξ(1)/ξ(S)



(39)



Finally, since ξ(1) < ξ(s) < ξ(S) for any s < S, the expressions δ1 and δ2 defined in (38) and (39) are both strictly positive. Thus, defining δ = min{δ1 , δ2 }, we have shown that a violation of part (a) or (b) of Proposition 4 yields r ≥ r∗ + δ for some δ > 0, as desired. 2 S TEP 6: There exists a sequence of memory protocols (g 0 , σ, d), with associated payoffs Πη , such that Πn → Π(r∗ ) as η → 0. Proof: Choose any initial state, and any action rule with d1 = 0 and dN = 1 (fixed for all protocols along the sequence). Now define a sequence of transition rules σ η as follows: (i) M −1 √  √ √ √  µHS µLS  2 S,η 1,η s,η / {1, S}, (ii) σ1,2 = η, (iii) σM,M −1 = η µH µL 1 − r∗ β /( β − σi,i = 1 if s ∈ 1 1 1 S = 1. Putting these into steady-state = 1, and σi,i−1 r∗ ), and (iii) for all interior states i, σi,i+1 system of equations in (2), this rule yields fiθ → 0 for all interior memory states i, while 1 σM,M f1θ −1 → S θ σ1,2 fM







µθ1 µθS



M −1



√  L √  ∗ β f1 1 1 − r∗ β f1H ∗ 1−r  ⇒ H →r √ , L → ∗ √ r fM ( β − r ∗ ) fM β − r∗



P θ L H by 1 = fjθ → . Dividing each term fM + (1 − p0 )π L fM The limiting payoff is then p0 π H fM θ θ f1θ + fM , and substituting the above expressions for f1θ /fM , this yields limit payoff Π(r∗ ). 2 S TEP 7: C OMPLETING THE P ROOF. Step 2 rewrote the payoff as (1 − p0 ) π L Π(x, r), Step 3 derived the value Π(r) ≡ maxx Π(x, r), and Step 4 proved that Π(r∗ ) is an upper bound on Π(r). Together with the Step 1 result that the payoff is strictly decreasing in η, and noting √ that (1 − p0 ) π L · Π(r∗ ) is precisely the payoff bound in Proposition 3, with r∗ = ρ∗ , this completes the proof of Proposition 3. Next, Step 5 proved that a protocol which reacts to noisy signal realizations s ∈ / {1, S}, or which jumps to non-adjacent states, implies that the value Π(r) is bounded below Π(r∗ ). Thus, there exists ε > 0 such that a violation of Proposition 4 (a) or (b) earns payoff at most (1 − p0 ) π L · Π(r∗ ) − ε. But by Step 6, there exists a sequence of protocols with limit payoff (1 − p0 ) π L · Π(r∗ ); then by continuity, for any ε > 0, there exists ηε such that an optimal protocol earns a payoff above (1 − p0 ) π L · Π(r∗ ) − ε whenever η < ηε . Thus, for η < ηε , a rule which jumps or reacts to signal observations s ∈ / {1, S} is not optimal, proving Proposition 4 (a)–(b). 2 29



A.6



Extremal States: Transition Chances Vanish as η → 0



Fix a memory size M , assume information matters, and consider a sequence of protocols (g 0 , σ, d) with η → 0 (suppressing dependence on η). Let Πn , rn , xn denote (respectively) the sequence of associated payoffs and values of r, x (from (32)). Steps 1–2 are technical Lemmas; Step 3 proves that transition chances out of the extreme states vanish as η → 0, and 1 S and σM,M Step 3 (iv) in §A.9 completes the proof of Proposition 4(d), proving that σ1,2 −1 are √ in fact asymptotic to η. S TEP 1: If Πn → (1 − p0 ) π L Π(r∗ ), then xn → x∗ (r∗ ), rn → r∗ . Also, `(i)/`(i + 1) → ξ(1)/ξ(S)



and



r→



p M −1 `(1)/`(M ) → (1/λ) 2



(40)



Proof: The first assertion is immediate from Steps 3 and 4 in §A.5. And by (37), rn → r∗ only if if (35), (36) , and (37) all hold with equality in the limit, yielding conditions in (40).2 S TEP 2: If Πn → (1 − p0 ) π L · Π(r∗ ), then fjθ /f1θ → 0 for all interior states j. Proof: Assume that xn → x∗ (r∗ ) and that the first limit in (40) holds. Rewrite (37) as v v P −1 L L u Pi∗ −1 H H s u u1+ M u f /f 1 + ∗ `(1) j M j=i j=2 fj /f1 r=t Pi∗ −1 L L PM −1 H H t `(M ) 1 + j=2 fj /f1 1 + j=i∗ fj /fM



(41)



p By the ordering of the memory states, the RHS of (41) is at least `(1)/`(M ); thus, in order p for it to tend to exactly `(1)/`(M ), as required by the second limit in (40), the first and second terms must both tend to 1 as η → 0. But by ξ(1) < 1 < ξ(S) and the first limit in (40), b > 1 such that for all η < η ∗ , `(M )/`(j) > λ b and `(j)/`(1) ≥ λ. b there exist η ∗ > 0 and λ Rearranging, L b H /f H ) ) ≥ λ(f (fjL /fM j M



and



b L /f L ) (fjH /f1H ) ≥ λ(f j 1



(42)



θ But then the first RHS term in (41) can only tend to 1 if fjθ /fM → 0 ∀i∗ ≤ j ≤ M − 1 (by the first inequality in (42)), and similarly the second RHS term can only tend to 1 if fjθ /f1θ → 0 ∀2 ≤ j ≤ i∗ − 1 (by the second inequality in (42)). But these two limits imply via (32) that θ θ xn → f1θ /fM , and so xn → x∗ (r∗ ) > 0 implies f1θ /fM 9 0. Thus, for all i∗ ≤ j ≤ M − 1,   θ θ θ we have fjθ /fM → 0 ⇒ fjθ /f1θ = fjθ /fM fM /f1θ → 0; and since we have also just shown that fjθ /f1θ → 0 ∀2 ≤ j ≤ i∗ − 1, this completes the proof. 2 S 1 , σM,M S TEP 3: If Πn → (1 − p0 ) π L · Π(r∗ ), then transition chances σ1,2 −1 vanish as η → 0 Proof: Suppose, by contradiction, that Πn → (1 − p0 ) π L · Π(r∗ ) but that transition S chances out of an extremal state do not vanish, say σ1,2 9 0. Then, there exists ∆ > 0 and a
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S ≥∆ convergent subsequence of protocols with limit payoff (1−p0 ) π L ·Π(r∗ ), and with σ1,2 for all subsequences along the protocol. For a contradiction, it suffices by Step 2 to find an interior state j with fjθ /f1θ boundedly positive as η → 0. Now, consider state j = 2, which (by (2)) obeys the steady-state equation f2θ =



X



θ θ S fjθ ωj,2 ≥ f1θ ω1,2 ≥ f1θ (1 − η)µθS σ1,2



(43)



j S S So f2θ /f1θ ≥ (1 − η)µθS σ1,2 , which stays boundedly positive, as desired, by σ1,2 ≥ ∆ > 0. 2



A.7



Beliefs: Proof of Corollary 3



By Steps 1 and 2 in Section A.6 (respectively), an optimal sequence of protocols satisfies H , with x∗ (r∗ ) as defined in Step 3 of Section A.5. Thus, xn → x∗ (r∗ ), and xn → f1H /fM n



x →



H f1H /fM



→r



∗







 p ∗  p ∗ β−r 1 − βr /



(44)



But since f H is a probability distribution and fjθ /f1θ → 0 for all interior j (again by Step 2 P θ H of Section A.6), we have f1θ + fM → j fjθ = 1. Substituting fM = 1 − f1H into (44), we deduce:  p  p  f1H → r∗ 1 − βr∗ / β 1 − (r∗ )2 (45) By Step 1 in Section A.6, an optimal sequence of protocols also satisfies (40), thus (from the p H L ) (fM /f1L ) → r∗ . Substituting (44) into this expression and second limit therein) (f1H /fM √  L = 1, we obtain f1L → 1 − βr∗ /(1 − (r∗ )2 ). Together with (45), we then using f1L + fM p M −1 √ get f1H /f1L → r∗ / β, so (by (4)) `(1) = `0 (f1H /f1L ) = `0 |π L | /π H (1/λ) 2 . Then by p M +1 the first limit in (40), `(i) → λi−1 `(1) = `0 |π L | /π H λi− 2 , the desired expression. For the indifference likelihood ratios, recall from Lemma 2 that there are on absorbing (blocks of) states in an optimal protocol. Then by Proposition 2, a self in state i must find it optimal to move up after the highest observation s = S, so `(i, S) ≥ `i (otherwise the block {1, 2, ..., i} is absorbing), and similarly we need `(i + 1, 1) ≤ `i ; thus `(i, S) ≥ `i ≥ `(i + 1, 1). But since `(i, S) → `(i + 1, 1) by the first limit in step 6, using (4), this yields desired `i = `(i, S). 2



A.8



Initial State and Action Rule



The expressions for i0 , i∗ in (20) follow at once by substituting the Corollary 3 expressions for `i0 −1 , `i0 , `(i) into the inequality `i0 −1 ≤ `0 ≤ `i0 , which says that the DM must earn a higher payoff in state i0 than either i0 − 1 or i0 + 1 at his prior likelihood `0 , and the inequality
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`(i∗ )π H / π L ≥ 1 ≥ `(i∗ − 1)π H / π L , which says that i∗ is the smallest state to prefer action 1. Note that i0 ≥ i∗ whenever M is odd, or M is even and β ≥ ξ(1)ξ(S). Indeed, recall that λ ≡ ξ(S)/ξ(1) > ξ(S), so log ξ(S)/ log λ < 1. If M is odd, it then follows that i0 is √ increasing in log β/ log λ with i0 ≥ M2+1 , which is the maximum value for i∗ by β > 1. If √ M is even, then β > ξ(1)ξ(S) implies log β − log ξ(S) > − 12 log λ, implying i0 ≥ M2 + 1, which strictly exceeds i∗ by β > 1. 2



A.9



Interior States: Proof of Proposition 4 (c)



Steps 1 and 2 in this proof are technical; Step 1 derives recursive equations on the steady-state distribution and the payoff differentials, and Step 2 uses these to derive necessary conditions of an optimal protocol (for η near zero). Step 3 proves the first assertion in Proposition 4 (c) – namely, that no state can be sticky both up and down, and that interior transition chances stay bounded away from zero as η → 0. Step 3 also completes the proof of Proposition (4) (d), √ 1 S η (§A.6 proved only that they are vanishing). and σM,M proving that σ1,2 −1 are asymptotic to S TEP 1: Fix a convergent sequence of optimal protocols as η → 0. There exists η ∗ > 0 1 S ∗ with fluid transitions (σ2,1 = σN −1,N = 1) into extreme states for all η < η . Define αl ≡ l−1 MQ −1   30 Q 1 S S 1 σj+1,j /σj,j+1 and βl = σj−1,j /σj,j−1 . Terminal distributions f θ and payoff j=2



j=l+1



differentials ∆θi,i−1 obey: i ≤ i0 : i ≥ i0 : ∗



i≤i : ∗



i≥i :



αi fiθ /f1θ



=η



fiθ βi = η θ fM 1 σi,i−1



αi



i X



1 αl /σl,l−1 µθ1



l=2 M −1 X



S βl /σl,l+1 µθS











µθS /µθ1



µθ1 /µθS



i−l



l−i



S + σ1,2 µθS /µθ1



i−1



1 θ θ + σM,M −1 µ1 /µS



+ o(η)



(46)



M −i



+ o(η) (47)



i−2



+ O(η) (48)



l=i



∆θi,i−1 /∆θ2,1



S σi−1,i



∆θi,i−1 βi−1 ∆θM,M −1



=



=



S σ1,2



i X



(1/αl−1 ) µθ1 /µθS



l=3 M −2 X



1 σM,M −1







1 βl+1



l=i−1







µθS µθ1



i−l



+ µθ1 /µθS



l+1−i



 +



µθS µθ1



M −i + O(η)(49)



Proof: Choose η ∗ so that Proposition 4 (a),(b),(d) hold for η < η ∗ . We first prove (46) by 1 inductio), and prove σ2,1 = 1. For i = 2 ≤ i0 , evaluate (2) at i = 1 and g10 = 0; this yields η + (1 − 30



S η)σ1,2 µθS







f1θ



=



f2θ (1



−



1 η)µθ1 σ2,1



fθ 1 ⇒ 2θ = 1 σ2,1 f1



  θ 1 S µS η θ + σ1,2 θ + o(η) µ1 µ1



S 1 As usual I use the convention that α1 = σ1,2 , α2 = βM −1 = 1, and βM = σM,M −1 .
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(50)



1 1 = 1, take = 1. To prove that σ2,1 This is precisely (46) evaluated at i = 2, so long as σ2,1 ratios in the first expression in (50) to deduce `(1, S) > `(2, 1); but then since `(1, S) = `1 by Proposition 2 and Proposition 4 (d) – which requires that the DM be indifferent between states 1 and 2 after observing an S-signal in state 1 – we have `(2, 1) < `1 ; by Proposition 2, 1 = 1, as desired. Now (inductive hypothesis) assume (46) holds optimality then requires σ2,1 at i − 1 and i, for i ≤ i0 − 1. Now, for i + 1: By (2) in state i, using Proposition 4 (a) and (b) together with gi0 = 0: S 1 + µθS σi,i+1 η + (1 − η) µθ1 σi,i−1







1 θ S θ (1 − η)µθ1 σi+1,i + fi+1 (1 − η)µθS σi−1,i fiθ = fi−1



 S 1 1 , this /σi,i+1 µθ1 f1θ , noting that αi+1 /αi = σi+1,i Taking limits and multiplying by αi+1 / σi+1,i yields  1     1 θ θ σi,i−1 µθS σi,i−1 fi+1 fiθ µθS fi−1 αi+1 θ = + θ αi θ − S αi−1 θ θ + o(η) S σi,i+1 σi,i+1 f1 µ1 f1 µ1 f 1   θ θ Substituting expressions for fiθ /f1θ and fi−1 /f1θ from (46), noting that αi−1 fi−1 /f1θ µθS /µθ1 =  1 αi fiθ /f1θ − η/σi,i−1 µθ1 + o(η), this simplifies precisely to the desired expression. To prove (48): For 2 ≤ i ≤ i∗ − 1, (5) yields the next expression for viθ , by Proposition 4 (a) and (b) (no jumps or transitions after s 6= 1, S) and the fact that i ≤ i∗ − 1 ⇒ di = 0: viθ



 1 θ S S 1 S = (1 − η)µθ1 σi,i−1 vi−1 + (1 − η)µθS σi,i+1 vi+1 + (1 − η) 1 − σi,i−1 µθ1 − σi,i+1 µθS viθ  θ 1 θ S ⇒ η + (1 − η)µθ1 σi,i−1 ∆i,i−1 + ηvi−1 = (1 − η)µθS σi,i+1 ∆θi+1,i (51)



 θ S S But from (5) at i = 1, using τ1,1 = (1 − η) 1 − σ1,2 µθS , we obtain ηv1θ = (1 − η)σ1,2 µθS ∆θ2,1 . Along with the identity ∆θi−1,i = ∆θi−1,1 + v1θ , I may rewrite (51) as follows (for i ≤ i∗ − 1):  θ 1 S S η + (1 − η)µθ1 σi,i−1 ∆i,i−1 + η∆θi−1,1 + (1 − η)σ1,2 µθS ∆θ2,1 = (1 − η)µθS σi,i+1 ∆θi+1,i (52) Then, taking limits in (52) and rearranging, S 1 S µθS σi,i+1 ∆θi+1,i = µθ1 σi,i−1 ∆θi,i−1 + σ1,2 µθS ∆θ2,1 + O(η)



(53)



Solving this recursion yields the expression in (48) as is easily verified by induction. Then (47) and (49) are found symmetrically, indexing states by their distance from M , not 1. 2 S TEP 2: Assume i∗ ≥ i0 , choose η small enough that the Step 1 expressions hold, and define
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L L H the following expressions, letting λ1 ≡ µH S /µ1 and λ2 ≡ µ1 /µS :



 xl ≡



ξ(1)λl−1 − 1 l−1 µH 1 λ1







 , yl ≡



λl−1 − 1 λ2l−1



 , vl ≡



1 −1 λM −l−1 ξ(1)



! , ul ≡



−l µLS λM 2



λM −l − 1 (54) −l λM 1



The following expressions hold in an optimal protocol, LHS of (55) , (56), (57) with equality S 1 if σi,i+1 ∈ (0, 1), and the RHS with equality if σi,i−1 ∈ (0, 1): ∗



i≤i −1



:



i i i i−1 X X αl xl X yl α l xl X y l S 2 / ≤ (σ1,2 ) /η + o(η)/η ≤ / 1 1 σ α σ αl l l,l−1 l,l−1 l=2 l=2 l=2 l=2 i P



i∗ ≤ i ≤ i0



i ≥ i0



:



:



l=2 ∗ −1 iP



l=2 M −1 X l=i



 S 2 σ1,2 η



i0 P



→



l=2



yl αl



αl



1 σl,l−1



+



xl



αM S σ1,2



i P



l=i∗ M −1 X



ul αl



S 2 (σ1,2 ) + o(η) ≤ i∗ −1 ≤ P η l=2



2 1 σM,M −1



βl vl ul / ≥ S σl,l+1 l=i+1 βl



αl xl 1 σl,l−1 ∗ −1 iP



l=2



yl αl



+ +



S σ1,2 αM



αM S σ1,2



M −1 P l=i0 M −1 P l=i∗



+ o(η)



η αl vl S σl,l+1 ul αl



aM , S → σ1,2



≥



i P l=2 yl αl



αl xl 1 σl,l−1



+



M −1 X l=i







λ1 λ2



(55)



 M2−1



αM S σ1,2



i−1 P



l=i∗ M −1 X



βl vl / S σl,l+1 λ √



(56) ul αl



l=i



ul βl



(57)



√ ! β (58) M −1 βλ 2 − 1 M −1 2



−



Proof. Consider first a state i ≤ i∗ − 1 ≤ i0 . By Lemma 2, moving up a state must S be optimal after an S-signal; and by Proposition 4 (d), σ1,2 ∈ (0, 1). Using Proposition 2), S ∈ (0, 1), and the respective optimality conditions are `(i, S)/`i ≥ 1, with equality if σi,i+1 H L `(1, S)/`1 = 1. Thus, using (4) and `i ≡ ∆i,i+1 /∆i+1,i , optimality implies the following S expression, with both inequalities tight if σi,i+1 ∈ (0, 1):   L  H L L `(i, S)/`i ≥ (1, S)/`1 ⇔ (fiH /f1H ) ∆H ∆i,i+1 /∆L1,2 i+1,i /∆2,1 ≥ fi /f1



(59)



By (46) and (48), (fiθ /f1θ )(∆θi+1,i /∆θ2,1 ) is proportional to the next expression, plus an o(η) term:  l−1  l−1 i i X  X αl 1 µθ1 1 µθS S 2 S η + σ1,2 + σ1,2 1 θ θ θ σ α µ µ µ l 1 S l=2 l,l−1 1 l=2  S 2 Substituting into (59) and solving for σ1,2 /η yields the first inequality in (55), from the 1 definitions of xl , yl in (54). Likewise, the optimality condition for σi,i−1 > 0 can be written in S 1 terms of the condition for σ1,2 ∈ (0, 1) as `(i, 1)/`i−1 ≤ `(1, S)/`1 , with equality if σi,i−1 ∈ S 2 (0, 1); putting (46) and (48) into this inequality and solving for (σ1,2 ) /η yields the second
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inequality in (55). 1 The argument for states i ≥ i0 ≥ i∗ is symmetric: by Proposition 4(d), σM,M −1 ∈ (0, 1); 1 S and by Lemma 2, σi,i−1 > 0 and σi,i+1 > 0. By Proposition 2, optimality then demands S ∈ (0, 1) and `(i, S)/`i ≥ `(M, 1)/`M −1 ≥ `(i, 1)/`i−1 , the first inequality tight if σi,i+1 1 2 1 the second tight if σi,i−1 ∈ (0, 1). Substituting (47) and (49), and solving for (σM,M −1 ) /η yields (57). S To obtain (56), we again need `(i, S)/`i ≥ `(1, S)/`1 , equality if σi,i+1 ∈ (0, 1), and 1 S ∈ (0, 1). Write the first inequality (for σi,i+1 > 0) `(i, 1)/`i−1 ≤ `(1, S)/`1 , equality if σi,i−1 as ∆θi+1,i ∆θi+1,i ∆θM,M −1 ∆θi∗ ,i∗ −1 fiL ∆Li,i+1 fiH ∆H i+1,i ≥ , where = (60) f1H ∆H f1L ∆L1,2 ∆θ2,1 ∆θM,M −1 ∆θi∗ ,i∗ −1 ∆θ2,1 1,2 For i∗ ≤ i ≤ i0 , use (46) to get an expression for fiθ /f1θ , and (48)–(49) and the identity in (60)to get an expression for ∆θi+1,i /∆θ2,1 . Substituting into the inequality in (60) and solving 1 S 2 ) /η yields the first inequality in (56), using σM,M for (σ1,2 −1 /βl = αM /αl . The second inequality is similar. S To obtain the first expression in (58): Since an optimal protocol has σ1,2 ∈ (0, 1) and 1 σM,M −1 ∈ (0, 1), Proposition 2 demands `(1, S)/`1 = `(M, 1)/`M −1 = 1. Recalling (4) θ θ θ θ θ θ and the definition `i = ∆Li,i+1 /∆H i+1,i , this requires that (f1 /fM )(µS /µ1 )(∆2,1 /∆M,M −1 ) be state-symmetric (i.e. equal in states θ = H, L), which rearranges to the following condition: H fiH0 µH S ∆i∗ ,i∗ −1 H H H fM µ1 ∆M,M −1



!



fiL0 ∆Li∗ −1,i∗ f1L ∆L1,2



! =



fiL0 µLS ∆Li∗ ,i∗ −1 L L L fM µ1 ∆M,M −1



!



fiH0 ∆H i∗ −1,i∗ H H f1 ∆1,2



!



S 2 ) /η to obtain Substituting (46), (47) , (48), and (49) into this expression and solving for (σ1,2 the desired expression. H H For the next expression in(58): By footnote 9, f1H /fM → y1H /yM , and by Proposition 4     H H M −1 Q Q M −1 H M −1 H H S (a), (b), and (d), y1H /yM → → αM /σ1,2 µ1 /µS . j=1 τj+1,j / j=1 τj,j+1 QM −1 1 S S Put this into (44) and solve for j=1 σj+1,j /σj,j+1 ≡ αM /σ1,2 to get the desired expression.2



S TEP 3: There exists η ∗ such that in an optimal protocol with η < η ∗ , (i) no memory state is both sticky up and sticky down; (ii) if i is sticky up, then i + 1 is fluid down; (iii) transition chances in the interior states are boundedly positive as η → 0; (iv) transition chances in the √ S 1 η. extreme states, σ1,2 and σM,M −1 , are asymptotic to Proof. Parts (i) and (ii) are immediate from (55), (56), and (57). For example, if a state S 2 i ≤ i∗ − 1 is sticky up, then the first expression in (55) holds with equality: (σ1,2 ) /η + o(η) = Pi Pi Pi Pi−1 l=2 xl / l=2 yl . But the RHS of this expression is strictly below both l=2 xl / l=2 yl and Pi+1 Pi l=2 xl / l=2 yl , implying that the second expression in (55) cannot hold with equality for 35



either state i or i + 1; therefore, neither i nor i + 1 is sticky down in an optimal protocol. The proof for states i ≥ i∗ is similar, given the corresponding expression (56) or (57). For part (iv): since β > 1 implies (via (20)) that i0 ≥ 2, and since i∗ ≥ 2 if information 1 S > 0 > 0 yields the first inequality below, and optimality of σ3,2 matters, optimality of σ2,3 S yields the second inequality. Also, if σ2,3 ∈ (0, 1), the LHS expression holds with equality: S 2 x2 + σS1 x3 (σ1,2 ) + o(η) x2 2,3 ≤ ≤ , where z2 = z2 η z2



(



y2 if i∗ ≥ 3 αM u2 if i∗ = 2 σS 1,2



By (54), the LHS and RHS expressions are both positive and finite, thus immediately implying S 2 ) must be asymptotically proportional to η; as desired. The argument for state M is that (σ1,2 symmetric so long as i0 < M . If i0 = M , see final paragraph of this proof. 1 → 0 or For part (iii), suppose, by contradiction, that there is some state i with σi,i−1 S σi,i+1 → 0. If i ≤ i0 − 1, choose the smallest such i; and if i ≥ i0 , choose the largest 1 → 0; then, αi → 0. But then if i ≤ i∗ − 2, the such i. Suppose first that i ≤ i0 and σi,i−1 RHS expression in (55) tends to zero for state i + 1 (since the final term in the denominator, yi /αi , explodes as αi → 0, while all other terms in the expression are boundedly positive by construction). While if i ≥ i∗ − 1, then the RHS expression in (56) tends to zero in state i + 1, since the final denominator term ui /αi explodes, while all other terms are again 1 S 2 positive. Either way, the optimality condition for σi+1,i > 0 implies that (σ1,2 ) /η must tend to zero as η → 0; but this violates the LHS expression in (55) at i = 2, which requires S 2 ) /η → x2 /y2 > 0. A contradiction. (σ1,2 1 → 0, so βi−1 → ∞ (using the fact that Suppose next that i ≥ i0 + 1 and that σi,i−1 transition chances in interior states above i are boundedly positive by construction, and the part 1 S (ii) implication that σi,i−1 ∈ (0, 1) ⇒ σi−1,i = 1). Then the RHS expression in (57), evaluated 1 > 0 requires at i − 1 rather than i, explodes as η → 0, implying that optimality of σi−1,i−2 1 2 (σM,M −1 ) /η → ∞. But if i = M − 1, this contradicts the second expression in (57) at 1 1 2 i = M −1 (which must hold with equality if σM −1,M −2 → 0, so (σM,M −1 ) /η → vM −1 /uM −1 , which is finite by (54)); and if i ≤ M − 2, then we have a contradiction to the first expression  1 2 1 in (57) at i = M − 2, which requires (σM,M ) /η → v /σ + v /uM −1 M −2 M −1 −1 M −1,M −2 1 (which is finite by (54) and the fact that σM −1,M −2 is boundedly positive by construction). And finally, if σi10 ,i0 −1 → 0, while transition chances in states above and below i0 are Q S 1 S boundedly positive, then αM /σ1,2 = M j=2 σj,j−1 /σj−1,j → 0 (using the result from the last 1 S paragraph that σM,M −1 and σ1,2 go to zero at the same rate if i0 is interior), contradicting the 1 second expression in (58). This completes the proof that σi,i−1 must be boundedly positive as S η → 0 for all interior states i, and the proof that σi,i+1 9 0 is symmetric.
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Finally, to complete the proof of (iv) if i0 = M : since transition chances in all interior S states are boundedly positive as η → 0 by part (iii), and since we showed that σ1,2 is asymptotic √ √ 1 to η, the second expression in (58) can only hold if also σM,M −1 is asymptotic to η. 2 S TEP 4. There exists η ∗ such that in any optimal protocol with η < η ∗ , (i) all interior states are fluid up if λ1 ≤ λ2 , while all interior states outside of I ∗ are fluid down if λ1 ≥ λ2 ; (ii) if λ1 ≤ λ2 , then there is a set of interior states I such that all states i ∈ / I are fluid down, while all states i ∈ I are sticky down. Moreover, for symmetric signals, I ⊇ {i∗ + 1, ..., i0 − 1}. The proof is straightforward, but algebraically intensive; the proof is in online Appendix C.
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