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BOUNDS FOR TAIL PROBABILITIES OF UNBOUNDED UNIMODAL RANDOM VARIABLES 1 ˇ V. Bentkus and M. Sileikis



(e-mail: [email protected]) Institute of Mathematics and Informatics, Akademijos 4, LT-08663 Vilnius, Lithuania Received Abstract. We obtain the exact upper bound for the expectation E f (Sn ), where f is a convex function and Sn is a sum of independent nonnegative unimodal random variables. The summands are restricted on their means and satisfy a stochastic domination condition, which is considered instead of the usual boundedness condition. This improves an analogous bound by Bentkus 2008, which does not assume the unimodality of the summands. As an application, we obtain a bound for the tail probability P {Sn ≥ x}, which is the best possible that can be obtained using standard convex analysis. Finally, we provide bounds in terms of i.i.d. random variables. Keywords: ...Hoeffding’s inequality, tail probabilities, unimodal distributions, stochastic domination, stop-loss
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Introduction



Let Hn,λ be the class of sums Sn = X1 + · · · + Xn of independent random variables such that 0 ≤ Xi ≤ 1 for every i and E Sn = λ. Let us recall the famous Hoeffding inequality. Theorem 1 in [10] states (in different notation) that if Sn ∈ Hn,λ and x ∈ [λ, n], then P {Sn ≥ x} ≤ Hn,λ (x),



  x  n − λ n−x λ . Hn,λ (x) = x n−x



(1.1)



Let E be the class of exponential functions, i.e., f ∈ E , if there exist c ≥ 0, h ∈ R such that f (t) = c exp{ht}. For x ∈ R, let Ex ⊂ E consist of those f ∈ E , which dominate the indicator of the interval [x, ∞), i.e., Ex = {f ∈ E : f (t) ≥ I {t ≥ x} for every t ∈ R} .



From the the proof in [10] one can see that Hn,λ (x) = inf



sup E f (Sn ) = inf E f (Bn ),



f ∈Ex Sn ∈Hn,λ



f ∈Ex



where Bn is a binomial random variable with parameters n and p = λ/n. Thus Hoeffding’s bound (1.1) is the best that can be obtained by bounding the indicator with exponential functions. However, one can do better by considering a larger class of functions f . In fact, supSn ∈Hn,λ E f (Sn ) is attained by Sn = Bn 1
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even if f is just convex. Writing CX for the class of all convex functions f : R → R and CXx = {f ∈ CX : f (t) ≥ I {t ≥ x}}, we get the following improvement of (1.1) (see [2]). def



P {Sn ≥ x} ≤ inf E f (Bn ) = Dn,λ (x). f ∈CXx



(1.2)



An explicit expression of the function Dn,λ was obtained in [6]. The quality of this bound is reflected by the fact (see, e.g., [2]) that if x ∈ Z, then Dn,λ (x) ≤ eP {Bn ≥ x},



e = 2.71 . . .



(1.3)



Recently Bentkus extended (1.2) to a rather general setting of nonnegative random variables, in particular, allowing one to consider unbounded Xi ’s. Let Y be a nonnegative random variable with finite mean E Y = M and distribution µ = L(Y ). Let Mµ be the class of nonnegative random variables X satisfying a stochastic domination condition P {X ≥ x} ≤ P {Y ≥ x},



x ∈ R,



(1.4)



which we further denote as X ≤st Y . Note that if Y = 1 a.s. (or, equivalently, µ = δ1 ), the condition (1.4) reduces to the usual boundedness condition X ≤ 1 a.s. The main result of Bentkus 2008 [3] is that for every m ∈ [0, M ] there is a random variable Y [m] ∈ Mµ with distribution µ[m] and mean m, such that for every h ∈ R and X ∈ Mµ satisfying E X ≤ m E (X − h)+ ≤ E (Y [m] − h)+ .



(1.5)



Without going into details of exact definition of µ[m] , let us just recall that there are numbers q, ε, b ≥ 0, depending on m, such that for any borel set A ⊂ R µ[m] (A) = qδ0 (A) + εδb (A) + µ (A ∩ (b, ∞)) .



By a standard conditioning argument, one can see that if Sn = X1 + · · · + Xn is a sum of independent random variables Xi ∈ Mµ with means E Xi ≤ mi , then E (Sn − h)+ ≤ E (Tn − h)+ ,



h ∈ R.



(1.6)



where Tn = ξ1 + · · · + ξn is a sum of independent random variables such that L(ξi ) = µ[mi ] . It is known (see, Bentkus 2008a [4]), that (1.6) implies E f (Sn ) ≤ E f (Tn ),



for every f ∈ CX.



(1.7)



However, the dominating random variable Tn is, in general, a sum of non-i.i.d. random variables. A reduction to i.i.d. random variables was obtained in Bentkus 2008a [4], where it was shown that if m = 1 Pn ∗ ∗ ∗ [m] , m i=1 i and Tn = ξ1 + · · · + ξn is a sum of independent copies of a random variable ξ with L(ξ) = µ n then E f (Tn ) ≤ E f (Tn∗ ).



(1.8)



In the present paper we give the counterparts of (1.5) and (1.8) in the case when Y and Xi ’s satisfy an additional condition of unimodality and Y has mode 0 (an example of such random variable is one with exponential distribution).
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We call a random variable X , its distribution ν = L(X), and its distribution function F (x) = P {X ≤ x} unimodal with mode N , if F is convex on [0, N ] and concave on [N, ∞). Function F may have a jump at N . An equivalent definition of unimodality is that ν satisfies, for any borel set A, Z ν(A) = pδN (A) + g(x)dx, A



where δN stands for the Dirac’s measure concentrated at N , p ∈ [0, 1], and g is a nonnegative function, which increases on [0, N ) and decreases on (N, ∞). We denote such a decomposition concisely as ν = pδN + gdx. We refer to g as the density function of ν , even when p > 0. Bounds for moments E f (Sn ) and the probability P {Sn ≥ x} for sums Sn of bounded unimodal random variables have been considered in numerous papers. Here we mention just a few. For example, the question about the maximal value of the variance (when n = 1) was answered in [13] and [9]. The problem of maximizing the expectation E (X − h)+ , which is known in actuarial mathematics as the stop-loss premium, was treated in [8] (see also H¨urlimann 2008 [11, 12] for an extensive overview of field). Some bounds for tail probability P {Sn ≥ x} were obtained in [20] and [1]. Bentkus et al. [5] obtained the final bounds for E f (Sn ), where f is convex and Sn is a sum of bounded unimodal random variables with known means. These bounds imply a counterpart of (1.2) in the unimodal setting. The results in the present paper allow to obtain similar bounds for moments or tail probabilities of unbounded random variables. On the other hand, the stochastic domination condition gives a possibility to exploit the knowledge that the random variables X1 , . . . , Xn take their large values with small probability. 1.1



Case n = 1



Let Y be a nonnegative unimodal random variable with mode 0, finite mean E Y = M , and distribution µ = L(Y ). Let us define the extremal measures µ[m] in this setting. We have µ = qδ0 + f dx, where q ∈ [0, 1], while f is supported on [0, ∞) and decreasing. Here and further we say that a function is decreasing (increasing), if it is nonincreasing (nondecreasing). For convenience, we assume that f is right-continuous. Let A = f (0) ∈ [0, ∞]. Note that A = supx f (x). Given a ∈ [0, A], define a function fa (x) = min {a, f (x)} ,



x ≥ 0,



and an auxiliary probability measure µa = qa δ0 + fa dx, R∞ where qa = 1 − 0 fa (x)dx. Let J(a) = 0 xfa (x)dx be the mean of µa . It is easy to see that function J : [0, A] → [0, M ] is an increasing continuous bijection. Given m ∈ [0, M ], let a = J −1 (m) and define



R∞



µ[m] = µa .



(1.9)



We can assume that µ[0] = δ0 and µ[M ] = µ. We further write Y [m] for some random variable with distribution L(Y [m] ) = µ[m] . From the definition it is clear that if m1 ≤ m2 , then Y [m1 ] ≤st Y [m2 ] . Lemma 1. Let m ∈ [0, M ]. If a unimodal random variable X satisfies 0 ≤ X ≤st Y and E X ≤ m, then E (X − h)+ ≤ E (Y [m] − h)+ ,



h ∈ R.



(1.10)



The stochastic order has the following basic property (see, e.g., [18, (1.A.7)]): if X ≤st Y , then E f (X) ≤ E f (Y ), Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.
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for any increasing function f , such that both expectations exist. Consequently, condition 0 ≤ X ≤st Y implies E X ∈ [0, M ]. This justifies why Lemma 1 is stated for m ∈ [0, M ] only. In the non-unimodal setting, except in trivial cases equality in (1.5) is attained by a non-unimodal random variable. Moreover, it is unique in the sense that any such random variable has the same distribution. Our result improves the bound (1.5), since we maximize E (X − h)+ over a smaller class of random variables, and the maximizer is necessarily unimodal. 1.2



General n



As mentioned above, by standard arguments Lemma 1 implies a bound for convex moments of sums of independent variables. Let Y1 , . . . , Yn be nonnegative unimodal random variables with finite means Mi = E Yi and modes 0. Let Sn = X1 + · · · + Xn be a sum of independent unimodal random variables satisfying 0 ≤ Xi ≤st Yi ,



E Xi ≤ mi ,



i = 1, . . . , n; i = 1, . . . , n,



(1.12) (1.13)



for some mi ∈ [0, Mi ]. Let Tn = ξ1 + · · · + ξn be the sum of independent random variables ξi with [m ] distributions L(ξi ) = L(Yi i ). Theorem 1. If the conditions (1.12) and (1.13) hold, then for any convex increasing function f : R → R we have E f (Sn ) ≤ E f (Tn ).



(1.14)



If, instead of inequalities (1.13), we have equalities E Xi = mi for every i, then (1.14) holds for any (not necessarily increasing) convex function f : R → R. Corollary 1. Under the conditions (1.12) and (1.13) we have that for every x ∈ R P {Sn ≥ x} ≤ inf (x − h)−1 E (Tn − h)+ . h


1.3



(1.15)



Bounds in terms of survival functions



The right-hand side of (1.15) (which we denote as G1 ) is a certain transform of the survival function G(x) = P {Tn ≥ x} that involves minimization over h. See B et al. 2006 [6] for a study of analytic properties of G1 as well as the explicit expressions of G1 for certain common distributions. In the general case the following bound is valid (see Pinelis 1998 [15], B 2004 [2], B et al. 2006 [6]): G1 (x) ≤ eP ◦ {Tn ≥ x},



e = 2.718 . . . ,



def



(1.16)



where P ◦ {Tn ≥ x} = G◦ (x) is the log-concave hull of G, i.e., the least function G◦ ≥ G such that − log G◦ is a convex function taking values in (−∞, ∞]. However, for slowly decaying survival functions like G(x) ∼ Cx−α , α > 1, the hull G◦ trivially equals one, which is a useless bound. Let G◦α be the least function majorizing G such that (G◦α )−1/α is convex (we call such a function α-Pareto-convex; they are also known in literature, e.g., Pinelis 1998 [15], as r-concave functions; see also, e.g., Borell 1975 [7], Rinott 1976 [17], Uhrin 1984 [19] for s-convex measures). Then we have (B 2008 [3], Lemma 6, see Pinelis 1998, 1999 [15, 16] for original source) that G1 ≤ cα G◦α =: cα P ◦α {Tn ≥ x},



where cα = αα (α − 1)1−α Γ(α − 1) Γ(α).



α > 1,
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1.4



Reduction to i.i.d. random variables



The bounds (1.14) and (1.15) are defined in terms of the sum Tn of not necessarily identically distributed random variables. However, such bounds may be too complicated to calculate, so we would rather have a worse but simpler bound in terms of i.i.d. random variables. The following Theorem provides such a possibility, when all the dominating random variables have equal distributions: L(Y1 ) = · · · = L(Yn ) = L(Y ) = µ.



(1.17)



Theorem 2. Let Tn = ξ1 + · · · + ξn be the sum of independent random variables with distributions L(ξi ) = L(Y [mi ] ). Let m = (m1 + · · · + mn )/n. Then for any convex f E f (Tn ) ≤ E f (Tn∗ ),



(1.18)



where Tn∗ = ξ1∗ + · · · + ξn∗ is a sum of n independent copies of the random variable Y [m] . The latter inequality gives a bound for the tail P {Sn ≥ x} if we do not have information about individual means E Xi , but instead we only know that E Sn ≤ nm,



(1.19)



for some m ∈ [0, M ]. Combining Corollary 1 and Theorem 2, we obtain Corollary 2. Suppose that (1.17) holds. Under the conditions (1.12) and (1.19) we have P {Sn ≥ x} ≤ inf (x − h)−1 E (T ∗ − h)+ , h


where Tn∗ = ξ1∗ + · · · + ξn∗ is a sum of n independent copies of the random variable Y [m] . 1.5



Additional remarks



Without the assumption that Y has mode 0, the definition of µ[m] is slightly more complicated. Let ¯ be the convex hull of G. Let G(x) = P {Y > x} and interpret G as a function on [0, ∞). Let G ¯ . It can be shown that for m ∈ (m, m ¯ = E Y¯ , where Y¯ is a random variable with survival function G ¯ M] [m] the measure µ is obtained from µ simply by taking the mass closest to zero and redistributing it uniformly on the same support. For m ≤ m ¯ the definition is similar to the one in the present paper. Noting that Y¯ has mode 0, we can define µ[m] = (L(Y¯ ))[m] . On the other hand, inequality (1.18) cannot be true in general, if we do not assume that Y has mode 0. It fails even in the simple case Y = 1, as shown by an example in [5]. However, it is true, if we assume, in addition, that all mi ’s are either at most or at least m ¯. The results for Y with arbitrary mode will hopefully be presented elsewhere. We also remark that without much effort one can replace the independence of Xi ’s with the weaker condition of submartingale type dependence (see B 2008 [3]). Finally, it is possible to generalize the results of the paper to a two-sided condition Yi ≤st Xi ≤st Zi . 2 2.1



Proofs



The main inequality def



We start with some geometric properties of the graph of the survival function Gm (x) = µ[m] (x, ∞). Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.
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Given m ∈ [0, M ], let a = a(m) = J −1 (m), where J is the function defined in Section 1. Let b = sup {x ≥ 0 : f (x) ≥ a}. Then we can write µ[m] = qa δ0 + uδ[0,b] + µ|(b,∞) ,



where u = ab and δ[0,b] stands for unit mass distributed uniformly on the interval [0, b] and µ|(b,∞) is the measure defined by µ|(b,∞) (A) = µ (A ∩ (b, ∞)). We interpret a = a(m) and b = b(m) as functions of m. Note that  b(m) = f −1 J −1 (m) , where f −1 is the left-continuous inverse of f defined as f −1 (y) = sup {x ≥ 0 : f (x) ≥ y} .



Since f −1 is decreasing and left-continuous, while J −1 is increasing and continuous, we immediately get that b : [0, M ] → [0, ∞] is decreasing and left-continuous. In particular we have b(m+) = sup {x ≥ 0 : f (x) > a} .



(2.1)



Let further G(x) = µ(x, ∞). The function Gm satisfies  l (x), if 0 ≤ x < b, Gm (x) = m G(x), if x ≥ b,



m ∈ [0, M ],



(2.2)



where lm is the linear function defined as lm (x) = 1 − qa − ax. In the case when a = ∞, we agree that lm (0) = 1 − qa and lm (x) = −∞, x > 0. From the definition of b and (2.1) we get that lm can be understood as a tangent to the graph of G. Namely, lm (x) ≤ G(x),



x ≥ 0,



and



lm (b) = G(b).



(2.3)



Moreover, if m ∈ [0, M ), then x ∈ [b(m+), b(m)).



lm (x) = G(x),



(2.4)



Proposition 1. Let a unimodal random variable X satisfy 0 ≤ X ≤st Y . Then there is y ∈ [0, ∞] such that P {X > x} ≥ P {Y [m] > x}, P {X > x} ≤ P {Y



[m]



> x},



x < y,



(2.5)



x ≥ y.



(2.6)



Proof. Let GX (x) = P {X > x}, l(x) = lm (x) and b = b(m). The inequality (2.5) is trivially true for x < 0. On the other hand, (2.6) is true for x ≥ b, since by X ≤st Y and (2.2) we have GX (x) ≤ G(x) = Gm (x). Therefore it is sufficient to show that there is a number y ∈ [0, b] such that GX (x) ≥ l(x), GX (x) ≤ l(x),



x ∈ [0, y), x ∈ [y, b).



We shall use the following simple observation the proof of which we omit: Claim. Suppose that a right-continuous function f : [α, β] → R and a linear function l : R → R satisfy one of the following conditions:
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(i) f is concave and f (α) ≥ l(α), (ii) f is convex and f (β) ≤ l(β). Then there is y ∈ [α, β] such that f (x) ≥ l(x),



x ∈ [α, y);



f (x) ≤ l(x),



x ∈ [y, β).



Since we will only apply it to f = GX , the condition of right-continuity will automatically hold. Let N stand for a mode of X , so that GX is concave on [0, N ] and convex on [N, ∞). Assume that b > 0, since otherwise there is nothing to prove. Note that X ≤st Y and the equation in (2.4) imply GX (b) ≤ l(b),



(2.7)



Consider the following cases: (i) N = 0;



(ii) N ≥ b;



(iii) N ∈ (0, b).



Case (i). Since (2.7) holds, applying Claim to [0, b], convex function f = GX , and l, we are done. Case (ii). Since GX (0) = 1 ≥ l(0), applying Claim to [0, b], concave function f = GX , and l, we are done. Case (iii). Consider two subcases: (a) GX (N ) ≥ l(N );



(b) GX (N ) < l(N ).



Case (a). We have that GX is concave on [0, N ], GX (0) = 1 ≥ l(0), GX (N ) ≥ l(N ). Therefore GX ≥ l on [0, N ). On the other hand, GX is convex on [N, b] and inequality (2.7) holds. Therefore, by Claim, there is y ∈ [N, b] such that GX ≥ l on [N, y) and GX ≤ l on [y, b). Case (b). Since inequalities GX (N ) ≤ l(N ) and (2.7) hold, convexity of GX implies that GX ≤ l on [N, b). On the other hand, GX is concave on [0, N ] and GX (0) = 1 ≥ l(0). Therefore, by Claim, there exists y ∈ [0, N ] such that GX ≥ l on [0, y) and GX ≤ l on [y, N ). t u Proof of Lemma 1. Let W be a nonnegative random variable with finite mean. Integration by parts yields Z ∞ EW = P {W > x}dx. (2.8) 0



By Proposition 1, there exists y ∈ [0, ∞] such that P {X > x} ≥ P {Y [m] > x},



x < y,



(2.9)



P {X > x} ≤ P {Y [m] > x},



x ≥ y.



(2.10)



We have two possibilities: (i) h ≥ y , (ii) h < y . Case (i). Applying (2.8) to W = (X − h)+ and W = (Y [m] − h)+ and using (2.10) we get Z ∞ E (X − h)+ = P {X − h > x}dx 0 Z ∞ ≤ P {Y [m] − h > x}dx = E (Y [m] − h)+ , 0 Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.



(2.11) (2.12)
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thus proving (1.10) in the case (i). Case (ii). By change of variable t = x + h, write (2.11) as ∞



Z E (X − h)+ =



Z P {X > t}dt −



0



h



P {X > t}dt.



(2.13)



0



Similarly let us write the equality (2.12) as ∞



Z



P {Y



[m]



Z > t}dt −



0



h



P {Y [m] > t}dt = E (Y [m] − h)+ .



(2.14)



0



Applying (2.8) to W = X and W = Y [m] and using the fact that E X ≤ m = E Y [m] we get Z ∞ Z ∞ P {X > t}dt = E X ≤ E Y [m] = P {Y [m] > t}dt. 0



(2.15)



0



Integrating (2.9) over [0, h] we obtain Z



h



Z P {X > t}dt ≥



0



h



P {Y [m] > t}dt.



(2.16)



0



Combining (2.13), (2.15), (2.16), and (2.14) we prove (1.10) in the case (ii). t u



Theorem 1 reduces to a seemingly simpler statement in the light of the following standard result that appears in B 2008a [4] as Propositions 3 and 4 (see also Shaked and Shanthikumar 2007 [18] for similar Propositions 3.A.1 and 4.A.2). Proposition 2 [B 2008a [4]]. Assume that random variables η and ζ have finite means. Then the following assertions (i) and (ii) are equivalent: (i) E η = E ζ and E (η − h)+ ≤ E (ζ − h)+ for every h ∈ R; (ii) E f (η) ≤ E f (ζ) for every convex function f : R → R such that both expectations E f (η) and E f (ζ) exist. Also, the following assertions (iii) and (iv) are equivalent: (iii) E (η − h)+ ≤ E (ζ − h)+ for every h ∈ R; (iv) E f (η) ≤ E f (ζ) for every convex increasing function f : R → R such that both expectations E f (η) and E f (ζ) exist. Proof of Theorem 1. By standard conditioning arguments (see, e.g., B 2004 [2], proof of Lemma 4.3) it is enough to prove Theorem in the case n = 1. In view of Proposition 2, inequality (1.14) for n = 1 is equivalent to inequality (1.10) given by Lemma 1. t u def



Proof of Corollary 1. Since I[x,∞) (t) ≤ fx,h (t) = (x − h)−1 (t − h), for h < x, and fx,h are increasing convex functions, the result immediately follows from Theorem 1. t u 2.2



Reduction to i.i.d. random variables



By Proposition 2, it is enough to prove Theorem 2 for functions f (x) = (x − h)+ . Consider a function def



Vn (m1 , . . . , mn ; h) = E (ξ1 + · · · + ξn − h)+ ,



h ∈ R,
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where ξ1 , . . . , ξn are independent random variables with L(ξi ) = L(Y [mi ] ). For such functions we will show more than Theorem 2 states, namely, that the function (m1 , . . . , mn ) 7→ Vn (m1 , . . . , mn ; h) is Schur-concave (for the definition, see the next paragraph). Schur-concavity implies that if the sum of arguments is fixed, say, m1 + · · · + mn = nm, then the function (m1 , . . . , mn ) 7→ Vn (m1 , . . . , mn ; h) attains its maximum when all the arguments are equal to m. Let us recall the definitions of majorization and Schur-concave functions (see Marshall and Olkin 1979 [14]). For a vector x = (x1 , . . . , xn ) ∈ Rn we denote x↓ = (x[1] , . . . , x[n] ) its decreasing rearrangement, that is, x[k] = xik , where xi1 ≥ · · · ≥ xin is a decreasing rearrangement of coordinates of x. A vector y majorizes x (notation x ≺ y ) if y[1] + · · · + y[n] = x[1] + · · · + x[n] , and y[1] + · · · + y[k] ≥ x[1] + · · · + x[k]



for all k = 1, . . . , n − 1.



For example, any y = (y1 , . . . , yn ) satisfies y¯ ≺ y , where y¯ = (a, . . . , a) with a = (y1 + · · · + yn )/n. A function f is Schur concave if x ≺ y implies f (x) ≥ f (y). In particular, Schur concave functions satisfy f (¯ y ) ≥ f (y). Lemma 2. For every n ∈ N and every h ∈ R, the function (m1 , . . . , mn ) 7→ Vn (m1 , . . . , mn ; h) defined on [0, M ]n is Schur-concave. Proof of Theorem 2. By Lemma 2, we have that Vn (m1 , . . . , mn ; h) ≤ Vn (m, . . . , m; h),



h ∈ R,



which means E (Tn − h)+ ≤ E (Tn∗ − h)+ ,



h ∈ R.



Since E Tn = E Tn∗ , by Proposition 2 we have that (2.17) is equivalent to (1.18).



(2.17) t u



The rest of the subsection deals with the proof of Lemma 2. The following proposition states that it suffices to prove Lemma 2 for the case n = 2 only. We omit its proof, since it is identical to the proof of Proposition 5 in [4]. Proposition 3. If (m1 , m2 ) 7→ V2 (m1 , m2 ; h) is Schur-concave on [0, M ]2 for all h ∈ R, then for all integers n ≥ 2 and all h ∈ R we have that (m1 , . . . , mn ) 7→ Vn (m1 , . . . , mn ; h) is Schur-concave on [0, M ]n . The following lemma will be used to determine that (m1 , m2 ) 7→ V2 (m1 , m2 ; h) is Schur-concave. It is a a reformulation of Lemma 3 from B 2008a [4]. As this might not be clear at first sight, we include the proof. Lemma 3. Let U : [0, M ]2 → R be a symmetric function, i.e., U (x, y) = U (y, x) for every x, y ∈ [0, M ]. Suppose that there exists a function, ∂1 U : [0, M ]2 → R, such that for every 0 ≤ y ≤ M the partial function x 7→ ∂1 U (x, y) is Lebesgue integrable. Furthermore, assume that x



Z U (x, y) − U (0, y) =



∂1 U (z, y)dz,



for all



0 ≤ x, y ≤ M.



(2.18)



0



Let ∂1 U (x, y) be decreasing in x and increasing in y . Then function U is Schur concave. Proof. We need to show that U (x, y) − U (x + ∆, y − ∆) ≥ 0 Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.



for



0 ≤ ∆ ≤ y ≤ x ≤ M.



(2.19)
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By symmetry of U , (2.18), and monotonicity properties of ∂1 U , we have U (x, y) − U (x + ∆, y − ∆) = U (x, y) − U (x, y − ∆) + U (x, y − ∆) − U (x + ∆, y − ∆) = U (y, x) − U (y − ∆, x) + U (x, y − ∆) − U (x + ∆, y − ∆) Z 0 Z ∆ = ∂1 U (y + z, x)dz − ∂1 U (x + z, y − ∆)dz −∆



0



≥ ∆∂1 U (y, x) − ∆∂1 U (x, y − ∆) = ∆ (∂1 U (y, x) − ∂1 U (y, y − ∆) + ∂1 U (y, y − ∆) − ∂1 U (x, y − ∆)) ≥ 0. t u



The rest of the subsection is devoted to showing that V2 satisfies the conditions of Lemma 3. This amounts to a rather tedious piece of ad-hoc analysis. Recall the representation (2.2) of the function Gm . Given a number ∆ ∈ R, let us define a function ∆Gm (x) = Gm+∆ (x) − Gm (x) and a linear function ∆lm (x) = lm+∆ (x) − lm (x). From the definition of µ[m] it is clear that ∆Gm is nonnegative (nonpositive) if ∆ is nonnegative (nonpositive). Recall that function b : [0, M ] → [0, ∞] is decreasing and left-continuous. Define bmin = min{b(m), b(m + ∆)},



bmax = max{b(m+), b(m + ∆)}.



If ∆ < 0, we have bmin = b(m) and bmax = b(m + ∆), while if ∆ > 0, we have bmin = b(m + ∆) and bmax = b(m+). The following proposition will allow us to approximate the function ∆Gm with the linear function ∆lm . Proposition 4. Let m, m + ∆ ∈ [0, M ] be such that bmin > 0. If x ∈ [0, bmin ), then ∆Gm (x) = ∆lm (x).



(2.20)



∆Gm (x) = 0.



(2.21)



|∆Gm (x)| ≤ |∆lm (bmin )|.



(2.22)



If x ∈ [bmax , ∞), then If x ∈ [bmin , bmax ), then



Proof. Equation (2.20) is immediate from (2.2). In order to prove (2.21), we will show that Gm+∆ (x) = G(x) = Gm (x).



(2.23)



Since x ≥ bmax ≥ b(m + ∆), by (2.2) we get the first equality in (2.23). If ∆ < 0, then x ≥ bmax = b(m + ∆) ≥ b(m), therefore (2.2) implies the second equality in (2.23). If ∆ > 0, then either x ≥ b(m), in which case the second equality in (2.23) follows from (2.2), or x ∈ [bmax , b(m)) = [b(m+), b(m)). In the latter case (2.2) implies that Gm (x) = lm (x), while (2.4) implies that lm (x) = G(x), so the second inequality in (2.23) follows. This concludes the proof of (2.21). To prove (2.22), we first observe that if x ∈ [bmin , bmax ), then  |∆Gm (x)| =



G(x) − lm+∆ (x), G(x) − lm (x),



∆ < 0, ∆ > 0.



(2.24)
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Indeed, if ∆ < 0, equation (2.24) follows from (2.2); if ∆ > 0, then [bmin , bmax ) = [b(m + ∆), b(m+)) ⊆ [b(m + ∆), b(m)),



and again (2.24) follows from (2.2). Since µ[m] and µ[m+∆] can only have an atom at zero, Gm and Gm+∆ are both continuous on [0, ∞) and hence function ∆Gm is continuous, too. Since G is convex on [0, ∞), by (2.24) the function x 7→ |∆Gm (x)| is convex on [bmin , bmax ). In view of (2.20) and and continuity of ∆Gm , we have |∆Gm (bmin )| = |∆lm (bmin )|. On the other hand, by (2.21) we have |∆Gm (bmax )| = 0. Therefore convexity of |∆Gm | implies (2.22). t u Lemma 4. Define function D as follows:  D(m; H) =



H+ 1− b(m)



2 m ∈ [0, M ],



,



H ∈ R,



+



understanding the value of the function, in the case b(m) = 0, as the limit for b ↓ 0 and H fixed, i.e., D(m; H) = I{H ≤ 0}, if b(m) = 0. Then we have that Zm V1 (m; H) − V1 (0; H) =



m ∈ [0, M ].



D(t; H)dt,



(2.25)



0



Proof. Since m 7→ D(m; H) is bounded and decreasing, it is enough to show that m 7→ V1 (m; H) has the left derivative Dl V1 (m; H) = D(m; H) for every m ∈ (0, M ], and the right derivative Dr V1 (m; H) = D(m+; H) for every m ∈ [0, M ). Applying (2.8) to W = (Y [m] − H)+ , we get Z



∞



V1 (m; H) =



Gm (x)dx.



(2.26)



H



We start with the trivial cases. If H ≤ 0, then D(m; H) = 1 for every m. On the other hand, for every m ∈ [0, M ], V1 (m; H) = m − H,



whence we have ∂ V1 (m; H) = 1 = D(m; H), ∂m



H ≤ 0,



m ∈ [0, M ],



(2.27)



∂ where ∂m is understood as one sided derivative, if m ∈ {0, M }. If we fix H and m such that H > b(m), then D(m; H) = 0. On the other hand, for small ∆ ≤ 0, we have b(m + ∆) < H and therefore Gm+∆ = G on [H, ∞). Consequently V1 (m + ∆; H) does not depend on ∆. Therefore



Dl V1 (m; H) = 0 = D(m; H),



H > b(m),



m ∈ (0, M ].



(2.28)



Similarly, Dr V1 (m; H) = 0 = D(m+; H), Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.



H ≥ b(m+),



m ∈ [0, M ).



(2.29)
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We now proceed to the nontrivial case. We will calculate the limit lim ∆



V1 (m + ∆; H) − V1 (m; H) ∆



as ∆ ↓ 0 or ∆ ↑ 0. By (2.27), we can assume that H > 0. Moreover, by (2.28) and (2.29), we can assume that b(m) ≥ H , if ∆ < 0, and b(m+) > H , if ∆ > 0. There assumptions and monotonicity of b imply that for small ∆ 0 < H ≤ bmin ≤ bmax .



(2.30)



Also, we have that bmin , bmax → b(m),



as ∆ ↑ 0,



bmin , bmax → b(m+),



(2.31)



as ∆ ↓ 0.



(2.32)



In view of (2.26), (2.20), and (2.21), we can write Z



bmax



V1 (m + ∆; H) − V1 (m; H) =



Z



bmin



Z



def



Observing that ∆ = V1 (m + ∆; 0) − V1 (m; 0) and writing I(H, ∆) = R bmax bmin ∆Gm (x)dx, we have Dl V1 (m; H) = lim



∆↑0



I(H, ∆) + R(∆) , I(0, ∆) + R(∆)



∆Gm (x)dx.



(2.33)



bmin



H



H



bmax



∆lm (x)dx +



∆Gm (x)dx =



R bmin



Dr V1 (m; H) = lim



∆↓0



H



def



∆lm (x)dx and R(∆) =



I(H, ∆) + R(∆) . I(0, ∆) + R(∆)



Therefore it remains to show that I(H, ∆) = D(m; H), ∆↑0 I(0, ∆) lim



I(H, ∆) = D(m+; H), ∆↓0 I(0, ∆) lim



m ∈ (0, M ],



(2.34)



m ∈ [0, M ),



(2.35)



and R(∆) = 0, ∆→0 I(0, ∆) lim



m ∈ [0, M ].



(2.36)



The tangent properties (2.3) and (2.4) imply that there is a number b∆ ∈ [bmin , bmax ] such that lm (b∆ ) = lm+∆ (b∆ ). Hence, linear function ∆lm can be written as ∆lm (x) = a∆ (x − b∆ ), for some a∆ ∈ R. By straightforward integration, I(H, ∆) =



a∆ (bmin − H)(bmin + H − 2b∆ ), 2



and therefore I(H, ∆) = I(0, ∆)







H 1− bmin



 1+



H bmin − 2b∆



 .
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Letting ∆ ↑ 0, by (2.31) we obtain (2.34), while letting ∆ ↓ 0, by (2.32) we obtain (2.35). Since b∆ ∈ [bmin , bmax ], we have that the function x 7→ ∆lm (x) = a∆ (x − b∆ ) does not change its sign on the interval [0, bmin ]. Therefore the function x 7→ |∆lm (x)| is linear on [0, bmin ] and we have bmin



Z |I(0, ∆)| =



|∆lm (x)| dx = 0



1 1 (|∆lm (0)| + |∆lm (bmin )|) bmin ≥ bmin |∆lm (bmin )| . 2 2



(2.37)



On the other hand, (2.22) implies Z |R(∆)| = 



bmax



bmin



∆Gm (x)dx ≤ (bmax − bmin )|∆lm (bmin )|.



(2.38)



We are ready to prove (2.36). If |∆lm (bmin )| = 0, then (2.38) implies that R(∆) = 0, so we can assume that |∆lm (bmin )| > 0. By (2.30), (2.31), and (2.32), we have lim (bmax − bmin ) = 0,



∆→0



and



lim bmin > 0.



∆→0



Therefore inequalities (2.37) and (2.38) imply (2.36). t u



Proof of Lemma 2. By Proposition 3, it is enough to prove Lemma for n = 2. It remains to show that the function U = U (m1 , m2 ) = V2 (m1 , m2 ; h),



m1 , m2 ∈ [0, M ],



satisfies the conditions of Lemma 3 with the function ∂1 U defined as ∂1 U (m1 , m2 ) = E D(m1 ; h − Y [m2 ] ),



(2.39)



where D is the function defined in Lemma 4. The symmetry of U is obvious. Let us show that U has the integral representation (2.18). Writing H = h − Y [m2 ] and using (2.25), we get, for m1 , m2 ∈ [0, M ], that   V2 (m1 , m2 ; h) − V2 (0, m2 ; h) = E E (Y [m1 ] − H)+ − (Y [0] − H)+ | H = E (V1 (m1 ; H) − V1 (0; H)) Z m1 =E D(z; H)dz Z m01 = E D(z; h − Y [m2 ] )dz. 0



Regarding the monotonicity of ∂1 U , first note that D(m1 ; h − s) is decreasing in m1 and increasing in s. Therefore obviously E D(m1 ; h − Y [m2 ] ) is decreasing in m1 . Recall that if x ≤ y , then Y [x] ≤st Y [y] . Hence, by the monotonicity property (1.11) of the stochastic ordering, we have that E D(m1 ; h − Y [x] ) ≤ E D(m1 ; h − Y [y] ), which concludes the proof. t u Lith. Math. J., X(x), 20xx, December 20, 2011,Author’s Version.
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