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Broadcast Gossip Algorithms Tuncer C. Aysal, Mehmet E. Yildiz, and Anna Scaglione School of Electrical and Computer Engineering Cornell University, Ithaca, NY, 14853 Email:{tca27,mey7,as337}@cornell.edu Abstract—Motivated by applications to wireless sensor, peerto-peer, and ad hoc networks, we study distributed broadcasting algorithms for exchanging information and for computing in an arbitrarily connected network of nodes. Specifically, we propose a broadcasting-based gossiping algorithm to compute the (possibly weighted) average of the initial measurements of the nodes at every node in the network. We show that the broadcast gossip algorithms almost surely converge to a consensus. In addition, the random consensus value is, in expectation, equal to the desired value, i.e., the average of initial node measurements. However, the broadcast gossip algorithms do not converge to the initial average in absolute sense because of the fact that the sum is not preserved at every iteration. We provide theoretical results on the mean square error performance of the broadcast gossip algorithms. The results indicate that the mean square error strictly decreases through iterations until the consensus is achieved. Finally, we assess and compare the communication cost of the broadcast gossip algorithms to achieve a given distance to consensus through numerical simulations. Index Terms—Distributed average consensus, broadcasting, sensor networks, gossip algorithms.



I. I NTRODUCTION A fundamental problem in decentralized networked systems is that of having nodes reach a state of agreement [1]–[3]. For example, the nodes in a wireless sensor network must be synchronized in order to communicate using a TDMA scheme or to use time-difference-of-arrival measurements for localization and tracking. Similarly, one would like a host of unmanned aerial vehicles to make coordinated decisions on a surveillance strategy. This paper focuses on a prototypical example of agreement in asynchronous networked systems, namely, the randomized average consensus problem: each node initially has a P scalar value, yi , and the goal is to compute the N average, 1/N i=1 yi at every node in the network. A. Related Work Gossip-based algorithms initially introduced by Tsitsiklis [4] and extensively studied by other researchers [1]–[3], [5], [6]. Randomized average consensus gossiping is an asynchronous time model where each node, at uniform random, wakes up, chooses a neighbor within the connectivity radius with some probability and performs a pairwise averaging. The sum is preserved at each iteration, so does the mean. It is shown that the algorithm converges to a consensus if the graph is strongly connected on the average. In this case, the transmitting node sends its packets to the chosen neighbor then wait for the neighbor’s packet. This scheme is vulnerable to packet collisions and yields a communication complexity (number



of radio transmissions to achieve Θ(N −α ), for any α > 0, distance to consensus) in the order of Θ(N 2 ) (N denotes the number of nodes) over random geometric graphs [5]. Recently proposed geographic gossip algorithm combines gossip with geographic routing [7]. Similar to the gossip algorithms, a node randomly wakes up, chooses a node randomly in the whole network, rather than in its neighborhood and performs a pairwise averaging with this node, and, therefore, geographic gossiping increases the diversity of every pairwise averaging operations. The authors show that the p communication complexity, which is in the order of O(N 3/2 log(N )), is improved with respect to the standard gossiping algorithm. However, in addition to problems similar to the ones mentioned for the standard gossiping algorithms, in geographic gossip, each node needs to know its own location, learn and memorize locations of its neighbors. Moreover, at every update, nodes responsible for routing the packet, need to determine which of their neighboring nodes is closest to the target node, and route the packet in that direction which are nontrivial tasks requiring additional computations and resources growing with N . B. Summary of Main Contributions Geographic gossiping improves upon the convergence speed of the standard gossip by increasing the diversity of pairwise exchanges. However, it does not mitigate the major bottleneck associated with the fact that the messages between two peers need to be routed and exchanged to perform two updates. Setting up a two-way route successfully only aggravates the problem. Wireless media have the advantage of being broadcast and, at the cost of one transmission, one can reach several terminals. Our objective in this paper is to propose and analyze a broadcasting-based gossip algorithm that enables all nodes in range to perform an update by exploiting the wireless medium, and thereby avoiding the need of complex routing and pairwise exchanging operations. Thus, to overcome the drawbacks of the standard packet based gossip algorithms, we propose broadcast gossip algorithms suitable for wireless sensor networks. In the proposed algorithm, a node in the network, at uniformly random, wakes up (asynchronous time model), broadcasts its value, and this value is successfully received by the nodes in the predefined radius of the broadcasting node, i.e., connectivity radius. The nodes that have received the broadcasted value updates their own state value, the remaining nodes sustain their value, and the algorithm iterates. It is shown here that this type of



gossiping algorithms are capable of achieving consensus over the network with probability one. Moreover, we show that the random consensus value is, in expectation, equal to the desired value, i.e., the average of initial node measurements. However, the sum of the node state values is not preserved at each iteration, hence, the broadcasting type gossiping algorithms converge to a value that is in the neighborhood of the desired value. We provide theoretical results on the mean square error performance of the broadcast gossip algorithms. Finally, we present simulations highlighting the features of the proposed algorithm. Specifically, we show that broadcast gossip algorithms, in addition to being more practical and suitable for wireless sensor networks, provide significant decrease in communication complexity over randomized and geographic gossip algorithms. C. Paper Organization The remainder of this paper is organized as follows. Section II introduces the graph and time models adopted in this paper, and summarizes the average consensus problem. The proposed broadcast gossip algorithms are detailed in Section III along with their theoretical analysis and numerical examples highlighting their features. Finally, we conclude with Section VI. II. G RAPH



AND



T IME M ODELS



In the following, we briefly discuss the graph and time models adopted in this paper. Then, we summarize the distributed average consensus problem. A. Graph Model Following previous work, we model our wireless sensor network as a random geometric graph. In this model, denoted G(N, R), the N sensor locations are chosen uniformly and independently in the unit square, and each pair of nodes is connected if their Euclidean distance is smaller than some transmission radius R, i.e., connectivity radius [8]. It is well known that in order to have good connectivity and minimize interference, the transmission radius R has to scale like p Θ( log(N )/N ) [5], [8]. The N –node topology is represented by the N × N adjacency matrix Φ, where for i 6= j, Φij = 1 if nodes i and j are in their neighborhood, and Φij = 0, otherwise. Moreover, we define Ni = {j ∈ {1, 2, . . . , N } : Φij 6= 0}. For our analysis, we assume that communication within this transmission radius always succeeds and that radius R yields, on the average, a strongly connected graph. Note however that the proposed algorithm is robust to communication and node failures. B. Time Model We use the asynchronous time model, which is well– matched to the distributed nature of sensor networks [5], [7]. More precisely, it is assumed that each sensor node has a clock which ticks independently as a rate µ Poisson process. Consequently, the inter-tick times are exponentially distributed, and independent across nodes and across time.



This set-up is equivalent to a single clock ticking according to a rate N µ Poisson process at times Zk . On average, there are approximately N clock ticks per unit of absolute time but we will always be measuring time in number of ticks of this (virtual) global clock. Time is discretized, and the interval [Zk ; Zk+1 ) corresponds to the k–th timeslot. We can adjust time units relative to the communication time so that only one broadcasting occurs in the network at each time slot with high probability. C. Average Consensus At time slot k ≥ 0, each node i = 1, 2, . . . , N has an estimate xi (k) of the global average, and we use x(k) to denote the N -vector of these estimates. The ultimate goal is to drive the estimate x(k) to the average vector x(0)1 (with 1 denoting theP vector of ones) or as close as possible, N where x(0) = 1/N i=1 xi (0), using the minimal amount of communication. For the algorithms of interest to us, the quantity x(k) for k > 0 is a random vector, since the algorithms are randomized in their behavior. III. B ROADCAST BASED G OSSIPING Suppose t–th clock to tick belongs to node i ∈ {1, 2, . . . , N }. Node i activates and the followings occur over the network: • Node i broadcasts its current state value, xi (t) over the network. • The broadcasted value is successfully received by the nodes that are in the radius R. • The neighboring nodes, the index set of which is given by Ni receive the broadcasted value xi (j), and update their state values as xk (t + 1) = γxk (t) + (1 − γ)xi (t), ∀k ∈ Ni . •



(1)



with γ ∈ (0, 1) denoting the mixing parameter. The remaining nodes in the network, including i, update their state values as xk (t + 1) = xk (t), ∀k 6∈ Ni .



(2)



The asynchronous broadcast gossip algorithms are described as follows: In the t–th time-slot, suppose node i’s clock tick. Then, node i broadcasts its own state value to neighboring nodes. Once the broadcasted value is received, all the neighboring nodes set their values equal to the (weighted) average of their current value and the value broadcasted by the node i. Formally, let x(t) denote the vector of values at the end of the time-slot t. Then, x(t + 1) = W (t)x(t)



(3)



where the random matrix W (t), with probability 1/N is (assuming that the i–th clock ticks)  1 j 6∈ Ni , k = j    γ j ∈ Ni , k = j (i) Wjk = (4) 1 − γ j ∈ Ni , k = i    0 elsewhere



where W (i) denotes the weight matrix corresponding to the case where node i’s clock ticks. The following lemma discusses two important properties of the weight matrices. Lemma 1. The weight matrices {W (i) : i = 1, 2, . . . , N } satisfy the followings (i) 1 is a right eigenvector of all W (i) , i.e., W (i) 1 = 1, ∀i. (ii) 1 is not a left eigenvector of any W (i) , i.e., 1T W (i) 6= 1T , ∀i. Proof: Let us consider the first item. It suffices to show that all rows of all W (i) matrices sum to unity. We have N X



k=1



(i)



Wjk = 1{j ∈ Ni }(γ + (1 − γ)) + 1{j 6∈ Ni }1 = 1 (5)



where 1{·} is the indicator function. Thus, the proof of first item is complete. Let us consider the second item of the Lemma in the following. Note that N X j=1



(i)



Wjk = 1 + (1 − γ)|Ni |, for k = i.



(6)



Since we assume strongly connected graphs, we have |Ni | ≥ 1 P (i) indicating that N j=1 Wjk |k=i > 1. This, in turn shows that, ∀i, there exists at least one column, namely the k = i column, with sum different than one, which implies that 1T W (i) 6= 1T , ∀i and concludes the proof. The above lemma reveals that c1 for some c ∈ R is a fixed point of the broadcasting gossip algorithm, thus, W (i) c1 = c1, ∀i. If the algorithm converges to a consensus, the broadcasting gossip do not leave the consensus state. However, it also shows that the sum (and therefore the average) of the vector of node values is not preserved at each step. In fact, suppose A(t) = k with A(t) denotiing the node that is broadcasting at the time slot of interest, then it is easy to check that the discrepancy between the sum at the next and P current time-slots is nonzero whenever xk (t) 6= |Nk |−1 i∈Nk xi (t). Moreover, the sum difference between time-slots is bounded by (w.l.o.g. suppose that |xk (t) − mini∈Nk xi (t)| > |xk (t) − maxi∈Nk xi (t)|) N X (xi (t + 1) − xi (t)) ≤ (1 − γ)|Nk | xk (t) − min xi (t) . i∈Nk i=1 (7) It is of interest to note that the sum difference between consecutive time-slots, thus, is small if the node state values are close to each other. Let us denote the mean of i.i.d. W (t) as E{W (t)} = W . The following lemma gives some properties of the average weight matrix that would prove useful for the remainder of the paper. Moreover, they are also independently of interest. Lemma 2. The average weight matrix W is given by W =I−



1−γ 1−γ diag{Φ1} + Φ N N



(8)



and, for all γ, satisfies the followings: W 1 = 1, 1T W = 1T , ρ(W − J) < 1



(9)



where ρ(·) denotes the spectral radius of its argument and J = (N )−1 11T . Proof: First we note that Wjk =



N 1 X (i) W . N i=1 jk



Then, by (4), we have  j|  1 − |NNj | + γ|N N 1−γ Wjk = 1− N  0



k=j k ∈ Nj . elsewhere



(10)



(11)



Therefore (8) follows. Note that (8) is the representation of the weight matrix in terms of graph Laplacian L, i.e, W = I − ηL where L = diag{Φ1} − Φ and η = 1 − γ/N . Since 0 < η < 1/N − 1 for all γ ∈ (0, 1), W satisfies the conditions given in (8). The Lemma shows that, unlike the individual weight matrices, 1 is both a left and right eigenvector of the average weight matrix. Moreover, the spectral radius of the weight matrix is less than unity, a property that will prove useful throughout the rest of the paper. IV. C ONVERGENCE



OF



B ROADCAST G OSSIP



In this section, we will study the convergence of asynchronous broadcast gossip algorithms. We will not restrict ourselves here to any particular algorithm; but rather consider convergence of the iteration governed by a product of random matrices, each of which satisfies certain properties discussed in the previous section. A. Convergence in the Expectation We consider the convergence in expectation of the broadcasting gossip algorithm in the following. The next result reveals that, although the sum is not preserved per iteration, it is preserved in expectation. Proposition 1. The limiting random vector obtained through broadcast gossip iterations is, in expectation, equal to the average of initial node measurements, i.e., n o 1 E lim x(t) = 11T x(0). (12) t→∞ N Proof: By Lebesgue dominated convergence theorem, we have n o E lim x(t) = lim E {x(t)} . (13) t→∞



t→∞



Moreover, since W (t)’s are i.i.d., we obtain lim E{x(t + 1)} = lim W t x(0).



t→∞



t→∞



(14)



We, hence, see that we need to have limt→∞ W t = (N )−1 11T . The conditions required to have this property are given by W 1 = 1, 1T W = 1T , ρ(W − J) < 1 [5]. Since



Lemma 2 indicates that these conditions are satisfied, the proof is complete. The proposition indicates that the limiting random vector that the broadcasting gossip algorithm achieves is, as desired, in expectation, equal to the initial node measurement average vector.



E{||β(t + 1)||22 |β(t)} = β(t)T E{Y (t)T Y (t)}β(t)



B. Convergence in Second Moment Since the sum is not preserved throughout broadcast gossip iterations, instead of tracking the distance to the average like the gossip-based algorithms, we use a more useful measure of consensus for the sequence x(t). We define β(t) to be the vector of deviations of the components of x(t) from their average. This can be expressed in component form as βi (t) = xi (t) − x(t), or as β(t) = x(t) − Jx(t) = (I − J)x(t).



(15)



This is a measure of relative deviation of the node values from their average. Let || · ||2 and N denote the ℓ2 norm of its argument and the set of extended integer numbers, respectively. Now, consider the following Lemma that gives necessary and sufficient conditions on β(t) that would indicate that there is a consensus. Lemma 3. There is a consensus at time-slot T ∈ N of broadcast gossip iterations if and only if E{||β(T )||22 } = 0. Proof: If there is a consensus at time-slot T , then, x(T ) = c1 for some c ∈ R. Then, c β(T ) = (I − J)c1 = c1 − 11T 1 = 0 (16) N since 1T 1 = N . By the properties of the norm and statistical expectation, we have β(T ) = 0 ⇒ ||β(T )||22 = 0 ⇒ E{||β(T )||22 } = 0. Now, if E{||β(T )||22 } = 0, then, since ||β(T )||22 ≥ 0, we have ||β(T )||22 = 0 ⇒ βi (T ) = 0, ∀i. Thus, xi (T ) − x(T ) = 0, ∀i ⇒ xi (T ) = x(T ), ∀i indicating that x(t) = c1 where c = x(T ). Thus, if the expectation of the norm of the deviation vector converges to zero then the node values converge to a consensus. Let λi (·) denote the ith ranked eigenvalue of its argument. In the following, we present a sufficient condition guaranteeing the convergence of the expectation of the deviation vector norm to zero. Lemma 4. The expectation of the norm of the deviation vector of the broadcast gossip, i.e., E{||β(t)||22 }, converges to zero if λ1 (E{W (t)T (I − J)W (t)}) < 1



(17)



where I denotes the identity matrix. Proof: Utilizing the properties of W (t) matrices, we find that the deviation vector obey the following recursion with probability one: β(t + 1) = (W (t) − JW (t))β(t).



based algorithms as expected since the algorithm and the aim of the proof is different. Denoting Y (t) = (W (t) − JW (t)) to simplify the presentation yields β(t + 1) = Y (t)β(t). Now, taking the expected norm of β(t + 1) given β(t) and using the fact that ||u||22 = uT u for u ∈ RN , yields



(18)



Of note is that this iteration is different that the one tracking the distance to initial node measurements average in gossip-



T



≤ λ1 (E{Y (t) Y



(t)})||β(t)||22



(19) (20)



where the last line follows from the Rayleigh–Ritz theorem and using the fact that all Y (t)T Y (t) matrices are symmetric. Then, repeatedly conditioning and using the linear iteration obtained above, we have, E{||β(t)||22 } ≤ λt1 (E{Y (t)T Y (t)})||β(0)||22 .



(21)



Thus, now we can note that limt→∞ E{||β(t)||22 } = 0 if λ1 (E{Y (t)T Y (t)}) < 1. The sufficiency condition then reduces to, after some algebraic manipulations, the one stated in the Lemma. Note that this condition, λ1 (E{W (t)T (I − J)W (t)}) < 1, due to the fact that it is derived for ensuring the convergence of the deviation vector not the distance to initial node measurements average vector and for a different algorithm, is different than the convergence condition obtained for the standard gossip algorithms where one only need to have λ2 (E{W (t)T W (t)}) < 1 to ensure the second–order convergence to the initial node measurements average [5], [7]. The following lemma which consider the expectation of the second moment of the weight matrices will prove useful for stating the main result of this subsection. Lemma 5. The second moment of the weights matrices, denoted as W ′ = E{W (t)T W (t)}, is given by 2γ(1 − γ) 2γ(1 − γ) diag{Φ1} + Φ N N and, for all γ, W ′ satisfies the properties given in (9). W′ = I −



(22)



Proof: From the per-node weight matrices, we obtain  1 + |Ni |(1 − γ)2 k=j=i     γ(1 − γ) k ∈ Ni , j = i    T γ2 j ∈ Ni , k = j {W (i) W (i) }jk = γ(1 − γ) j ∈ Ni , k = i     1 j 6∈ Ni , k = j    0 elsewhere (23) where W (i) denotes the weight matrix corresponding to the case where node i’s clock ticks. Therefore, the average is   |N |  1 − Nj 1 − (1 − γ)2 − γ 2 k=j    2γ(1−γ) k ∈ Nj ′ N = Wjk . 2γ(1−γ)  j ∈ Nk  N   0 elsewhere (24) Then, (22) follows. As we noted before, (22) is the representation of W ′ in terms of graph Laplacian. Since 0 



2γ(1 − γ)/N < 1/N − 1 for all γ, W ′ satisfies the properties given in (9). An interesting observation is that W ′ is equal to W for γ = 1/2. In the following, we show that the broadcasting gossip algorithm satisfies the sufficiency condition required achieve consensus in the second moment.



the pieces together. Observe the followings for any ǫ > 0: n o n o Pr lim x(t) = c1 = Pr lim ||β(t)||22 = 0 (29) t→∞ t→∞ n o = 1 − Pr lim ||β(t)||22 ≥ ǫ (30) t→∞



E{limt→∞ ||β(t)||22 } ≥(a) 1 − ǫ 2 lim E{||β(t)|| t→∞ 2} =(b) 1 − ǫ =(c) 1



Proposition 2. The broadcast gossip algorithms satisfies the fact that λ1 (E{W (t)T (I − J)W (t))} < 1. Proof: First, note that the eigenvalue of interest is the maximum eigenvalue of expectation over positive semidefinite matrices since (W (i) )T (I − J)W (i) = ((I − J)W (i) )T ((I − J)W (i) ). This indicates that λ1 (E{W (t)T (I − J)W (t)}) ≥ 0. Moreover, let WJ′ = E{W (t)T JW (t)} and observe the following λ1 (W ′ − WJ′ ) = max uT W ′ u − uT WJ′ u 2 ||u||2 =1



(25)



where the above follows from Lemma 5 and the variational definition of eigenvalues (Note that W ′ − WJ′ is a symmetric matrix). Recall that max||u||22 uT W ′ u = 1 for u = u1 = √ 1/ N 1 which is the eigenvector corresponding to the unit eigenvalue. Of note is that for all {u : u ∈ RN , ||u||22 = 1, u 6= u1 }, we have uT W ′ u < 1 which implies that λ1 (E{W (t)T (I − J)W (t)}) < 1 since uT WJ′ u ≥ 0 for all u ∈ RN (Note that the expectation is taken over positive semidefinite matrices). Thus, the task reduces to show that for u = u1 , we still have λ1 (W ′ − WJ′ ) < 1. For u = u1 , equation (25) reduces to uT1 W ′ u1 − uT1 WJ′ u1 = 1 − uT1 WJ′ u1 < 1



(26)



uT1 WJ′ u1



where the last inequality follows from the fact that > 0 since all entries of the WJ′ matrix is nonnegative (note that the expectation is taken over nonnegative entry matrices). Thus, uT W ′ u − uT WJ′ u < 1 for all {u : u ∈ RN , ||u||22 = 1}, indicating that max||u||22 =1 uT W ′ u − uT WJ′ u < 1, which, in turn, yields λ1 (E{W (t)T (I − J)W (t)}) < 1.



(31) (32) (33)



where (a) follows from Markov’s Inequality, (b) follows from Lebesgue dominated convergence theorem and (c) from Lemma 3. The above set of equations indicate that the consensus is almost surely achieved, i.e., Pr {limt→∞ x(t) = c1} = 1. Finally, the proof, after recalling Proposition 1, is completed. The theorem indicates that the broadcasting gossip algorithms achieve consensus with probability one, and the consensus value is, in expectation, equal to the desired value, i.e., average of initial nodes measurements. V. P ERFORMANCE A NALYSIS OF B ROADCAST G OSSIP A LGORITHMS In this section, we first consider the mean-square error performance of the broadcast gossip algorithms and study the effect of the mixing parameter on the convergence and meansquare error. We derive an upper bound on the limiting meansquare error performance. Moreover, we prove an upper bound on the discrete time (or equivalently, number of clock ticks) required to get within ǫ of the consensus c1, c ∈ R. Finally, we examine the communication complexity of the broadcast gossip algorithms to achieve a certain distance to consensus. A. Mean Square Error Since, in general, the broadcast gossip algorithms do not converge to the initial node measurements average, i.e., c 6= (N )−1 1T x(0), it is of interest to consider the distance of the consensus value to x(0). In the remaining, we use α(t) = x(t) − Jx(0)



(34)



C. Convergence to Consensus



to denote the difference between the state vector at time step t and the average of initial node measurements.



Given the results of Section IV-A and IV-B, we are now in the position of stating our main result.



Lemma 6. Let E{||α(t)||22 } denote the mean square error at time step t. Then,



Theorem 1. The broadcast gossip algorithms converge, almost surely, to a consensus, i.e., n o Pr lim x(t) = c1 = 1 (27)



(i) The mean square square error iteration obeys a recursion given as:



t→∞



for some c ∈ R where E{c} =



1 T 1 x(0). N



E{||α(t + 1)||22 } ≤ (1 − λ2 (W ′ ))E{||Jα(t)||22 }



+ λ2 (W ′ )E{||α(t)||22 }.



(35)



(ii) The following holds: (28)



Proof: At this stage of development, we just need to put



x(t) 6= c1 ⇔ E{||α(t + 1)||22 } < E{||α(t)||22 } for some c ∈ R.



(36)



Proof: It is easy to see that α(t+1) = W (t)α(t) yielding the following recursion for the second moment:



0



10



E{α(t + 1)T α(t + 1)|α(t)} = α(t)T E{W (t)T W (t)}α(t)



(38)



= y(t)T Λy(t)



(39)



where we utilize the eigendecomposition of W ′ = V ΛV T and define y(t) = V T α(t). Of note is that given α(t), y(t) is also given. Then, we have the followings:



Per Node MSE−Variance



(37) = α(t)T W ′ α(t)
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Fig. 1. Per node MSE and variance of broadcast gossip algorithm at the 5000th clock tick for varying mixing parameter, i.e., γ ∈ {0.1, 0.3, . . . , 0.9}.



2



λi (W )|yi (t)|



(41)



i=2



N X



per-node MSE and variance performance of the broadcast λi (W ′ )|yi (t)|2 gossip algorithms with respect to the parameter γ. The nodes i=2 are uniformly distributed over a unit square and their ini(42) tial values are initialized as uniformly distributed random N X values with unit variance. ′ 2 ′ 2 p Moreover, the connectivity radius ≤ (1 − λ2 (W ))|y1 (t)| + λ2 (W ) |yi (t)| (43) is chosen as R = log(N )/N . Figure 1 gives the peri=1 node MSE ((N )−1 ||x(t) − Jx(0)||22 ) and per-node variance ′ 2 ′ 2 = (1 − λ2 (W ))|y1 (t)| + λ2 (W )||y(t)||2 (44) ((N )−1 ||x(t) − Jx(t)||2 ) for varying γ ∈ {0.1, 0.3, . . . , 0.9} 2 ′ 2 ′ 2 = (1 − λ2 (W ))||Jα(t)||2 + λ2 (W )||α(t)||2 (45) values at the 5000th clock tick. The plotted data points are ensemble average of 100 trials. It is interesting to note that perwhere the last line follows from the facts that ||y(t)||22 = node MSE performance appears to decrease with increasing T T T T y(t) y(t) = α(t) V V α(t) = α(t) α(t) = ||α(t)||2 γ. Conversely, the per-node variance at a given (large enough) 2 T 2 due to unitary decomposition and |y1 (t)| = |v1 α(t)| = iteration number appears to increase with increasing γ, i.e., −1 T T T 2 (N ) α(t) 11√α(t) = α(t) Jα(t) = ||Jα(t)||2 due to the the broadcast gossip is further away from consensus. Thus, fact that v1 = ( N )−1 1. This concludes the proof of the first the plot suggests that there is a trade-off between the peritem. node MSE and time taken to achieve consensus, and, in turn, Let us now consider the second item. Note that J is total communication cost. a paracontracting matrix with respect to ℓ2 norm since its symmetric and all its eigenvalues are in (−1, 1]. Thus, we B. Communication Cost to Achieve Consensus have In gossip-type algorithms, it is of crucial importance to Jx 6= x ⇔ ||Jx||22 < ||x||22 . (46) achieve consensus with minimal communication cost [5], [7], = (1 − λ2 (W ′ ))|y1 (t)|2 + λ2 (W ′ )|y1 (t)|2 +



Thus, if we can show that Jα(t) = α(t) if and only if x(t) = c1 for some c ∈ R, we are done. If x(t) = c1, then, Jα(t) = Jx(t) − Jx(0) = x(t) − Jx(0) = α(t)



(47)



2



where we used the facts that J = J and Jx(t)|x(t)=c1 = x(t). PN Now, if α(t) = Jα(t), then αi (t) = (N )−1 i=1 αi (t). Thus, α(t) = α(t)1. Since x(t) = α(t)+Jx(0) = α(t)1+x(0)1 = (α(t)+x(0))1 (48) we are done. Therefore, the proof of the second item is complete. The above Lemma reveals that the mean square error (MSE) recursion is a function strictly decreasing with time, and, converges when nodes converges to a consensus. In the following, through simulations, we investigate the



[8]. Since per iteration, broadcast gossip performs number of neighbors many state value update, one would expect significant decrease in the communication costs to achieve a given distance from consensus, compared to previously reported gossiping algorithms. Theoretical results proving this intuition is under investigation. However, in the following, we provide realistic numerical examples supporting this observation. In the following, as in [7], we compare the number of radio transmissions to achieve a certain distance from consensus of broadcast gossiping (with γ = 1/2, since this value appears to give the best empirical trade-off between MSE and convergence speed) with standard [5] (with uniform neighbor selection probability giving the optimal scaling behavior) and geographic [7] gossiping algorithms for various network sizes. Figure 2 depicts per-node variance versus the number of radio transmissions (each data point is an ensemble average of 100
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Fig. 2. Number of radio transmissions required to achieve a given distance (per node variance) from the consensus for N ∈ {50, 100}.



trials). The simulation configuration and setup is as in Section V-A. Of note is that each iteration requires one, two and the number of hops many radio transmissions, respectively, for broadcast, standard and geographic gossiping. Simulation results suggest that broadcast gossiping outperforms both protocols from the communication cost perspective. We also note that we exclude some complexities in geographic gossiping protocol, such as costs due to memory and routing operations. VI. C ONCLUDING R EMARKS In this paper, we proposed and studied broadcast gossip algorithms capable of exploiting the wireless media. We present conditions on the weights matrices that would guarantee convergence to consensus, and we show that the broadcast gossip algorithms achieve consensus with probability one. Moreover, the random consensus value is, in expectation, equal to the desired value, i.e, the average of initial node measurements. Noting that the network sum is not preserved at each broadcasting time-slot, we provide some theoretical and simulation results on the mean square error performance. Finally, we present numerical examples evaluating and comparing the communication cost of gossiping algorithms required to achieve a given distance to consensus. Of note is that, once can think some of the results presented here as a generalization of the gossip algorithms to the case where the communication is restricted to one-way but multiple state value updates (around the neighborhood of broadcasting node) occur at each iteration. R EFERENCES [1] C. C. Moallemi and B. V. Roy, “Consensus propagation,” IEEE Trans. Inf. Theory, vol. 52, no. 11, pp. 4753–4766, Nov. 2006. [2] W. Ren and R. Beard, “Consensus seeking in multiagent systems under dynamically changing interaction topologies,” IEEE Trans. Autom. Control, vol. 50, no. 5, pp. 655–661, 2005. [3] R. Olfati-Saber and R. Murray, “Consensus problems in networks of agents with switching topology and time delays,” IEEE Trans. Autom. Control, vol. 49, no. 9, pp. 1520–1533, Sep. 2004.



























[image: Broadcast Gossip Algorithms for Consensus]
Broadcast Gossip Algorithms for Consensus












[image: Weighted Automata Algorithms - Semantic Scholar]
Weighted Automata Algorithms - Semantic Scholar












[image: Weighted Automata Algorithms - Semantic Scholar]
Weighted Automata Algorithms - Semantic Scholar












[image: Gossip-based cooperative caching for mobile ... - Semantic Scholar]
Gossip-based cooperative caching for mobile ... - Semantic Scholar












[image: Fast exact string matching algorithms - Semantic Scholar]
Fast exact string matching algorithms - Semantic Scholar












[image: The WebTP Architecture and Algorithms - Semantic Scholar]
The WebTP Architecture and Algorithms - Semantic Scholar












[image: MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar]
MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar












[image: Adaptive Algorithms Versus Higher Order ... - Semantic Scholar]
Adaptive Algorithms Versus Higher Order ... - Semantic Scholar












[image: all pairs shortest paths algorithms - Semantic Scholar]
all pairs shortest paths algorithms - Semantic Scholar












[image: all pairs shortest paths algorithms - Semantic Scholar]
all pairs shortest paths algorithms - Semantic Scholar












[image: Minimax Optimal Algorithms for Unconstrained ... - Semantic Scholar]
Minimax Optimal Algorithms for Unconstrained ... - Semantic Scholar












[image: Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar]
Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar












[image: MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar]
MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar












[image: The WebTP Architecture and Algorithms - Semantic Scholar]
The WebTP Architecture and Algorithms - Semantic Scholar












[image: Modeling Timing Features in Broadcast News ... - Semantic Scholar]
Modeling Timing Features in Broadcast News ... - Semantic Scholar












[image: Early Experience with an Internet Broadcast ... - Semantic Scholar]
Early Experience with an Internet Broadcast ... - Semantic Scholar












[image: Modeling Timing Features in Broadcast News ... - Semantic Scholar]
Modeling Timing Features in Broadcast News ... - Semantic Scholar












[image: Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar]
Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar












[image: On Approximation Algorithms for Data Mining ... - Semantic Scholar]
On Approximation Algorithms for Data Mining ... - Semantic Scholar












[image: Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar]
Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar












[image: The Design Principles and Algorithms of a ... - Semantic Scholar]
The Design Principles and Algorithms of a ... - Semantic Scholar












[image: Two algorithms for computing regular equivalence - Semantic Scholar]
Two algorithms for computing regular equivalence - Semantic Scholar















Broadcast Gossip Algorithms - Semantic Scholar






Email:{tca27,mey7,as337}@cornell.edu. Abstractâ€”Motivated by applications to wireless sensor, peer- to-peer, and ad hoc networks, we study distributed ... 






 Download PDF 



















 134KB Sizes
 0 Downloads
 458 Views








 Report























Recommend Documents







[image: alt]





Broadcast Gossip Algorithms for Consensus 

Jun 17, 2009 - achieved. Finally, we assess and compare the communication cost ... tion of mobile autonomous agents [4], [5], and distributed data fusion in ...














[image: alt]





Weighted Automata Algorithms - Semantic Scholar 

The mirror image of a string x = x1 Â·Â·Â·xn is the string xR = xnxnâˆ’1 Â·Â·Â· x1. Finite-state transducers are finite automata in which each transition is augmented with an ...














[image: alt]





Weighted Automata Algorithms - Semantic Scholar 

A finite-state architecture for tokenization and grapheme-to- phoneme conversion in multilingual text analysis. In Proceedings of the ACL. SIGDAT Workshop, Dublin, Ireland. ACL, 1995. 57. Stephen Warshall. A theorem on Boolean matrices. Journal of th














[image: alt]





Gossip-based cooperative caching for mobile ... - Semantic Scholar 

Jan 26, 2013 - Once networks partition, mobile nodes in one partition cannot access the ... decreased because of the service provided by these cache nodes,.














[image: alt]





Fast exact string matching algorithms - Semantic Scholar 

LITIS, FacultÃ© des Sciences et des Techniques, UniversitÃ© de Rouen, 76821 Mont-Saint-Aignan Cedex, France ... Available online 26 January 2007 ... the Karpâ€“Rabin algorithm consists in computing h(x). ..... programs have been compiled with gcc wit














[image: alt]





The WebTP Architecture and Algorithms - Semantic Scholar 

satisfaction. In this paper, we present the transport support required by such a feature. ... Multiple network applications run simultaneously on a host computer, and each applica- tion may open ...... 4, pages 365â€“386, August. 1995. [12] Jim ...














[image: alt]





MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar 

solving some of the most astounding problems in Mathematics leading to .... Householder reflections to further reduce the matrix to bi-diagonal form and this can.














[image: alt]





Adaptive Algorithms Versus Higher Order ... - Semantic Scholar 

sponse of these channels blindly except that the input exci- tation is non-Gaussian, with the low calculation cost, com- pared with the adaptive algorithms exploiting the informa- tion of input and output for the impulse response channel estimation. 














[image: alt]





all pairs shortest paths algorithms - Semantic Scholar 

Given a communication network or a road network one of the most natural ... ranging from routing in communication networks to robot motion planning, .... [3] Ming-Yang Kao, Encyclopedia of Algorithms, SpringerLink (Online service).














[image: alt]





all pairs shortest paths algorithms - Semantic Scholar 

In this paper we deal with one of the most fundamental problems of Graph Theory, the All Pairs Shortest. Path (APSP) problem. We study three algorithms namely - The Floyd- Warshall algorithm, APSP via Matrix Multiplication and the. Johnson's algorith














[image: alt]





Minimax Optimal Algorithms for Unconstrained ... - Semantic Scholar 

Jacob Abernethyâˆ—. Computer Science and Engineering .... template for (and strongly motivated by) several online learning settings, and the results we develop ...... Online convex programming and generalized infinitesimal gradient ascent. In.














[image: alt]





Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar 

Keywordsâ€”matrix factorization, blind source separation, multiplicative update rule, signal dependent noise, EMG, ... parameters defining the distribution, e.g., one related to. E(Dij), to be W C, and let the rest of the parameters in the .... contr














[image: alt]





MATRIX DECOMPOSITION ALGORITHMS A ... - Semantic Scholar 

... of A is a unique one if we want that the diagonal elements of R are positive. ... and then use Householder reflections to further reduce the matrix to bi-diagonal form and this can ... http://mathworld.wolfram.com/MatrixDecomposition.html ...














[image: alt]





The WebTP Architecture and Algorithms - Semantic Scholar 

bandwidth-guaranteed service, delay-guaranteed service and best-effort service ..... as one of the benefits of this partition, network functions can be integrated ...














[image: alt]





Modeling Timing Features in Broadcast News ... - Semantic Scholar 

{whlin, alex}@cs.cmu.edu. Abstract. Broadcast news programs are well-structured video, and timing can ... better performance than a discriminative classifier. 1.














[image: alt]





Early Experience with an Internet Broadcast ... - Semantic Scholar 

lay parent changes over time, we direct the player to a fixed localhost:port URL which points to the overlay proxy run- ning at the same host. The overlay proxy handles all topol- ogy changes and sends data packets to the player as though it were a u














[image: alt]





Modeling Timing Features in Broadcast News ... - Semantic Scholar 

School of Computer Science. Carnegie Mellon University. 5000 Forbes Avenue .... TRECVID'03 best. 0.708. 0.856. Table 2. The experiment results of the classi-.














[image: alt]





Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar 

The analysis of the accelerometer data was used to identify frequencies associated with engine and propeller rotation. Frequency components not harmonically ...














[image: alt]





On Approximation Algorithms for Data Mining ... - Semantic Scholar 

Jun 3, 2004 - The data stream model appears to be related to other work e.g., on competitive analysis [69], or I/O efficient algorithms [98]. However, it is more ...














[image: alt]





Energy Separation Algorithms Applied to Sonar Data - Semantic Scholar 

The analysis of the accelerometer data was used to identify frequencies associated with engine and propeller rotation. Frequency components not harmonically ...














[image: alt]





The Design Principles and Algorithms of a ... - Semantic Scholar 

real-time applications such as the dynamic modification of large weighted grammars in the context of spoken-dialog applications, or for rapid creation of statistical gram- mars from a very large set of several million sentences or weighted automata. 














[image: alt]





Two algorithms for computing regular equivalence - Semantic Scholar 

data, CATREGE is used for categorical data. For binary data, either algorithm may be used, though the CATREGE algorithm is significantly faster and its output ... lence for single-relation networks as follows: Definition 1. If G = and = is an equiva


























×
Report Broadcast Gossip Algorithms - Semantic Scholar





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















