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Building an online domain-specific computing service over non-dedicated grid and cloud resources: the Superlink-online experience Mark Silberstein



Technion [email protected]



Abstract Linkage analysis is a statistical method used by geneticists in everyday practice for mapping disease-susceptibility genes in the study of complex diseases. An essential first step in the study of genetic diseases, linkage computations may require years of CPU time. The recent DNA sampling revolution enabled unprecedented sampling density, but made the analysis even more computationally demanding. In this paper we describe a high performance online service for genetic linkage analysis, called Superlink-online. The system enables anyone with Internet access to submit genetic data and analyze it as easily and quickly as if using a supercomputer. The analyses are automatically parallelized and executed on tens of thousands distributed CPUs in multiple clouds and grids. The first version of the system, which employed up to 3,000 CPUs in UW Madison and Technion Condor pools, has been successfully used since 2006 by hundreds of geneticists worldwide, with over 40 citations in the genetics literature. Here we describe the second version, which substantially improves the scalability and performance of first: it uses over 45,000 non-dedicated hosts, in 10 different grids and clouds, including EC2 and the Superlink@Technion community grid. Improved system performance is obtained through a virtual grid hierarchy with dynamic load balancing and multi-grid overlay via the GridBot system, parallel pruning of short tasks for overhead minimization, and cost-efficient use of cloud resources in reliability-critical execution periods. These enhancements enabled execution of many previously infeasible analyses, which can now be completed within a few hours. The new version of the system, in production since 2009, has completed over 6500 different runs of over 10 million tasks, with total consumption of 420 CPU years. Keywords-Grid and cloud computing, Volunteer grids, Online computing services



I. Introduction The study of disease etiology has always been at the heart of medical research. Understanding the root cause of a disease potentially improves treatment and facilitates finding the cure. It is believed that many diseases in humans originate in mutations in single or multiple genes, inherited by children from their parents. Today there are more than 6,000 known single-gene disorders, such as cystic fibrosis and Bowen-Conradi syndrome, which occur in about 1 out of every 200 births. Only about 50% of the genes causing these disorders have been identified. The number of diseases caused by multiple mutated genes is considered to be much larger. Identifying the affected genes is necessary not only for determining the biological mechanisms of a specific disease but also for understanding the functions of the genes themselves. Genetic linkage analysis is a well-established statistical technique for identifying disease-provoking genetic mutations. The main goal is to determine the areas of the DNA where such mutated genes are likely to reside, thereby narrowing the search scope for microbiological study. The computations are carried out by modeling the process of genetic inheritance using probabilistic (Bayesian) networks and evaluating the probability of the observed data given the model. However, the computational demands of exact and approximate inference in Bayesian networks are known to grow exponentially with the network parameters. Unfortunately, analyzing the large genetic datasets that are increasingly available in contemporary genetic research, results in complex Bayesian networks, and thus may require years of CPU time on modern CPUs. Parallel computing has been successfully applied to speed up linkage analysis computations on dedicated processors [1], [2]. Nonetheless, parallel linkage analysis tools are rarely used in practice due to their dependency on high performance execution environments, whose high cost and operation complexity limit their availability to specialized research centers.



Our genetic linkage analysis system, called Superlinkonline [3] speeds up computations by orders of magnitude by seamlessly distributing the computations over thousands of non-dedicated computers. It eliminates the need for expensive dedicated hardware and makes previously infeasible analyses accessible to geneticists worldwide for free. In our previous work we introduced techniques instrumental to the first version of the system, including: • A parallelization algorithm that splits the computations of the probability of evidence in Bayesian networks into a “bag” of independent tasks (briefly, BoT) for execution on unreliable resources [4] • The grid execution hierarchy scheduling algorithm for multiple BoTs, which combines multi-level feedback queue scheduling with the notion of resources reliability [5]. It improves system responsiveness when running multiple BoTs with vastly different demands Despite its success, with over 40 citations in genetics journals and over 300 active users, a number of issues in the first version of the system severely limited its scalability and prevented the growth necessary to satisfy the computing demands of its users. In particular, adding resources from more grids and clouds was impossible because of the scheduling and execution overheads, high management complexity, increased response time due to resource failures, and severe load imbalance between grids. In this paper we describe new methods implemented in the second, more efficient version of the system, which scales to tens of thousands of CPUs from dozens of different grids, including the Superlink@Technion community grid and EC2 cloud. Such a sharp increase in the available computing power is translated into the ability to process orders of magnitude more complex datasets, which has already been proved useful in a number of successful genetic studies. Several distinguishing features provide the key to these substantial performance improvements, and constitute the main contribution of this work. • A parallel algorithm for efficient pruning of very short tasks in a given BoT to avoid redundant task execution • Adaptive task replication for BoT turnaround time reduction • A Virtual Grid Hierarchy scheduling policy for multiple BoTs over multiple grids, enabling dynamic change of BoT priorities on reliable resources as a function of both the system load and BoT execution state • Integration of community BOINC [6]-managed grids via dynamic runtime estimation, task grouping and efficient correctness validation • Sophisticated cost-efficient use of the EC2 cloud for improving the BoT turnaround time by offloading tasks in the tail of the run to the reliable cloud resources The scalability improvements of the Superlink-online system would not have been possible without GridBot [7], a



Superlink-online WWW server



Workload Manager



Database



Work Dispatch Server



Dedicated cluster



Technion Campus Grid



OSG



Figure 1. Superlink-online production deployment



system for execution of BoTs over multiple grids. GridBot is capable of accumulating large amounts of computing power by dynamically establishing an overlay in different grids, while requiring no prior coordination with grid administrators or deployment of additional software in the grids. Furthermore, community grid resources are integrated with all the others, forming a unified work-dispatch framework. GridBot enables complex runtime policies for achieving rapid turnaround of BOTs, including resource matching, job replication, resource prioritization and dynamic bundling. In this work we demonstrate how GridBot can be used to build a production computing service. Since the production deployment of the second version in 2009, Superlink-online has run on over 45,000 nondedicated hosts, in 10 different grids, including the Open Science Grid, EGEE, UW Madison, Technion Condor pools, the EC2 cloud, and the Superlink@Technion community grid (See Figure 1). It has completed over 6500 different real analyses with total CPU consumption of 420 CPU years by millions of tasks. The paper is structured as follows. In the next section we describe the computational problem, the parallelization algorithm used, and the GridBot architecture and its capabilities. Then we describe the techniques that led to substantial performance improvements, which are demonstrated experimentally in the results section. We conclude with the summary of related work.



II. Background A. Genetic linkage analysis Genetic linkage analysis requires computation of a logarithm of odds (LOD), defined as log10 (LHA /LH0 ), where LHA is the likelihood of a hypothesis that a diseaseprovoking gene(s) resides at some reference location, and



LH0 is the likelihood of the hypothesis that this gene resides elsewhere. The computations are carried out by modeling the process of genetic inheritance using probabilistic (Bayesian) networks and evaluating the probability of the observed data given the model. The computational problem at hand can be represented as the following expression:
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where X = {x1 , x2 , . . . , xn |xi ∈ N} is a set of nonnegative discrete variables, Ψi (Xi ) is a function Nk → R from the subset Xi ⊂ X of these variables of size k to the reals, and m is the total number of functions to be multiplied. Functions are specified by a user as an input. A product of functions is defined as a tensor product of the multidimensional matrix representations of these functions. Summation over a variable x in a function Φ is defined as the superposition of all sub-matrices in the function table corresponding to different values of x, which results in eliminating x from the table and reducing its dimension. See [8] for further details on this computational model for linkage analysis.
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Figure 2. GridBot high level architecture



called conditioning and the variables used for splitting the computations conditioning variables. Observe that such a parallelization method may incur a non-negligible amount of redundant computations: the functions not depending on x1 will be multiplied redundantly several times for each value of x1 . To minimize the negative impact of this redundancy, we search for the conditioning variables which result in the smallest number of redundant computations. We refer to [13] for more details.



B. Serial algorithm C. GridBot system The problem of computing Eq. 1 is known to be #Phard [9]. One possible algorithm for computing this expression is called variable elimination [10]. This algorithm eliminates variables one by one, by first grouping the functions containing a given variable x, multiplying them and summing over x, thus eliminating it from the product. The complexity of the algorithm is fully determined by the order in which variables are eliminated. Finding an optimal elimination order is NP-complete [11]. We use an approximate stochastic algorithm by Fishelson [12]. The algorithm can be stopped at any point, and it produces better results the longer it executes, converging faster for smaller problems. 1) Parallel algorithm: Our algorithm enables embarrassingly parallel execution and provides the required scalability and resilience to failures. We explain the algorithm on the following example. Consider Eq. 1. We represent the first summation over x1 in Eq. 1 as the sum of the results of the remaining computations, performed for every value of x1 . This effectively splits the problem into a set of independent subproblems having exactly the same form as the original one, but with the complexity reduced by a factor approximately equal to the number of values of x1 . We use this principle recursively to create subproblems of the desired complexity. Each subproblem is then executed independently, with the final result computed as the sum of all partial results. This method of computing Eq. 1 is



GridBot [7] is a distributed system for efficient scheduling and execution of multiple arbitrary-sized BoTs in compound multiple-grid environments. GridBot is capable of unifying computing resources from a variety of computing environments, ranging from compute clusters, international collaborative grids (e.g. the Open Science Grid), community grids, and cloud computing systems (EC2) to form a single dynamically-provisioned virtual cluster employed through unified policy-driven work-dispatch mechanisms. The GridBot architecture is depicted in Figure 2. The overlay constructor is responsible for establishing and maintaining the overlay of execution clients. These clients, invoked on the grid resources instead of the actual tasks, connect back to the work-dispatch server to fetch the tasks or report results. The server is not allowed to connect to the clients, thus ensuring compatibility with those grids where in-bound traffic initiated from the public network is entirely disallowed. The overlay constructor dynamically provisions the number of clients to be submitted to each grid depending on the number of waiting tasks in the workdispatch queue, the size, availability and local policy of the grids, and also the number of the active clients in the community grids. It distributes the resource requests to several submitters, each maintaining the required number of executing clients in the respective grids. The work-dispatch server schedules the tasks over



the virtual cluster created by the overlay constructor. It enables a number of techniques for rapid turnaround and flexible multi-BOT scheduling in this heterogeneous largescale environment. The most important ones are: 1) A resource matching policy for specifying resources that can execute a given task; 2) A task replication policy for speculative execution of multiple copies of the same task to shorten BoT turnaround time; 3) A resource prioritization policy for allowing some tasks to be dispatched ahead of the others on specific hosts, thus enabling multi-BoT scheduling policies; These policies are represented as binary or real-valued functions of the system state, BoT properties and execution state, the state of different task replicas in the BoT, as well as statistical properties of the resources learned by the system at runtime. All the properties are gathered and updated dynamically, allowing for automatic adjustment of the execution behavior to the rapid changes in the system conditions. We refer the interested reader to [7] for more details.



III. Large-scale parallel execution of linkage analysis In the previous section we outlined the basic building blocks which, in principle, enable implementation of a large-scale parallel computing service for linkage analysis. In fact, a naïve approach would be to parallelize a given input into as many tasks as possible and to subsequently run the resulting BoT on the grid resources via GridBot. This idea is, clearly, impractical, for the following reasons: 1) Parallel execution in grids incurs high per-task overhead, such as queuing time, data transfer over Wide Area Networks, and task dispatch overhead. The choice of the right task granularity when parallelizing the analysis problem is crucial to good performance. 2) Grid resources are non-dedicated; hence, a running task may be evicted by the resource owner at any time. Checkpoint-restart cannot be used for linkage analysis tasks due to their large intermediate state. Thus, the evicted task is restarted from the beginning on another available resource, greatly increasing the turnaround time of BoTs with fewer tasks because these are dominated by their slowest task. Such a slowdown, known as the BoT tail phenomenon, occurs toward the end of the run when all the tasks are dispatched and running. 3) The system input may range from CPU years to a few seconds-long runs. In fact, over 70% of the real analysis requests are quite short [5]. However, longer runs may significantly delay the shorter ones



by occupying all the available resources, leading to unsatisfactory user experience. 4) Community grids impose additional constraints on the submitted tasks. One important problem is validation: community grid resources sometimes produce numerically incorrect results. A common technique is to run multiple replicas of each task (or a subset of all tasks) on different resources and rerun tasks with inconsistent results. However, this method wastes resources and increases the BoT turnaround time. In the following we show our solutions to these problems as well as additional mechanisms to improve grid performance.



A. Task granularity aware parallelization The parallelization algorithm described in Section II-B1 enables, in principle, creation of BoTs with any required task granularity. Our goal is to achieve single task granularity ranging from a few minutes to two hours. We found that the task eviction probability is significantly lower for tasks shorter than two hours, whereas the work dispatch server can handle up to 30 concurrent requests per second. For larger loads the Technion firewall automatically blocks the respective server port, classifying the incoming connections as a DDoS attack. Hence, to limit the server request rate to at most 30 concurrent requests with about 10,000 active clients, each task should be at least 350 seconds long. The challenge is to determine the runtime of a task without actually executing it. Recall that the algorithm for producing the exact runtime prediction from the genetic data is NP-hard. We take advantage of the any-time heuristic algorithm for finding the elimination order of computations, as described in Section II-B. 1 As a byproduct, this algorithm produces an approximate measure of the computational complexity of the given elimination order. The algorithm can be stopped at any time to obtain the upper bound on the complexity. We run a few iterations of the algorithm to quickly separate the inputs which are too short (a few seconds long) and should be executed sequentially, from those that may require parallelization. For the latter, the algorithm is allowed to run longer, and is parallelized itself on a few dedicated CPUs. Unfortunately, the heuristic algorithm alone cannot obtain reliable runtime estimate: it tends to overestimate the complexity and may lead to the generation of too small tasks. We can further improve that by actually running a small portion of tasks in a BoT to obtain the true runtime estimates, and adjust the granularity as necessary. Note, however, that such sampling is effective if the tasks of the 1 The idea of the granularity-aware parallelization of genetic analysis tasks was briefly presented in our previous work [13] and is provided here in detail for completeness.



same BoT have similar running times. It turned out that this assumption is true for the BoTs used in the linkage analysis computations, but only after pruning of zero-probability tasks, as will be described next.



B. Pruning zero-probability tasks We observed that for many genetic inputs, the tasks in the resulting BoTs can be classified by their running time into two main groups: those which run for a few seconds only, regardless of what was predicted by the time estimation heuristic described above, and those which are consistent with the heuristic estimate. It turned out that these tasks correspond to the sub-problems which yield zero probability, and thus are quickly identified by the serial algorithm used for running a single task. Apparently, since the BoT execution outcome is the sum of the results of all its tasks, these zero-probability tasks do not actually contribute to the final result. The execution overhead in the case of such short tasks significantly outweighs the effective payload. Furthermore, these tasks increase the load on the dispatch server, thereby increasing the dispatch latency for other, more useful tasks. One solution would be to run all the tasks in a BoT with a short timeout, just to find out whether a task produces zero probability. However, the number of short tasks for a given BoT is unknown. Consequently, even with a timeout of 1 second per task, running such a test for one million tasks would be prohibitively slow. We thus devised a parallel pruning algorithm for efficient detection of zero-probability tasks. The algorithm receives the set of all tasks in a BoT, and determines for each whether its result is zero. However, instead of computing everything from scratch for each task, it only performs the incremental computations, reusing most of the partial results from the previous one. The algorithm is also trivially parallelized by dividing sets of tasks between different computers. While the pruning algorithm requires additional computations, it often reduces the number of tasks by more than an order of magnitude, as we will show in the Results section.



C. Task replication Task replication is a known technique for improving turnaround time of tasks in an environment with faulty resources. It results in execution of an additional instance of a task in parallel with the running instance, thereby increasing the chances of the task to complete if one of the instances fails. The key to the efficiency of this approach is to avoid excessive replication. Otherwise, the turnaround time of BoTs whose tasks are being replicated may actually increase, and also the other running BoTs competing for the resources will suffer as well.



The task replication policy determines when and which running tasks are to be replicated. The GridBot system enables a dynamic replication policy, which can be parametrized by system properties as well as the properties of other running replicas of the same task. The policy is specified by a user as a Boolean function of these parameters. It is periodically evaluated for every running task in a given BoT starting from the BoT tail, namely, from the moment when no tasks of that BoT left waiting for execution. We choose the following policy. A task is replicated if the number of existing replicas is below some threshold N and other replicas are running on resources whose failure probability is above some threshold F . N depends on how close the BoT to completion: the fewer tasks left, the faster we want the BoT to complete, and hence more replicas are allowed. Similarly, F depends on the ratio between the expected running time of a replica to the actual running time on a given resource: the longer the task is running on a resource, the less confident we become that it will succeed, and hence the lower F becomes. Note that the policy avoids replicating tasks running on reliable computers, but it does not prevent new replicas from being invoked on unreliable resources, possibly causing excessive replication. To address this problem we complement the replication policy with a matching policy which disallows invocation of a task on resources whose failure probability is higher than the failure probability of resources already executing the other replicas of that task. The policy described here is used when the system is executing only few BoTs. However an increase in the number of BoTs might trigger a less permissive policy. Other events that might lead to a dynamic policy change include a sudden drop in the number of available resources or an unusually high failure rate. Further details on the performance of alternative replication policies are provided in the Results section.



D. Virtual execution hierarchy As mentioned, the analysis requests arriving to the system may have vastly different computational requirements, ranging from seconds to years of CPU time, with the majority being rather short. Slowdown of shorter runs due to the execution of longer ones affects the system responsiveness. The typical solution is to prioritize the shorter runs, as in the Shortest Processing Time First policy (SPTF). However, SPTF would work well in a dedicated environment without resource failures. With non-dedicated resources at our disposal, slowdown of shorter BoTs may be due to their execution on resources with a higher probability of failure, or resources that may delay the task’s execution, as is sometimes the case with the community grid resources.



In the previous work [5] we introduced a concept of execution hierarchy, which combines the SPTF approach with the notion of the resource reliability, i.e., the probability of a resource to return result without delays. The hierarchy is formed by classifying the resources according to their reliability: the higher the reliability, the higher the resource in the hierarchy. In grids, more reliable resources are fewer, hence higher levels of the hierarchy contain less resources, but their number grows toward the bottom. According to the execution hierarchy scheduling, BoTs with higher demands are scheduled on lower levels of hierarchy as being more tolerant to resource failures and execution delays. Shorter BoTs, on the other hand, are scheduled on higher levels. BoTs at the same level of the hierarchy are served using FIFO policy. Our original implementation suffered from two limitations: (1) the hierarchy levels were formed statically by different grids, assuming the same reliability for all resources in a given grid; (2) a given BoT could be executed only on a single level of the hierarchy, requiring its forceful preemption and migration to another hierarchy level. These limitations became critical with the growth in the number of grids in the system, as they caused fragmentation and underutilization of resources. We leverage the GridBot system to overcome these problems. We use GridBot’s priority policy mechanism, which allows tasks to have different priorities on different resources. The resource reliability is learned by the GridBot system from the execution history, and is used to determine the effective priority of a task on a given resource as follows. The tasks of shorter BoTs are prioritized on more reliable resources, thereby allowing more predictable execution. Larger BoTs are always preferred on less reliable resources and are invoked there first. However, when the reliable resources are not used by shorter BoTs, the tasks of larger BoTs are invoked on the reliable resources, thus spanning all hierarchy levels and avoiding underutilization. Arrival of shorter BoTs results in eviction of the tasks of the BoTs having lower priority, with several CPUs being reserved specifically for the short BoTs. The relative priority of a given BoT changes as a function of its size. As more tasks complete, the remaining tasks in a BoT will gain priority on more reliable resources. Such a dynamic priority update effectively moves the BoT to a higher level in the execution hierarchy without any overhead. Observe also that this mechanism allows resources from different grids to occupy the same levels of the hierarchy, thereby avoiding fragmentation at the grid boundaries.



E. Result validation in community grid In this section we focus on the result validation problem in community grids. Without proper validation of results



community grids cannot be employed. We found that up to 10 numerically incorrect results are produced per 100,000 tasks, when executed in the Superlink@Technion community grid with about 10,000 concurrently active hosts. Not only do such results originate in different hosts, but some of these hosts produced correct results in the past. Thus, it is difficult to use history-based analysis to detect which hosts are currently producing the incorrect results. We designed an application-specific method for detecting incorrect results with high probability. This scheme avoids the resource waste caused by the classical validation schemes which execute the same task several times. In linkage analysis, the result is a probability; thus it must be between zero and one. We also observed that a vast majority of the results produced by the tasks of the same BoT are within three standard deviations of the average over all the results of the tasks in the BoT. A task which produces results outside of this range is re-executed to make sure that the result is correct. The results within the legal range are considered correct and are not re-executed. This technique assumes that most of the hosts produce correct results and do not attempt to cheat, which is usually true. Its only limitation is its inability to detect incorrect results that fall into the allowed range of values. While in theory, the probability of such an event is not zero, we did not encounter it in our experiments, in which we executed 3 million tasks, each executed three times.



F. Use of EC2 cloud resources The GridBoT system naturally integrates cloud resources into its virtual cluster. When the request is made by the overlay constructor, the respective grid submitter invokes a new EC2 instance pre-installed with the GridBot’s execution client. In principle, cloud resources could be used in our system to speed up a given analysis if the user who submitted it is willing to pay. Observe, however, that the number of CPUs one typically buys from cloud providers usually does not exceed few hundreds. This number is clearly much smaller than the size of large-scale grids, and in particular community grids, some with tens of thousands of CPUs. Thus adding the cloud resources might yield very limited speedup, where as the costs grow substantially. We suggest an alternative way of utilizing clouds by leveraging the high reliability of cloud resources, and not only their raw CPU power. As noted, BoT slowdown is most significant toward the end for the run, i.e. when the BoT is in the Tail. All the tasks of a BoT are running and a single failure will increase the total BoT turnaround time. If, however, some of the running tasks are replicated and sent to the cloud resources, they are guaranteed to complete. Thus, even few costly but reliable resource used in the tail may significantly speed up the execution.



In the Results section we experimentally demonstrate the impact of different policies on BoT turnaround time and execution costs.



IV. Results In this section we provide experimental evidence of overall system performance. We ran the experiments using the production system deployed over 10 different grids and the EC2 cloud, as shown in Figure 1. There are over 45,000 computers contributed to the computation over the last year, about 10,000 concurrently active. The performance of the original parallel algorithm and the benefits of overlay computing were shown in our previous work [7], [13]. Here we show the new results that are the focus of this work.



(a)



A. Executing large analyses Figure 3 shows a typical execution of the parallelized analysis over multiple grids with all the described mechanisms in place. The graph in Figure 3(a) shows the number of incomplete tasks left in the queue from the moment the respective BoT is invoked until it completes. For clarity, it includes only the execution time in the grids, with the parallelization and preprocessing time excluded. Observe the almost linear form of the graph, in particular toward the end of the run. This suggests that, thanks to replication, the resource failures caused only minimal delay. The graph in Figure 3(b) shows the relative contribution of each grid, expressed as the equivalent number of CPUs in a dedicated cluster. Different colors correspond to 10 different grids, with the main contributors being the Superlink@Technion community grid, the Open Science Grid, the UW Madison Condor pool and the Technion Condor pool. In a non-dedicated environment, the number of concurrently executing CPUs cannot be used to estimate the throughput because of task failures. To obtain a more realistic estimate, we periodically sampled the running time of 1000 recently finished tasks, and multiplied their average by the number of tasks consumed since the last sample. Observe that the contribution of the community grid (uppermost area in the graph) is often equivalent to that of all other grids together.



B. Efficiency of the pruning algorithm We analyzed 3000 different real analysis requests submitted into the Superlink-online system between September and November 2010, only 20 of which were large enough to reach the pruning, while the others required no or very limited parallelization. Figure 4 shows two measures of quality: pruning ratio and pruning utility. The former is the ratio of the number of



(b) Figure 3. Example of execution of an analysis parallelized into a 600,000-task BoT. (a) Number of incomplete tasks in a BoT over time; (b) estimate of the throughput per grid in the equivalent number of CPU-cores.



tasks before and after the pruning, and the later is the ratio of the portion of pruned tasks to the portion of the total running time that the pruning stage required. The purpose of the pruning utility is to assess whether the time devoted to the pruning stage was really well spent, in comparison to running all the tasks without pruning at all. A pruning utility of one and lower means that the pruning actually slowed down the execution. We see that in most cases pruning typically reduces the number of tasks by about an order of magnitude, and in one case by as high as the factor of 54. Note that while the performance improvements due to the pruning are important, in some cases it actually enables previously infeasible analyses. The run with the highest pruning ratio of 54 was initially parallelized into 1,000,000 tasks. Running it without pruning resulted in saturation of the network due to too short tasks and system failure. However, with pruning it was completed in 7 hours alone, 30 minutes of which were spent on pruning.
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Figure 4. Pruning algorithm statistics.



Replication Restrictive Permissive Disabled



D. Cost-efficient use of EC2



1480500 tasks pruned to 27126



Replicas (%) 11 73 0



Waste (%) 7 57 0



Turnaround 3.2h 4.2h 5.1h



Figure 5. Impact of task replication.



C. Impact of task replication



We evaluated how the replication policies affected the performance. In each run we invoked a single BoT with 30,000 tasks, 10-15 minutes each. We used all available grid resources (2,000 on average) except for those in the community grid. The results in the table below are averaged over five runs for each policy. The Permissive replication policy allowed up to 5 replicas per task, whereas the Restrictive one allowed replication only if one of the replicas was running on an unreliable host (error rate higher than 1%, no recent successful results) or longer than 30 minutes. We used the scheduling policy where only reliable hosts were used during the BoT tail phase to prevent creation of redundant replicas, as described in Section III-C. We also measured the percentage of tasks created during replication (Replicas column) and the percentage of tasks whose results were discarded as there was already one result available (Waste column) relative to the number of tasks in the run without replication. The results are presented in Figure 5. We see that the permissive replication policy is both wasteful (57% of the generated replicas are discarded) and inefficient compared to the restrictive one. The reason is that the replicas of the same task compete for the resources. We also see that at the expense of as little as %7 of CPU time waste we attain 1.6-fold improvement in the BoT turnaround time.



We compare the effect of different policies of using cloud resources on BoT turnaround and cost. The policies determine when the cloud resources are to be instantiated and which tasks are to be executed on them. GridBoT dynamically deploys up to 20 instances in the Amazon EC2 cloud when the user policy permits it 2 . The instances are kept active as long as they are executing tasks, and automatically shut down when idle at full hour boundaries. The experiments also used Condor pool resources at the University of Wisconsin, Madison. GridBoT automatically maintained constant computation capacity in the Condor pool by resubmitting new execution clients instead of the failed ones. The results of our experiments are presented in Figure 6. We consider two BoTs with 615 and 4916 tasks respectively, which were submitted by geneticists and executed by the production system. We execute them again using different policies. The results are averaged over three runs, excluding the runs where the number of active grid resources fluctuated widely. In experiments 1 and 2 we invoked the smaller BoT on 200 CPUs from the UW Madison Condor pool and 200 CPUs from Amazon EC2. We chose the "large instance" type, which have their computing capacity roughly equivalent to that of the resources in the UW Madison pool. The main difference in the runtime stems from the task failures in the grid, which did not occur in EC2 thanks to its dedicated resources. Experiment 3 shows the results of using a popular policy (referred to as P1) the EC2 resources are used together with the grid since the moment the run is started, and replication is disabled completely. This effectively increases the number of resources available by 10% for the whole run. Clearly this policy is much cheaper than that of using EC2 resources alone. In the remainder of this experiment we use the GridBoT replication mechanism to guide the use of EC2 resources. In each experiment we set a different maximum number of replicas allowed to be created for a task. A new replica is created if the previous one did not return on time. Only the last replica is sent to EC2. If the number of EC2 instances is below 20 and all of them are busy, a new resource is automatically instantiated. Replica creation is allowed only when the BoT is in the tail phase. In experiments 4 and 5 we allowed only the first replica (P2) and only the second replica (P3) to be sent to EC2 respectively. We see that P2 was not only more expensive but also slower than P1, because it generated too high load 2 We are grateful to Amazon for the grant, allowing us to experiment with the system, and enabling geneticists to employ Amazon resources free of charge
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Figure 6. Impact of different cloud usage policies on the BoT execution cost and turnaround on EC2 resources. Tasks that were aimed for EC2 were disallowed from being executed on grid resources. P3, on the other hand, was twice as cheap but only 20% slower than P1, thus making it more cost-efficient. When compared with the EC2-only run, a 40-fold saving in the cost results in only two-fold increase in the runtime, and twice as faster execution than the one using only the grid resources. Experiments 6-9 show similar results for larger BoTs. The same policies were used, adding one new policy P4, where only the third replica is submitted to EC2. This policy was not applied in the smaller run as the number of tasks which failed three times was too low to be statistically significant. Observe that while we use 1000 CPUs from the grid and only 20 from EC2, their impact on the performance and cost is quite significant. We see that the best policy P4 is not only 3 times cheaper, but also about 80% faster than the standard policy P1. We realize that a more systematic approach is required to find the optimal policies, but this is a subject of ongoing research beyond the scope of this paper.



( APST [14], Nimrod-G [15], Condor Master-Worker [16] among others). Recent work has reemphasized the importance of overlay computing concepts (also termed multilevel scheduling) [17]–[21]. However, unlike GridBot, these systems do not provide BoT-specific execution mechanisms, leaving their implementation to the application. Nor can they utilize community grids or grids with strict firewall policies. The idea of replicating tasks in failure-prone environments was investigated from both theoretical [22] and practical perspectives [23]–[27]. These papers propose the algorithms for replication and resource selection to reduce BoT turnaround. These works motivated the replication and scheduling policies in our system. Integration of different types of grids, including community grids, was also discussed by Cappello et al [28], and further developed by EDGeS [29] project. These works mostly focus on the system infrastructure, as opposed to the user-centric focus of the Superlink-online system. The use of cloud computing for scientific computations has been considered in several papers in the last few years. Some, such as [30], considered the raw cost of using the EC2 resources and concluded that these costs are often too high. Kondo et al. [31] provided a systematic comparison of EC2 versus community grids and determined when it becomes cost-effective to establish a community grid instead of renting the resources from the EC2 cloud. Condor [32] and SGE [33] systems enable extending the local grid into a cloud infrastructure when the amount of local resources is insufficient. However we are not aware of any work which considered a hybrid cost-efficient use of cloud resources in conjunction with grids. There has been much work on enabling access to high performance computing infrastructure for biologists via a Web interface. For example, the famous BLAST sequence alignment tool is offered by many organizations as a service, accessed via a simple Web interface (see, e.g., [34] for a list of sites). The services are typically backed by local clusters, or dedicated cloud resources such as Windows Azure [35]. However, to the best of our knowledge, Superlink-online is the first system which runs in compound non-dedicated environments and enables both interactive and large-scale runs at the same time.
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