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Bundle Method for Nonconvex Nonsmooth Constrained Optimization Minh Ngoc Dao Department of Mathematics and Informatics, Hanoi National University of Education, Hanoi, Vietnam; and: Institut de Mathématiques, Université de Toulouse, Toulouse, France [email protected]



The paper develops a nonconvex bundle method based on the downshift mechanism and a proximity control management technique to solve nonconvex nonsmooth constrained optimization problems. We prove its global convergence in the sense of subsequences for both classes of lower-C 1 and upper-C 1 functions. Keywords: Nonsmooth optimization, constrained optimization, bundle method, lower-C 1 function, upper-C 1 function.



1. Introduction Nonsmooth optimization problems appear frequently in practical applications such as economics, mechanics, and control theory. There are several methods for solving nonsmooth optimization problems, and they can be divided into two main groups: subgradient methods and bundle methods. We want to mention the latter ones because of their proven efficiency in solving relevant problems. Bundle methods were first introduced by Lemaréchal [12] and have been developed over the years based on subsequent works of Kiwiel [9], Lemaréchal, Nemirovskii, and Nesterov [13]. The main idea of bundle methods is to estimate the Clarke subdifferential [3] of the objective function by accumulating subgradients from past iterations into a bundle, and then to generate a trial step by a quadratic tangent program using information stored in the bundle. Extending Lemaréchal’s algorithm to the nonconvex case, Mifflin [16] gives a bundle algorithm using the so-called downshift mechanism for the nonsmooth minimization problem minimize f (x) subject to h(x) 6 0 where f and h are real-valued locally Lipschitz but potentially nonconvex functions on Rn . Subsequently, Mäkelä and Neittaanmäki [14] present a proximal 1
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bundle method for the above problem adding linear constraints. This method uses the improvement function F (y, x) = max{f (y) − f (x), h(y)} for the handling of the constraints. While these works use a line search procedure which admits only weak convergence certificates in the sense that at least one of the accumulation points of the sequence of serious iterates is critical, we are interested in using a nonconvex bundle technique along with a suitable backtracking strategy. This brings to stronger convergence certificates, where every accumulation point of the sequence of serious iterates is critical. Recently, Gabarrou, Alazard and Noll [7] showed a strong convergence for the case where f and h are lower-C 1 functions in the sense of [23, 22]. However, a convergence proof for upper-C 1 functions still remains open. In present framework we consider a more general constrained optimization problem of the form minimize f (x) subject to h(x) 6 0 (1) x∈C where f and h are real-valued locally Lipschitz but potentially nonsmooth and nonconvex functions, and where C is a closed convex set of Rn . For solving this problem, we propose a nonconvex bundle method based on downshifted tangents and a proximity control management mechanism, in which a strong convergence certificate is valid for both classes of lower-C 1 and upper-C 1 functions. Our work follows a classical line of bundling techniques [12, 9, 13, 19, 17], and develops the optimization method for constrained problems presented in [16, 14]. Instead of using the improvement function to deal with the presence of constraints, we address problem (1) through a progress function, which is motivated by an idea for smooth problems in [21] and was successfully extended to nonsmooth cases in [1, 7]. We slightly refine some elements of the bundle method, such as the exactness plane, the cutting plane and the management of the proximity control parameter in order to offer several advantages over previous methods. The motivation of this paper relies on the fact that many application problems are addressed by minimizing lower-C 1 functions. For instance, some problems in the context of automatic control are quite successfully solved in [19, 17, 18, 7, 5] by applying optimization techniques of bundle type to lower-C 1 functions. In particular, the problem of maximizing the memory of a system [5] can be reformulated as minimizing upper-C 1 functions. The rest of the paper is organized as follows. Sections 2–5 present elements of the proximity control algorithm. In Section 6 we introduce a theoretical tool in the convergence proof which is referred to as the upper envelope model. Some preparatory information on semismooth, lower-C 1 and upper-C 1 functions is given in Section 7. The central Sections 8, 9 prove global convergence of the algorithm.
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2. Progress function Following an idea of Polak in [21, Section 2.2.2], to solve problem (1) we use the progress function F (y, x) = max{f (y) − f (x) − µh(x)+ , h(y) − h(x)+ }, with µ > 0 a fixed parameter and h(x)+ = max{h(x), 0}. Here x represents the current iterate, and y is the next iterate or a candidate for the next iterate. Let ∂f (x) denote the Clarke subdifferential of f at x. For functions of two variables, the notation ∂1 stands for the Clarke subdifferential with respect to the first variable. We first remark that F (x, x) = 0. Moreover, F (·, x) is also locally Lipschitz, and by [4, Proposition 2.3.12] (see also [2, Proposition 9]),   if h(x) < 0, ∂1 F (x, x) = ∂f (x) (2) ∂1 F (x, x) ⊂ conv{∂f (x) ∪ ∂h(x)} if h(x) = 0,  ∂ F (x, x) = ∂h(x) if h(x) > 0, 1 where conv signifies convex hull, and where equality holds if f and h are regular at x in the sense of Clarke [3]. Recall that the indicator function of a convex set C ⊂ Rn defined by ( 0 if x ∈ C, iC (x) = +∞ otherwise, we have iC (·) is a convex function, and ∂iC (x) is the normal cone to C at x, NC (x) = {g ∈ Rn : g > (y − x) 6 0 for all y ∈ C}, if x ∈ C, and the empty set otherwise. It is worth to notice that if C is a polyhedral set having the form C = {x ∈ Rn : a> i x 6 bi , i = 1, . . . , m}, where ai and bi are respectively given vectors and scalars, then ∂iC (x) = NC (x) = {λ1 a1 + · · · + λm am : λi > 0, λi = 0 if a> i x < bi } for all x ∈ C (see [22, Theorem 6.46]). Motivated by [1, Lemma 5.1] and [2, Theorem 1], we now establish the following result. Lemma 2.1. Let f and h be locally Lipschitz functions, then the following statements hold. (i) If x∗ is a local minimum of problem (1), it is also a local minimum of F (·, x∗ ) on C, and then 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Furthermore, if x∗ is an F. John critical point of (1) then 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ) in the case where f and h are regular at x∗ .
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(ii) Conversely, if 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ) for some x∗ ∈ C then only one of the following situations occurs. (a) h(x∗ ) > 0, in which case x∗ is a critical point of h, called a critical point of constraint violation. (b) h(x∗ ) 6 0, in which case x∗ is an F. John critical point of (1). In addition, we have either h(x∗ ) = 0 and 0 ∈ ∂h(x∗ ) + ∂iC (x∗ ), or x∗ is a Karush–Kuhn–Tucker point of (1). Proof. (i) Let x∗ be a local minimum of problem (1), then h(x∗ ) 6 0, x ∈ C, which gives h(x∗ )+ = 0, and so F (y, x∗ ) = max{f (y) − f (x∗ ), h(y)}. Moreover, there exists a neighborhood U of x∗ such that f (y) > f (x∗ ) for all y ∈ U ∩ C satisfying h(y) 6 0. We will show that F (y, x∗ ) > F (x∗ , x∗ ) for all y ∈ U ∩ C. Indeed, if h(y) > 0 then F (y, x∗ ) > h(y) > 0 = F (x∗ , x∗ ). If h(y) 6 0 then f (y) > f (x∗ ), and therefore F (y, x∗ ) > f (y) − f (x∗ ) > 0 = F (x∗ , x∗ ). This means that x∗ is a local minimum of F (·, x∗ ) on C, which implies 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Now assume that x∗ is an F. John critical point of (1), i.e., there exist constants λ0 , λ1 such that 0 ∈ λ0 ∂f (x∗ ) + λ1 ∂h(x∗ ) + ∂iC (x∗ ), λ0 > 0, λ1 > 0, λ0 + λ1 = 1, λ1 h(x∗ ) = 0. Then if h(x∗ ) < 0, we have λ1 = 0, λ0 = 1, and by using (2), ∂1 F (x∗ , x∗ ) = ∂f (x∗ ), which implies 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). In the case where f and h are regular at x∗ , if h(x∗ ) = 0 then ∂1 F (x∗ , x∗ ) = conv{∂f (x∗ ) ∪ ∂h(x∗ )}, and thus 0 ∈ λ0 ∂f (x∗ ) + λ1 ∂h(x∗ ) + ∂iC (x∗ ) ⊂ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). (ii) Suppose that 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ) for some x∗ ∈ C. Then by (2), there exist constants λ0 , λ1 such that 0 ∈ λ0 ∂f (x∗ ) + λ1 ∂h(x∗ ) + ∂iC (x∗ ), λ0 > 0, λ1 > 0, λ0 + λ1 = 1. If h(x∗ ) > 0 then ∂1 F (x∗ , x∗ ) = ∂h(x∗ ), and so 0 ∈ ∂h(x∗ ) + ∂iC (x∗ ), that is, x∗ is a critical point of h.
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If h(x∗ ) < 0 then ∂1 F (x∗ , x∗ ) = ∂f (x∗ ), which gives λ1 = 0, and therefore x∗ is a Karush–Kuhn–Tucker point and also an F. John critical point of (1). In the case of h(x∗ ) = 0, we see immediately that x∗ is an F. John critical point of (1). If x∗ fails to be a Karush–Kuhn–Tucker point then λ0 = 0 and we get 0 ∈ ∂h(x∗ ) + ∂iC (x∗ ). The lemma is proved completely.  3. Tangent program and acceptance test In accordance with Lemma 2.1, it is reasonable to seek for points x∗ satisfying 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). We present our nonconvex bundle method for finding solutions of problem (1), which generates a sequence xj of estimates converging to a solution x∗ in the sense of subsequences. Denote the current iterate of the outer loop by x, or xj if the outer loop counter j is used. When a new iterate of the outer loop is found, it will be denoted by x+ , or xj+1 . At the current iterate x, we build first-order working models φk (·, x), which approximate F (·, x) in a neighborhood of x. These working models are updated iteratively during the inner loop, and have to satisfy the following properties for every k: • φk (·, x) is convex; • φk (x, x) = F (x, x) = 0 and ∂1 φk (x, x) ⊂ ∂1 F (x, x). The latter is valid when the so-called exactness plane m0 (·, x) = g(x)> (· − x) with g(x) ∈ ∂1 F (x, x) is an affine minorant of φk (·, x). Note that due to (2) we can choose g(x) ∈ ∂f (x) if h(x) 6 0, and g(x) ∈ ∂h(x) if h(x) > 0. Once the first-order working model φk (·, x) has been decided on, we define an associated second-order working model 1 Φk (·, x) = φk (·, x) + (· − x)> Q(x)(· − x), 2 where Q(x) is a symmetric matrix depending only on the current iterate x. Now we find a new trial step y k via the tangent program minimize Φk (y, x) + subject to y ∈ C



τk ky 2



− xk2



(3)



where τk > 0 is called the proximity control parameter. Note that this program is strictly convex and has a unique solution as soon as we assure Q(x) + τk I  0. In the sequel, we write ∂1 (φ(y, x) + iC (y)) for the Clarke subdifferential of φ(y, x)+iC (y) with respect to the first variable at y. Let us note that ∂1 (φ(y, x)+ iC (y)) ⊂ ∂1 φ(y, x) + ∂iC (y), and that equality need not hold. The necessary optimality condition for tangent program (3) gives 0 ∈ ∂1 (φk (y k , x) + iC (y k )) + (Q(x) + τk I)(y k − x).
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Therefore, if y k = x then 0 ∈ ∂1 φk (x, x) + ∂iC (x), and so 0 ∈ ∂1 F (x, x) + ∂iC (x) due to the fact that ∂1 φk (x, x) ⊂ ∂1 F (x, x). The consequence of this argument is that once 0 6∈ ∂1 F (x, x) + ∂iC (x), the trial step y k will always bring something new. From this time forth we suppose that 0 6∈ ∂1 F (x, x)+∂iC (x). Then y k 6= x, and since y k is the optimal solution of program (3), we have Φk (y k , x) + τ2k ky k − xk2 6 Φk (x, x), which gives Φk (y k , x) < Φk (x, x) = 0. In other words, there is always a progress predicted by the working model Φk (·, x), unless x is already a critical point of (1) in the sense that 0 ∈ ∂1 F (x, x) + ∂iC (x). Following standard terminology, y k is called a serious step if it is accepted as the new iterate, and a null step otherwise. In order to decide whether y k is accepted or not, we compute the test quotient F (y k , x) ρk = , Φk (y k , x) which measures the agreement between F (·, x) and Φk (·, x) at y k . If the current model Φk represents F precisely at y k , it is awaited that ρk ≈ 1. Fixing a constant 0 < γ < 1, we accept the trial step y k already as the new serious step x+ if ρk > γ. Here the inner loop ends. Otherwise y k is rejected and the inner loop continues. Remark 3.1. The algorithm assures that x+ ∈ C, F (x+ , x) < 0 and h(x+ ) < h(x)+ . Additionally, if the current iterate x is feasible, then the serious step x+ is strictly feasible and f (x+ ) < f (x), otherwise, h(x+ ) < h(x). Indeed, assume that the serious step x+ is accepted at inner loop counter k, which means x+ = y k ∈ C with ρk > γ > 0. This combined with Φk (y k , x) < 0 gives F (x+ , x) < 0, and so h(x+ ) < h(x)+ , using the fact that h(x+ ) − h(x)+ 6 F (x+ , x). If x is feasible, then F (x+ , x) = max{f (x+ ) − f (x), h(x+ )} < 0, which implies that f (x+ ) < f (x) and h(x+ ) < 0. Otherwise, h(x+ ) < h(x)+ = h(x), and in this case, a slight increase of f might occur but not exceeding µh(x). This helps our approach to avoid being trapped at an infeasible local minima of f alone, which is a possible advantage. 4. Working model update Suppose that y k is a null step, we will improve the next model φk+1 (·, x). Notice that the exactness plane is always kept in first-order working models. To make φk+1 (·, x) better than φk (·, x), we need two more elements, referred to as cutting and aggregate planes. Let us first look at the cutting plane generation. The cutting plane mk (·, x) is a basic element in bundle methods which cuts away the unsuccessful trial step y k . The idea is to construct mk (·, x) in the way that y k is no longer solution of the new tangent program as soon as mk (·, x) is an affine minorant of φk+1 (·, x). For each subgradient gk ∈ ∂1 F (y k , x), the tangent tk (·) = F (y k , x) + gk> (· − y k ) to F (·, x) at y k is used as a cutting plane in the case where F (·, x) is convex. Without convexity, tangent planes may be useless,
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and a substitute has to be found. We exploit a mechanism first described in [16], which consists in shifting the tangent down until it becomes useful for φk+1 (·, x). Fixing a parameter c > 0 once and for all, we define the downshift as sk = [tk (x) + cky k − xk2 ]+ , and introduce the cutting plane mk (·, x) = tk (·) − sk = ak + gk> (· − x), with ak = mk (x, x) = tk (x) − sk = min{tk (x), −cky k − xk2 }. Note that since y k 6= x, ak 6 −cky k − xk2 < 0. Remark 4.1. Let φk+1 (·, x) = max{mi (·, x) : i = 0, . . . , k}, then φk+1 (·, x) is convex, and φk+1 (x, x) = F (x, x) = 0, ∂1 φk+1 (x, x) ⊂ ∂1 F (x, x). Indeed, since φk+1 (·, x) is a maximum of affine planes, and mi (x, x) = ai < 0 = m0 (x, x) for i > 1, we get convexity of φk+1 (·, x), and also φk+1 (x, x) = 0, ∂1 φk+1 (x, x) = ∂1 m0 (x, x) = {g(x)} ⊂ ∂1 F (x, x). Next we see that the optimality condition for (3) can be written as (Q(x) + τk I)(x − y k ) = gk∗ + h∗k , for gk∗ ∈ ∂1 φk (y k , x), h∗k ∈ ∂iC (y k ).



(4)



If φk (·, x) = max{mi (·, x) : i = 0, . . . , r} then there exist λ0 , . . . , λr being nonnegative and summing up to 1 such that gk∗



=



r X



λi gi , φk (y , x) =



i=0



We call



gk∗



k



r X



λi mi (y k , x).



i=0



the aggregate subgradient as traditional, and build the aggregate plane m∗k (·, x) = a∗k + gk∗> (· − x)



P with a∗k = ri=0 λi ai = φk (y k , x) + gk∗> (x − y k ). Then φk (y k , x) = m∗k (y k , x) 6 φk+1 (y k , x) if we require that m∗k (·, x) is an affine minorant of φk+1 (·, x) at y k . To avoid overflow, when generating the new working model φk+1 (·, x), we may replace all older planes corresponding to λi > 0 by the aggregate plane. This construction follows the original lines as proposed in [9]. It does not change neither the conclusion of Remark 4.1, nor the definition of aggregate planes. Remark 4.2. Typically, the new working model φk+1 (·, x) can be given by φk+1 (·, x) = max{m0 (·, x), mk (·, x), m∗k (·, x)}, which satisfies the required properties of a first-order working model. As we pass from x to a new serious step x+ , the planes m(·, x) = a + g > (· − x) from previous serious steps may become useless at x+ since we have no guarantee that m(x+ , x) 6 F (x+ , x+ ) = 0. But we can recycle the old planes by using again the downshift mechanism as m(·, x+ ) = m(·, x) − s+ , s+ = [m(x+ , x) + ckx+ − xk2 ]+ . For more details, we refer to [17].
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5. Proximity control management The management of the proximity control parameter τk is a major difference between the convex and nonconvex bundle methods. In the convex case, the proximity control can remain unchanged during the inner loop. In the absence of convexity, the parameter τk has to follow certain basic rules to assure convergence of the algorithm. The central rule which we have to respect is that during the inner loop, the parameter may only increase infinitely often due to the strong discrepancy between the current working model φk and the best possible working model. Assuming the trial step y k is a null step, as a means to decide when to increase τk or not, we compute the secondary control parameter ρ˜k =



Mk (y k , x) , Φk (y k , x)



where Mk (·, x) = max{m0 (·, x), mk (·, x)} + 12 (· − x)> Q(x)(· − x) with m0 (·, x) the exactness plane at the current iterate x, and mk (·, x) the cutting plane at x and y k . If ρ˜k ≈ 1 which indicates that little to no progress is achieved by adding the cutting plane, the proximity parameter must be increased to force smaller steps. In the case where ρ˜k is too far from 1, we hope that the situation will be improved without having to increase the proximity parameter. Fixing parameters γ˜ and θ with 0 < γ < γ˜ < 1 < θ < +∞, we make the following decision ( τk if ρ˜k < γ˜ , τk+1 = θτk if ρ˜k > γ˜ . Let us next consider the management of the proximity parameter between serious steps x → x+ , respectively, xj → xj+1 . To do this we use a memory element τj] , which is computed as soon as a serious step is made. Suppose that the serious step xj+1 is achieved at inner loop counter kj , that is xj+1 = y kj with ρkj > γ. We consider the test F (y kj , xj ) ? ρk j = > Γ, Φkj (y kj , xj ) where 0 < γ < Γ < 1 is fixed throughout. If ρkj < Γ then we memorize the ] = τkj . On the other hand, if ρkj > Γ last parameter used, that means τj+1 ] then we may trust the model and store τj+1 = θ−1 τkj < τkj . At the first inner loop of the jth outer loop, the memory element τj] serves to initialize τ1 = max{τj] , −λmin (Qj ) + κ} or τ1 = T > q + κ with λmin (·) the minimum eigenvalue of a symmetric matrix, and 0 < κ  1 fixed, which assures always that Qj + τk I  0 during the jth outer loop. Figure 5.1 shows a flowchart of the algorithm, while the detailed statement is presented as Algorithm 5.1.
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Figure 5.1. Flowchart of proximity control algorithm. Inner loop is shown in the lower right box Algorithm 5.1. Proximity control algorithm with downshifted tangents Parameters: 0 < γ < γ˜ < 1, 0 < γ < Γ < 1, 1 < θ < +∞, 0 < κ  1, 0 < q < +∞, q + κ < T < +∞. . Step 1 (Outer loop initialization). Choose initial guess x1 ∈ C, fix memory control parameter τ1] , and put outer loop counter j = 1.  Step 2 (Stopping test). At outer loop counter j, stop the algorithm if 0 ∈ ∂1 F (xj , xj ) + ∂iC (xj ). Otherwise, take a symmetric matrix Qj respecting −qI  Qj  qI, and goto inner loop. . Step 3 (Inner loop initialization). Put inner loop counter k = 1 and initialize control parameter τ1 = max{τj] , −λmin (Qj ) + κ}, where λmin (·) denotes the minimum eigenvalue of a symmetric matrix. Reset τ1 = T if τ1 > T , and choose initial working model φ1 (·, xj ) using the exactness plane m0 (·, xj ) and possibly recycling some planes from previous loop. . Step 4 (Tangent program). At inner loop counter k, let 1 Φk (·, xj ) = φk (·, xj ) + (· − xj )> Qj (· − xj ) 2 and find solution y k (trial step) of the tangent program minimize Φk (y, xj ) + subject to y ∈ C.



τk ky 2



− xj k 2



 Step 5 (Acceptance test). Compute the quotient ρk =



F (y k , xj ) . Φk (y k , xj )
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If ρk > γ (serious step), put xj+1 = y k , compute new memory element ( τk if ρk < Γ, ] τj+1 = −1 θ τk if ρk > Γ, and quit inner loop. Increase outer loop counter j and loop back to step 2. If ρk < γ (null step), continue inner loop with step 6. . Step 6 (Working model update). Generate a cutting plane mk (·, xj ) at null step y k and counter k using downshifted tangents. Compute aggregate plane m∗k (·, xj ) at y k , and then build a new working model φk+1 (·, xj ) by adding the new cutting plane, keeping the exactness plane and using aggregation to avoid overflow.  Step 7 (Proximity control management). Compute secondary control parameter Mk (y k , xj ) ρ˜k = , Φk (y k , xj ) with Mk (·, xj ) = max{m0 (·, xj ), mk (·, xj )} + 21 (· − xj )> Qj (· − xj ), and then put ( τk if ρ˜k < γ˜ , τk+1 = θτk if ρ˜k > γ˜ . Increase inner loop counter k and loop back to step 4. 6. Upper envelope model To analyse the convergence of the algorithm, we adapt a notion from [17, 18] for the progress function F . At the current iterate x of the outer loop, the upper envelope model is defined as φ↑ (y, x) = sup{my+ ,g (y, x) : y + ∈ B(x, M ), g ∈ ∂1 F (y + , x)}, where B(x, M ) is a fixed ball large enough to contain all possible trial steps during the inner loop, and where my+ ,g (·, x) is the cutting plane at serious iterate x and trial step y + with subgradient g ∈ ∂1 F (y + , x). We see immediately that φ↑ (·, x) is well defined due to boundedness of B(x, M ) and boundedness of all possible trial steps during the inner loop which will be proved without using the notion φ↑ in Lemma 8.1(i) and Lemma 8.2(i). Furthermore, we have the following result. Lemma 6.1. Let f and h be locally Lipschitz functions, then the following statements hold. (i) φ↑ (·, x) is a convex function and φk (·, x) 6 φ↑ (·, x) for all counters k. (ii) φ↑ (x, x) = 0 and ∂1 φ↑ (x, x) = ∂1 F (x, x). (iii) φ↑ is jointly upper semi-continuous.
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Proof. (i) The first statement is followed from the definition of φ↑ (·, x) and the construction of φk (·, x). (ii) By construction, my+ ,g (x, x) 6 0 and mx,g (x, x) = 0, which implies φ↑ (x, x) = 0. We now take an arbitrary g¯ ∈ ∂1 φ↑ (x, x) and the tangent plane m(·, ¯ x) = g¯> (· − x) to the graph of φ↑ (·, x) at x associated with g¯. Since φ↑ (·, x) is a convex function, m(·, ¯ x) 6 φ↑ (·, x). Fixing a vector v ∈ Rn , for each t > 0, by the definition of φ↑ (·, x), there exists a cutting plane at trial step yt with subgradient gt ∈ ∂1 F (yt , x) such that φ↑ (x+tv, x) 6 myt ,gt (x+tv, x)+t2 . Note that myt ,gt (·, x) can be represented as myt ,gt (·, x) = myt ,gt (x, x) + gt> (· − x) and myt ,gt (x, x) 6 −ckyt − xk2 . This gives t¯ g > v = m(x+tv, ¯ x) 6 φ↑ (x+tv, x) 6 myt ,gt (x+tv, x)+t2 6 −ckyt −xk2 +tgt> v+t2 . Let t → 0+ , we get yt → x. By passing to a subsequence and using the upper semi-continuity of the Clarke subdifferential, we may assume that gt → g for some g ∈ ∂1 F (x, x). In addition, the above estimate also gives g¯> v 6 gt> v + t for all t > 0, which infers g¯> v 6 g > v, and so g¯> v 6 max{g > v : g ∈ ∂1 F (x, x)}. The expression on the right is the Clarke directional derivative of F (·, x) at x in direction v. Since this relation holds true for every v ∈ Rn , g¯ ∈ ∂1 F (x, x). Hence, ∂1 φ↑ (x, x) ⊂ ∂1 F (x, x). It only remain to show ∂1 F (x, x) ⊂ ∂1 φ↑ (x, x). In order to do this, we consider the limit set   k k k ∂ F (x, x) = lim ∇1 F (y , x) : y → x, F (·, x) is differentiable at y . k→+∞ → −1 Here ∇1 F (y k , x) denotes the subgradient of F (·, x) at y k in the case where F (·, x) is differentiable at y k . We use the symbol → ∂ for the limit set, following Hiriart− Urruty [8]. By [2, Proposition 5] (see also [4, Theorem 2.5.1]), ∂1 F (x, x) = conv(∂1 F (x, x)). We will prove that ∂1 F (x, x) ⊂ ∂1 φ↑ (x, x). Indeed, take g ∈ → − → − ∂1 F (x, x), there exist y k → x and gk = ∇1 F (y k , x) ∈ ∂1 F (y k , x) such that → − gk → g. Let mk (·, x) be the cutting plane drawn at y k with subgradient gk , then mk (y, x) 6 φ↑ (y, x) for all y ∈ Rn and mk (·, x) = ak + gk> (· − x),



ak = min{tk (x), −cky k − xk2 },



where tk (x) = F (y k , x) + gk> (x − y k ). From y k → x, gk → g and F (x, x) = 0, it follows that ak → 0, and so mk (y, x) → g > (y − x), which implies g > (y − x) 6 φ↑ (y, x) for all y. This together with φ↑ (x, x) = 0 gives g ∈ ∂1 φ↑ (x, x). We obtain ∂ F (x, x) ⊂ ∂1 φ↑ (x, x) and then ∂1 F (x, x) = conv(∂1 F (x, x)) ⊂ ∂1 φ↑ (x, x) due → −1 → − to the convexity of ∂1 φ↑ (x, x).
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(iii) Let (y j , xj ) → (y, x), we have to prove that lim sup φ↑ (y j , xj ) 6 φ↑ (y, x). Pick a sequence εj → 0+ , by the definition of φ↑ , there exist cutting planes mzj ,gj (·, xj ) = tzj (·) − sj at serious iterate xj , drawn at z j ∈ B(xj , M ) with gj ∈ ∂1 F (z j , xj ) such that φ↑ (y j , xj ) 6 mzj ,gj (y j , xj ) + εj , where tzj (·) = F (z j , xj )+gj> (·−z j ) and sj = [tzj (xj )+ckz j −xj k2 ]+ . Since xj → x and z j ∈ B(xj , M ), the sequence z j is bounded. Passing to a subsequence, we may assume without loss that z j → z ∈ B(x, M ) and gj → g ∈ ∂1 F (z, x) by the upper semi-continuity of the Clarke subdifferential. This gives tzj (·) → tz (·) = F (z, x) + g > (· − z), and so sj → s = [tz (x) + ckz − xk2 ]+ . It follows that mzj ,gj (·, xj ) = tzj (·) − sj → tz (·) − s = mz,g (·, x) as i → +∞, and then also mzj ,gj (y j , xj ) = tzj (y j ) − sj → tz (y) − s = mz,g (y, x), where uniformity comes from boundedness of the gj . Therefore, lim sup φ↑ (y j , xj ) 6 mz,g (y, x) 6 φ↑ (y, x). j→+∞



 7. Lower-C 1 and upper-C 1 functions According to Mifflin [15], a function f : Rn → R is semismooth at x ∈ Rn if f is Lipschitz near x, and for d ∈ Rn , {tk } ⊂ R+ , {θk } ⊂ Rn , {gk } ⊂ Rn satisfying tk ↓ 0, θk /tk → 0 ∈ Rn , gk ∈ ∂f (x + tk d + θk ), the sequence gk> d has exactly one accumulation point. The following lemma can be seen as a generalization of [15, Lemma 2]. Lemma 7.1. A function f : Rn → R Lipschitz near x is semismooth at x if and only if for any {dk } ⊂ Rn , {tk } ⊂ R+ , {gk } ⊂ Rn satisfying dk → d ∈ Rn , tk ↓ 0, gk ∈ ∂f (x + tk dk ), we have lim gk> dk = f 0 (x; d).



k→+∞



Proof. Assume that f is semismooth at x. Taking sk ↓ 0, by Lebourg’s mean value theorem established in [10, Theorem 2.1] and proved in [11, Theorem 1.7], there exist t∗k ∈ (0, sk ) and gk∗ ∈ ∂f (x + t∗k dk ) such that f (x + sk dk ) − f (x) = gk∗> sk dk . Then t∗k ↓ 0, x + t∗k dk → x, and by [22, Theorem 9.13], the sequence gk∗ is bounded, which gives gk∗> (dk −d) → 0. Observing that gk∗ ∈ ∂f (x+t∗k d+θk ) with
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θk = t∗k (dk − d), θk /t∗k = dk − d → 0, due to semismoothness of f , the sequence gk∗> d has exactly one accumulation point, and so does gk∗> dk = gk∗> d+gk∗> (dk −d). On the other hand, f (x + sk dk ) − f (x) sk f (x + sk d) − f (x) f (x + sk dk ) − f (x + sk d) + . = sk sk



gk∗> dk =



The second term tends to 0 as k → +∞ since f is Lipschitz near x and dk → d. This implies that limk→+∞ gk∗> dk = f 0 (x; d). Now for any sequence tk ↓ 0, gk ∈ ∂f (x + tk dk ), then gk ∈ ∂f (x + tk d + θk ) with θk = tk (dk − d), θk /tk = dk − d → 0. We merge two sequences {tk } and {t∗k } into {τk }, and two corresponding sequences {gk } and {gk∗ } into {γk } such that τk ↓ 0. Then again by semismoothness of f and the above argument, all three sequences gk> dk , gk∗> dk and γk> dk have exactly one accumulation point, which implies limk→+∞ gk> dk = limk→+∞ gk∗> dk = f 0 (x; d). Conversely, writing tk d + θk = tk (d + θk /tk ) with dk = d + θk /tk → d, we complete the proof of the lemma.  Corollary 7.2. Let f : Rn → R be semismooth at x ∈ Rn . Then for any y k → x, gk ∈ ∂f (y k ) and for ε > 0, gk> (x − y k ) 6 f (x) − f (y k ) + εkx − y k k for infinitely many k. Proof. Let y k → x and gk ∈ ∂f (y k ). Passing to a subsequence, we may assume k −x without loss of generality that dk = kyyk −xk → d as k → +∞. Set tk = ky k − xk, then y k = x + tk dk and by Lemma 7.1, gk> (y k − x) = f 0 (x; d). k→+∞ ky k − xk lim



We also have f (y k ) − f (x) f (x + tk dk ) − f (x) = k ky − xk tk f (x + tk d) − f (x) f (x + tk dk ) − f (x + tk d) = + tk tk converges to f 0 (x; d) as k → +∞ due to Lipschitzness of f near x. Hence, gk> (x − y k ) f (x) − f (y k ) − →0 kx − y k k kx − y k k as k → +∞, which completes the proof.
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We recall here the notion of lower-C 1 and upper-C 1 functions introduced in [23] and [22]. A function f : Rn → R is lower-C 1 at (or around) x0 ∈ Rn , if there are a compact set S, a neighborhood U of x0 , and a jointly continuous function g : U × S → R whose partial derivative with respect to the first variable is also jointly continuous, such that f (x) = max g(x, s) s∈S



for all x ∈ U . The function f is upper-C 1 at x0 if −f is lower-C 1 at x0 . For the following, we collect some facts on lower-C 1 and upper-C 1 functions. Remark 7.3. According to Proposition 2.4 and Theorem 3.9 in [23], if f is lower-C 1 at x0 then f is regular and semismooth at x0 , but the converse need not be true. Lemma 7.4. Let f : Rn → R be locally Lipschitz. For all x0 ∈ Rn , the following statements are equivalent. (i) f is lower-C 1 at x0 . (ii) ∂f is strictly submonotone at x0 in the sense that (gx − gy )> (x − y) > 0, lim inf x6=y kx − yk x,y→x 0



whenever gx ∈ ∂f (x), gy ∈ ∂f (y). (iii) For every ε > 0 and x, y close enough to x0 , gy> (x − y) 6 f (x) − f (y) + εkx − yk, whenever gy ∈ ∂f (y). Proof. The equivalence of (i) and (ii) is already established in [23, Theorem 3.9]. We will show that (ii) and (iii) are equivalent. ? (ii) ⇒ (iii). For any distinct x, y, by Lebourg’s mean value theorem, there exist λ ∈ (0, 1) and gz ∈ ∂f (z) with z = λx+(1−λ)y such that f (x)−f (y) = gz> (x−y). Take arbitrary gy ∈ ∂f (y) and note that z − y = λ(x − y), we can write f (x) − f (y) = gy> (x − y) + (gz − gy )> (x − y) = gy> (x − y) +



(gz − gy )> (z − y) kx − yk. kz − yk



Assume that ∂f is strictly submonotone. Then, for fixed x0 ∈ Rn and ε > 0, there exists δ > 0 such that for any distinct z, y ∈ B(x0 , δ), (gz − gy )> (z − y) > −ε. kz − yk
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Now for every x, y ∈ B(x0 , δ), x 6= y, we also have z, y ∈ B(x0 , δ), z 6= y, and thus (iii) holds due to the above expression and estimate. ? (iii) ⇒ (ii). Let x0 ∈ Rn and ε > 0 be fixed. If (iii) holds true, we can pick x, y in a neighborhood of x0 such that ε gy> (x − y) 6 f (x) − f (y) + kx − yk, 2 and also



ε gx> (y − x) 6 f (y) − f (x) + ky − xk. 2 After adding these inequalities, reversing the sign and taking the limit inferior, we get (ii).  By applying Lemma 7.4 to function −f , we obtain immediately the following Corollary 7.5. Let f : Rn → R be locally Lipschitz. Then f is upper-C 1 at x0 ∈ Rn if and only if for every ε > 0 and x, y close enough to x0 , gx> (x − y) 6 f (x) − f (y) + εkx − yk, whenever gx ∈ ∂f (x). 8. Analysis of the inner loop In this section we show that the inner loop terminates with a serious iterate after a finite number of steps. The current iterate x is fixed, and so is Q := Q(x). Assume that the inner loop at serious iterate x turns infinitely, then either τk is increased infinitely often, or τk is frozen from some counter k0 onwards. These two scenarios will be analyzed in Lemmas 8.1 and 8.2. Denote by F the feasible set of problem (1), i.e., F = {x ∈ C : h(x) 6 0}, we have the following results. Lemma 8.1. Let f and h be locally Lipschitz on Rn such that at every point of F, f is semismooth or upper-C 1 , and h is semismooth. Suppose that x1 ∈ F and that the inner loop at serious iterate x produces an infinite sequence of null step y k and the proximity control parameter is increased infinitely often. Then the following statements hold. (i) y k → x and Φk (y k , x) → F (x, x) = 0 as k → +∞. (ii) 0 ∈ ∂1 F (x, x) + ∂iC (x). Proof. (i) We see that the proximity parameter τk is never decreased in the inner loop, which combines with the assumption on τk implies that τk → +∞. Since y k is the optimal solution of the tangent program (3), τk (x − y k ) ∈ ∂1 (Φk (y k , x) + iC (y k )). Using the subgradient inequality and noting that Φk (x, x) = 0, x ∈ C, y k ∈ C, we get τk kx − y k k2 6 Φk (x, x) + iC (x) − Φk (y k , x) − iC (y k ) = −Φk (y k , x),
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which implies 06



τk 1 kx − y k k2 6 −φk (y k , x) − (x − y k )> (Q + τk I)(x − y k ) 2 2 k 6 −φk (y , x) 6 kg(x)kkx − y k k.



Here we recall that Q+τk I  0 and m0 (·, x) 6 φk (·, x) with m0 (·, x) = g(x)> (·− x) the exactness plane at x. It thus follows τk kx − y k k 6 2kg(x)k. This gives y k → x since τk → +∞. Using again the above estimate, we have φk (y k , x) → 0, and so Φk (y k , x) → 0. (ii) Let gk∗ := (Q + τk I)(x − y k ) ∈ ∂1 (φk (y k , x) + iC (y k )), then the sequence gk∗ is bounded since kgk∗ k is proportional to τk kx − y k k 6 2kg(x)k for k large enough. Passing to a subsequence if necessary, we may assume without loss that gk∗ → g∗ for some g∗ . We claim that g∗ ∈ ∂1 F (x, x) + ∂iC (x). For all y ∈ Rn , the subgradient inequality gives gk∗> (y − y k ) 6 φk (y, x) + iC (y) − φk (y k , x) − iC (y k ) 6 φ↑ (y, x) − φk (y k , x) + iC (y), due to Lemma 6.1 and the fact that iC (y k ) = 0. Passing to the limit in the above estimate and using the results in part (i), we get g∗> (y − x) 6 φ↑ (y, x) + iC (y) for all y ∈ Rn . This together with φ↑ (x, x) = 0 and iC (x) = 0 gives g∗ ∈ ∂1 (φ↑ (x, x) + iC (x)). Using again Lemma 6.1, it implies that g∗ ∈ ∂1 F (x, x) + ∂iC (x). We now prove g∗ = 0. Since the inner loop at serious iterate x turns infinitely, ρk < γ for all k. Moreover, the proximity parameter τk is increased infinitely, so there is an infinity of counters k where ρ˜k > γ˜ . Therefore, γ˜ − γ < ρ˜k − ρk =



F (y k , x) − Mk (y k , x) . −Φk (y k , x)



(5)



It has already been shown in part (i) that −Φk (y k , x) > τk kx − y k k2 . Fixing 0 < δ < 1 and using τk → +∞ we have kgk∗ k 6 (1 + δ)τk kx − y k k, and then



1 kg∗ kkx − y k k (6) 1+δ k for k large enough. Next we estimate the difference F (y k , x) − Mk (y k , x). By construction, − Φk (y k , x) >



1 Mk (y k , x) > mk (y k , x) + (y k − x)> Q(y k − x) 2



17



with mk (·, x) = tk (·) − [tk (x) + cky k − xk2 ]+ , where tk (·) = F (y k , x) + gk> (· − y k ) and gk ∈ ∂1 F (y k , x). This gives 1 F (y k , x) − Mk (y k , x) 6 [tk (x) + cky k − xk2 ]+ − (y k − x)> Q(y k − x). 2 Let us first consider the case when f and h are semismooth at x. Then F (·, x) is semismooth at x due to [15, Theorem 6]. For each ε > 0, using y k → x and Corollary 7.2, and passing to a subsequence, we find k(ε) such that for k > k(ε), gk> (x − y k ) 6 F (x, x) − F (y k , x) + εkx − y k k, which implies tk (x) = F (y k , x) + gk> (x − y k ) 6 εkx − y k k, and then for k large enough, F (y k , x) − Mk (y k , x) 6 (1 + δ)εkx − y k k.



(7)



In the case where f is upper-C 1 and h is semismooth at x, notice that F (y k , x) = max{f (y k ) − f (x), h(y k )} since the algorithm assures the feasibility of x when the starting point is feasible. If f (y k ) − f (x) < h(y k ) then F (y k , x) = h(y k ), ∂1 F (y k , x) = ∂h(y k ), and so tk (x) = h(y k ) + gk> (x − y k ) with gk ∈ ∂h(y k ). Using again Corollary 7.2, for k large enough, tk (x) 6 h(x) + εkx − y k k 6 εkx − y k k, which yields (7). On the other hand, noting that the exactness plane m0 (·, x) = g(x)> (·−x) is based on g(x) ∈ ∂f (x) since h(x) 6 0, and then applying Corollary 7.5, we get m0 (y k , x) = g(x)> (y k − x) > −f (x) + f (y k ) − εkx − y k k for k large enough. Now if f (y k )−f (x) > h(y k ) then F (y k , x) = f (y k )−f (x), and (7) holds true due to the fact that Mk (y k , x) > m0 (y k , x) + 21 (y k − x)> Q(y k − x). From (5), (6) and (7), we obtain kgk∗ k 6



(1 + δ)2 ε γ˜ − γ



for k large enough. This holds for all ε > 0, so g∗ = 0, and the lemma is proved.  Lemma 8.2. Let f and h be locally Lipschitz functions. Suppose that the inner loop at serious iterate x produces an infinite sequence of null step y k and the proximity control parameter is increased finitely often. Then the following statements hold.
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(i) y k → x and Φk (y k , x) → F (x, x) = 0 as k → +∞. (ii) 0 ∈ ∂1 F (x, x) + ∂iC (x). Proof. (i) Since the control parameter τk is increased finitely often, it remains unchanged from counter k0 onwards, i.e., τk = τk0 := τ for all k > k0 . This means that ρk < γ and ρ˜k < γ˜k for all k > k0 . We consider the objective function of tangent program (3) for k > k0 , τ 1 Ψk (y, x) = Φk (y, x) + ky − xk2 = φk (y, x) + ky − xk2Q+τ I , 2 2 where k · kQ+τ I denotes the Euclidean norm derived from the positive definite matrix Q + τ I. Then 1 Ψk+1 (y, x) = φk+1 (y, x) + ky − xk2Q+τ I . 2 It follows from the construction of φk+1 (·, x) that φk+1 (y, x) > m∗k (y, x) with m∗k (·, x) the aggregate plane at null step y k . For y ∈ C, we have m∗k (y, x) = φk (y k , x) + gk∗> (y − y k ) k = φk (y k , x) + [(Q + τ I)(x − y k )]> (y − y k ) − h∗> k (y − y )



> φk (y k , x) + (x − y k )> (Q + τ I)(y − y k ), k k by using (4) and noting that h∗> k (y − y ) 6 iC (y) − iC (y ) = 0 due to the subgradient inequality. In addition,



ky − xk2Q+τ I = k(y k − x) + (y − y k )k2Q+τ I = ky k − xk2Q+τ I + ky − y k k2Q+τ I − 2(x − y k )> (Q + τ I)(y − y k ), using the fact that (x − y)> (Q + τ I)(y − y k ) = (y − y k )> (Q + τ I)(x − y). Hence, for y ∈ C, 1 1 Ψk+1 (y, x) > φk (y k , x) + ky k − xk2Q+τ I + ky − y k k2Q+τ I 2 2 1 = Ψk (y k , x) + ky − y k k2Q+τ I . 2 Substituting y = y k+1 and remarking that y k+1 is the minimizer of Ψk+1 (y, x), we have 1 Ψk (y k , x) + ky k+1 − y k k2Q+τ I 6 Ψk+1 (y k+1 , x) 6 Ψk+1 (x, x) 2 = Φk+1 (x, x) = 0.
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This shows that the sequence Ψk (y k , x) is increasing and bounded above by 0, so Ψk (y k , x) → Ψ∗ as k → +∞ for some Ψ∗ 6 0. Letting k → +∞ in the above inequality, we obtain 21 ky k+1 − y k k2Q+τ I → 0, which implies ky k+1 − y k k → 0 as k → +∞.



(8)



On the other hand, proceeding as in the proof of Lemma 8.1, we have τ kx − y k k 6 2kg(x)k,



k > k0 ,



which proves that the sequence of trial steps y k is bounded. By combining with (8), ky k+1 − xk2Q+τ I − ky k − xk2Q+τ I = (y k − y k+1 )> (Q + τ I)[(y k+1 − x) + (y k − x)] → 0 as k → +∞. Recalling that φk (y, x) = Ψk (y, x) − 21 ky − xk2Q+τ I and using the above convergence results, we get φk+1 (y k+1 , x) − φk (y k , x) = Ψk+1 (y k+1 , x) − Ψk (y k , x) −



 1 ky k+1 − xk2Q+τ I − ky k − xk2Q+τ I (9) 2



converges to 0 as k → +∞. We now claim that φk+1 (y k , x) − φk (y k , x) → 0, and then also Φk+1 (y k , x) − Φk (y k , x) → 0 as k → +∞. By the construction of the model φk+1 (·, x), there exists a cutting plane mik (·, x) = aik + gi>k (· − x) at null step y ik , ik ∈ {1, . . . , k}, with gik ∈ ∂1 F (y ik , x) such that φk+1 (y k , x) = mik (y k , x). Then φk+1 (y k , x) = mik (y, x) − gi>k (y − y k ) 6 φk+1 (y, x) − gi>k (y − y k ) for all y. Therefore, 0 6 φk+1 (y k , x) − φk (y k , x) 6 φk+1 (y k+1 , x) − φk (y k , x) + kgik kky k+1 − y k k and this term converges to 0 due to (8), (9) and boundedness of gik . Here boundedness of the gik ∈ ∂1 F (y ik , x) follows from boundedness of the subdifferential of F (·, x) on the bounded set of trial steps y k (cf. [22, Theorem 9.13]). We obtain φk+1 (y k , x) − φk (y k , x) → 0, and so Φk+1 (y k , x) − Φk (y k , x) → 0 as k → +∞.



(10)



We next show that Φk (y k , x) → F (x, x) = 0, of course also φk (y k , x) → 0, and then y k → x as k → +∞. Assume this is not the case, then η :=
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lim supk→+∞ Φk (y k , x) < 0. Choose ε > 0 such that 0 < ε < −(1 − γ˜ )η. Thanks to (10), there exists k1 > k0 such that Φk+1 (y k , x) 6 Φk (y k , x) + ε for all k > k1 . Since ρ˜k < γ˜ for all k > k1 > k0 and Φk (y k , x) 6 Φk (x, x) = 0, γ˜ Φk (y k , x) 6 Mk (y k , x) 6 Φk+1 (y k , x) 6 Φk (y k , x) + ε, using Mk (·, x) 6 Φk+1 (·, x) by construction. Passing to the limit, we get γ˜ η 6 η + ε, which contradicts the choice of ε. That gives η = 0, as claimed. By the definitions of Φk and y k we have τ Φk (y k , x) + ky k − xk2 = Ψk (y k , x) 6 Ψk (x, x) = Φk (x, x) = 0. 2 This together with Φk (y k , x) → F (x, x) = 0 gives y k → x as k → +∞. (ii) We observe that by the necessary optimality condition for (3) and the subgradient inequality, (x − y k )> (Q + τ I)(y − y k ) 6 φk (y, x) + iC (y) − φk (y k , x) − iC (y k ) 6 φ↑ (y, x) + iC (y) − φk (y k , x) − iC (y k ) for all y. Passing to the limit and noting that φ↑ (x, x) = φ(x, x) = 0, iC (y k ) = iC (x) = 0, we obtain 0 6 φ↑ (y, x) + iC (y) − φ↑ (x, x) − iC (x), which implies 0 ∈ ∂1 (φ↑ (x, x) + iC (x)), and since ∂1 φ↑ (x, x) = ∂1 F (x, x), we are done.  We end this section with the following conclusion. Proposition 8.3. Let f and h be locally Lipschitz on Rn such that at every point of F, f is semismooth or upper-C 1 , and h is semismooth. Suppose that x1 ∈ F. Then the inner loop finds a serious iterate after a finite number of trial steps. Proof. Suppose that the inner loop at serious iterate x turns infinitely. Then, as proved in Lemmas 8.1 and 8.2, we must have 0 ∈ ∂1 F (x, x) + ∂iC (x). This contradicts the fact that the inner loop is only entered when 0 6∈ ∂1 F (x, x) + ∂iC (x). 
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9. Convergence of the outer loop We show in this section a strong convergence of our algorithm under the assumption that at every point of the feasible set F, f is lower-C 1 or upper-C 1 , and h is lower-C 1 . By Proposition 8.3 and Remark 7.3, this assumption on f and h assures that the inner loop always terminates finitely. Theorem 9.1. Assume f and h in problem (1) are locally Lipschitz on Rn such that at every point of the feasible set F, f is lower-C 1 or upper-C 1 , and h is lower-C 1 . Let x1 ∈ F be such that {x ∈ F : f (x) < f (x1 )} is bounded, and let xj be the sequence of serious iterates generated by Algorithm 5.1. Then xj is a sequence of feasible points for (1), and one of the following two statements holds. ∗



(i) The sequence xj ends finitely at an F. John critical point xj of (1). In ∗ the case j ∗ > 1, xj is even a Karush–Kuhn–Tucker point. (ii) The sequence xj is bounded infinite, and every accumulation point x∗ is an F. John critical point of (1). In particular, x∗ is either a critical point of constraint violation, or a Karush–Kuhn–Tucker point. We see immediately that the feasibility of sequence xj follows from the feasibility of x1 and Remark 3.1. If the sequence xj is finite, then the first statement of the theorem holds due to the stopping test of Algorithm 5.1 and Lemma 2.1. In the sequel, we focus on the case where the sequence xj is infinite, and suppose that in the jth outer loop, the serious step is accepted at inner loop counter kj , that is, xj+1 = y kj . At the jth outer loop and the kth inner loop, we denote more precisely the proximity control parameter as τkj , and write τkj for τkjj . We also write Qj := Q(xj ) for the matrix of the second-order model, which depends on the serious iterates xj . Lemma 9.2. Let f and h be locally Lipschitz functions, and let x1 ∈ F be such that {x ∈ F : f (x) < f (x1 )} is bounded. Then the sequence of serious iterates xj is bounded. In addition, F (xj+1 , xj ) → 0, τkj kxj − xj+1 k2 → 0 and kxj − xj+1 k2Qj +τk I → 0 as j → +∞. j



Proof. Following Remark 3.1, the feasibility of x1 gives f (xj+1 ) < f (xj ) and h(xj+1 ) < 0 for all j. Thus, xj is feasible for all j, and sequence f (xj ) is decreasing. This yields {xj : j = 1, 2, . . . } ⊂ {x ∈ F : f (x) < f (x1 )}, and so the sequence xj is bounded. Now for every accumulation point x∗ of the sequence xj , the local Lipschitz continuity of f implies that f (x∗ ) is an accumulation point of the sequence f (xj ), and then f (xj ) → f (x∗ ) due to the monotone sequence theorem. Therefore, lim inf F (xj+1 , xj ) > lim (f (xj+1 ) − f (xj )) = 0. j→+∞



j→+∞



This together with F (xj+1 , xj ) < 0 gives F (xj+1 , xj ) → 0 as j → +∞.



22



Since xj+1 = y kj is the optimal solution of tangent program (3), (Qj + τkj I)(xj − xj+1 ) ∈ ∂1 (φkj (xj+1 , xj ) + iC (xj+1 )). Using the subgradient inequality, we obtain (xj − xj+1 )> (Qj + τkj I)(xj − xj+1 ) 6 φkj (xj , xj ) + iC (xj ) − φkj (xj+1 , xj ) − iC (xj+1 ) = −φkj (xj+1 , xj ) 1 = −Φkj (xj+1 , xj ) + (xj − xj+1 )> Qj (xj − xj+1 ). 2 By noting that Qj + τkj I  0, this implies 1 j 1 kx − xj+1 k2Qj +τk I + τkj kxj − xj+1 k2 6 −Φkj (xj+1 , xj ). j 2 2 Moreover, −γΦkj (xj+1 , xj ) 6 −F (xj+1 , xj ) due to the acceptance test and the fact that Φkj (xj+1 , xj ) 6 0. Hence, 1 j 1 1 kx − xj+1 k2Qj +τk I + τkj kxj − xj+1 k2 6 − F (xj+1 , xj ). j 2 2 γ 



Combining with F (xj+1 , xj ) → 0, we complete the proof. 1



Lemma 9.3. Let f and h be locally Lipschitz functions, and let x ∈ F be such that {x ∈ F : f (x) < f (x1 )} is bounded. Suppose there exists an infinite subset J ⊂ N such that xj → x∗ , j ∈ J. Let gj∗ = (Qj +τkj I)(xj −xj+1 ) be the aggregate subgradient belonging to xj+1 in the jth outer loop. Then if the sequence (gj∗ )j∈J has a subsequence which converges to 0 we have that 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Proof. Assume that there exists an infinite subset J 0 of J such that gj∗ → 0, j ∈ J 0 . Since gj∗ ∈ ∂1 (φkj (xj+1 , xj ) + iC (xj+1 )), for any y ∈ Rn , the subgradient inequality gives gj∗> (y − xj+1 ) 6 φkj (y, xj ) + iC (y) − φkj (xj+1 , xj ) − iC (xj+1 ) 1 = φkj (y, xj ) − Φkj (xj+1 , xj ) + (xj+1 − xj )> Qj (xj+1 − xj ) + iC (y) 2 1 6 φkj (y, xj ) − Φkj (xj+1 , xj ) + kxj − xj+1 k2Qj +τk I + iC (y) j 2 1 1 6 φ↑ (y, xj ) − F (xj+1 , xj ) + kxj − xj+1 k2Qj +τk I + iC (y). j γ 2 Here the last estimate is obtained by Lemma 6.1 and the acceptance test of the algorithm. By passing to the limit and using the hypothesis gj∗ → 0 and the results from Lemmas 6.1(iii) and 9.2, we get 0 6 φ↑ (y, x∗ ) + iC (y).



23



It follows that 0 ∈ ∂1 (φ↑ (x∗ , x∗ ) + iC (x∗ )) since φ↑ (x∗ , x∗ ) = 0 and iC (x∗ ) = 0. Together with ∂1 φ↑ (x∗ , x∗ ) = ∂1 F (x∗ , x∗ ), this ends the proof of the lemma.  Lemma 9.4. Under the hypotheses of Lemma 9.3, if kgj∗ k > ζ for some ζ > 0 and every j ∈ J then the following statements hold. (i) τkj → +∞ as j ∈ J, j → +∞. (ii) There exists an infinite subset J + of J such that the τ -parameter was increased at least once during the jth outer loop for all j ∈ J + . Suppose this happened for the last time at stage rj for some rj . Then xj −y rj → 0 and φrj (y rj , xj ) → 0 as j ∈ J + , j → +∞. (iii) If at every point of F, f is lower-C 1 or upper-C 1 , and h is lower-C 1 , then 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Proof. (i) Suppose on the contrary that the sequence (τkj )j∈J has a bounded subsequence, then by passing to a subsequence, we may assume without loss of generality that (τkj )j∈J is bounded. By combining with boundedness of the Qj and boundedness of the serious steps xj shown in Lemma 9.2, there exists ¯ and xj − xj+1 → ∆x as an infinite subset J 0 of J such that τkj → τ¯, Qj → Q ¯ + τ¯I)∆x with k(Q ¯ + τ¯I)∆xk > ζ > 0 j ∈ J 0 , j → +∞. It follows that gj∗ → (Q ¯ + τ¯I)∆x. According to Lemma 9.2, gj∗> (xj − and gj∗> (xj − xj+1 ) → ∆x> (Q ¯ + τ¯I)∆x = 0. Since xj+1 ) = kxj − xj+1 k2 → 0, which implies ∆x> (Q Qj +τkj I



¯ + τ¯I is positive semidefinite symmetric, we deduce (Q ¯ + τ¯I)∆x = 0, that Q ¯ contradicts k(Q + τ¯I)∆xk > ζ > 0. Hence, τkj → +∞ as j → +∞. (ii) For each outer loop counter j ∈ J, either τkj > τ1j or τkj = τ1j with τ1j 6 T < +∞ by the algorithm. But τkj → +∞ as j → +∞, j ∈ J, set J − = {j ∈ J : τkj = τ1j } therefore must be finite, which implies the infinity of set J + = {j ∈ J : τkj > τ1j }. In the remainder of the proof, we will only work with j ∈ J + . Suppose that for each j, the τ -parameter was increased for the last time at counter rj , then rj ∈ {1, . . . , kj − 1} since at inner loop counter kj the serious step is accepted. That means τkj = τkj −1 = · · · = τrj +1 = θτrj . Conforming to the update of the proximity control parameter, the increase at stage rj is due to the fact that ρrj < γ and ρ˜rj > γ˜ .



(11)



Noting that τrj = θ−1 τkj → +∞ and y rj is the optimal solution of tangent program (3), we have τrj (xj − y rj ) ∈ ∂1 (Φrj (y rj , xj ) + iC (y rj )). By the subgradient inequality and the fact that Φrj (xj , xj ) = 0, iC (xj ) = iC (y rj ) = 0, τrj kxj − y rj k2 6 −Φrj (y rj , xj ). (12)
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It follows that 06



τrj j 1 kx − y rj k2 6 −φrj (y rj , xj ) − (xj − y rj )> (Qj + τrj I)(xj − y rj ) 2 2 rj j 6 −φrj (y , x ) 6 kg(xj )kkxj − y rj k,



where m0 (·, xj ) = g(xj )> (· − xj ) is the exactness plane at xj . This implies τrj kxj −y rj k 6 2kg(xj )k. Remark that the sequence g(xj ) is bounded due to [22, Theorem 9.13], and then xj − y rj → 0 since τrj → +∞. The term −φrj (y rj , xj ) therefore is squeezed in between two convergent terms with the same limit 0, which gives φrj (y rj , xj ) → 0. (iii) We now consider  ˜j := Qj + τrj I (xj − y rj ) ∈ ∂1 (φrj (y rj , xj ) + iC (y rj )), g then as τrj → +∞ and the Qj are bounded, k˜ gj k behaves asymptotically like j rj j constant times τrj kx − y k 6 2kg(x )k, which implies boundedness of the ˜j . Therefore, possibly passing to a subsequence, we have g ˜j → g ˜ for sequence g ˜ . By using the subgradient inequality and Lemma 6.1, and noting that some g iC (y rj ) = 0, ˜j> (y − y rj ) 6 φrj (y, xj ) + iC (y) − φrj (y rj , xj ) − iC (y rj ) g 6 φ↑ (y, xj ) + iC (y) − φrj (y rj , xj ) for all y ∈ Rn . Passing to the limit and using the results in part (ii), we obtain ˜ > (y − x∗ ) 6 φ↑ (y, x∗ ) + iC (y), g ˜ ∈ ∂1 (φ↑ (x∗ , x∗ ) + iC (x∗ )) since φ↑ (x∗ , x∗ ) = 0 and iC (x∗ ) = 0. which implies g ˜ ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). By Lemma 6.1, we deduce that g ˜ = 0. Fix 0 < δ < 1, it follows from τrj → +∞ that for j Let us next show g large enough, k˜ gj k 6 (1 + δ)τrj kxj − y rj k, which combined with (12) gives k˜ gj k 6 (1 + δ)



−Φrj (y rj , xj ) . kxj − y rj k



(13)



On the other hand, from (11) we have γ˜ − γ < ρ˜rj − ρrj =



F (y rj , xj ) − Mrj (y rj , xj ) . −Φrj (y rj , xj )



Remarking that 1 Mrj (·, xj ) > mrj (·, xj ) + (· − xj )> Qj (· − xj ), 2



(14)
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where mrj (·, xj ) = trj (·) − [trj (xj ) + cky rj − xj k2 ]+ , and trj (·) = F (y rj , xj ) + gr>j (· − y rj ) with grj ∈ ∂1 F (y rj , xj ), we get F (y rj , xj ) − Mrj (y rj , xj ) 1 6 [trj (xj ) + cky rj − xj k2 ]+ − (y rj − xj )> Qj (y rj − xj ). 2 For ε > 0 fixed, we distinguish the following two cases. Case I. The both functions f and h are lower-C 1 at x∗ , so is F (·, xj ). By the assumption that xj → x∗ and the fact that xj − y rj → 0 proved in part (ii), thanks to Lemma 7.4, there exists j(ε) such that gr>j (xj − y rj ) 6 F (xj , xj ) − F (y rj , xj ) + εkxj − y rj k for every j > j(ε). This implies trj (xj ) = F (y rj , xj ) + gr>j (xj − y rj ) 6 εkxj − y rj k, and thus for j large enough, F (y rj , xj ) − Mrj (y rj , xj ) 6 (1 + δ)εkxj − y rj k.



(15)



Case II. The function f is upper-C 1 and the function h is lower-C 1 at x∗ . By the feasibility of xj , if f (y rj ) − f (xj ) < h(y rj ) then F (y rj , xj ) = max{f (y rj ) − f (xj ), h(y rj )} = h(y rj ), ∂1 F (y rj , xj ) = ∂h(y rj ), and therefore the tangent trj (·) = h(y rj ) + gr>j (· − y rj ) with grj ∈ ∂h(y rj ). The estimate (15) holds based on the inequality trj (xj ) 6 h(xj ) + εkxj − y rj k 6 εkxj − y rj k, for j large enough, using Lemma 7.4. Conversely, if f (y rj ) − f (xj ) > h(y rj ) then F (y rj , xj ) = f (y rj ) − f (xj ), and by recalling the exactness plane m0 (·, xj ) = g(xj )> (· − xj ) with g(xj ) ∈ ∂f (xj ), we have 1 Mrj (y rj , xj ) − (y rj − xj )> Qj (y rj − xj ) 2 > m0 (y rj , xj ) > −f (xj ) + f (y rj ) − εkxj − y rj k due to Corollary 7.5. This gives (15). Now it follows from (13), (14) and (15) that k˜ gj k 6



(1 + δ)2 ε γ˜ − γ



˜ = 0, meaning for j large enough. Since ε > 0 is arbitrary, we conclude that g ∗ ∗ ∗ 0 ∈ ∂1 F (x , x ) + ∂iC (x ). 
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Proof of Theorem 9.1. As discussed just after the statement of the theorem, the sequence xj consists of feasible points for (1) and verifies statement (i) when it is finite. Suppose that the sequence xj is infinite, then it is bounded by Lemma 9.2. Let x∗ be an accumulation point of the sequence xj , we have h(x∗ ) 6 0, x∗ ∈ C due to feasibility of xj for all j, continuity of h(·) and closed convexity of C. It follows from Lemmas 9.3 and 9.4 that 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). This together with Lemma 2.1 gives the last statement of the theorem.  Notice that Algorithm 5.1 also works for solving the optimization problem minimize f (x) subject to x ∈ C



(16)



where f is a real-valued locally Lipschitz but potentially nonsmooth and nonconvex function, and C a closed convex set of Rn . In this case, we use the progress function F (y, x) = f (y) − f (x) which has ∂1 F (x, x) = ∂f (x), and remark that the feasible set F = C. An immediate consequence of Theorem 9.1 is as follows. Proposition 9.5. Assume f in problem (16) is locally Lipschitz on Rn such that at every x ∈ C, f is either lower-C 1 or upper-C 1 . Let x1 be such that {x ∈ C : f (x) < f (x1 )} is bounded. Then every accumulation point x∗ of the sequence of serious iterates xj generated by Algorithm 5.1 is a critical point of (16) in the sense that 0 ∈ ∂f (x∗ ) + ∂iC (x∗ ). Remark 9.6. Theorem 9.1 requires a feasible starting point x1 that can be computed by minimizing h(x) on C, which is in the form of problem (16). This, however, does not mean that we are interested in the global minimum of h(x) on C. A nonpositive value of h is all what we need, so h(x) is minimized until an iterate x1 ∈ C with h(x1 ) 6 0 is found. In the case where the starting point is not necessarily feasible for (1), we will work with the following assumptions from [1] and [7]: (A1) f is weakly coercive1 on the feasible set F in the sense that f (xj ) is not strictly decreasing as xj ∈ F, kxj k → +∞. (A2) h is weakly coercive on C in the sense that h(xj ) is not strictly decreasing as xj ∈ C, kxj k → +∞. Note that assumption (A1) holds when {x ∈ F : f (x) < f (x1 )} is bounded, and likewise, assumption (A2) is satisfied if {x ∈ C : h(x) < h(x1 )} is bounded. The following result can be seen as an extension of convergence theorems in [1, 7] to our more general setting. Theorem 9.7. Assume f and h in problem (1) are locally Lipschitz on Rn and lower-C 1 on C such that (A1) and (A2) hold. Then the sequence of serious it∗ erates xj generated by Algorithm 5.1 either ends finitely at a point x∗ = xj ∈ C 1A



function f : Rn → R is coercive on D ⊂ Rn if f (x) → +∞ as x ∈ D, kxk → +∞.
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with 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ), or is bounded infinite in which every accumulation point x∗ satisfies x∗ ∈ C and 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Furthermore, x∗ is either a critical point of constraint violation, or a Karush–Kuhn–Tucker point of (1). Proof. We see in the proof of Theorem 9.1 that the feasibility of x1 is only used when f is upper-C 1 in Lemmas 8.1 and 9.4, and when showing the boundedness of the sequence xj in Lemma 9.2. The proof thus follows from Theorem 9.1 as soon as the boundedness of the sequence xj is shown. Let us first note that xj ∈ C for all j due to Remark 3.1. If h(xj ) > 0 for all j, then also by Remark 3.1, the sequence h(xj ) is strictly decreasing, and assumption (A2) implies that the sequence xj is bounded. If h(xj0 ) 6 0 for some j0 ∈ N, using again Remark 3.1 we have f (xj+1 ) < f (xj ) and h(xj+1 ) < 0 for all j > j0 . Therefore, xj ∈ F and the sequence f (xj ) is strictly decreasing from j0 onwards. This together with assumption (A1) gives the boundedness of the sequence xj .  In practice, a challenge is the lack of convexity, by which it is difficult to guarantee convergence to a single critical point. Some satisfactory results can nevertheless be obtained from the following corollaries. Corollary 9.8. Under the hypotheses of Theorem 9.1, for every ε > 0 there exists an index j0 (ε) ∈ N such that every j > j0 (ε), xj is within ε-distance of the set L = {x∗ ∈ C : 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ )}. Proof. Suppose there exists ε > 0 and an infinite subsequence xj , j ∈ J, such that kxj − x∗ k > ε for all j ∈ J and all x∗ ∈ L. Since the sequence xj , j ∈ J, is bounded, it has an accumulation point x∗ , and by Theorem 9.1, x∗ ∈ L. That is a contradiction.  Corollary 9.9. Under the hypotheses of Theorem 9.1, if the set L in Corollary 9.8 is totally disconnected in the sense of [6, Definition 9.4.1], then the sequence xj converges to a single point x∗ ∈ C with 0 ∈ ∂1 F (x∗ , x∗ ) + ∂iC (x∗ ). Proof. Recall that kxj − xj+1 k2Qj +τk I → 0 as j → +∞ due to Lemma 9.2. In j each outer loop counter j, since T > q + κ > −λmin (Qj ) + κ, so τkj > τ1 > −λmin (Qj ) + κ, and therefore λmin (Qj + τkj I) > κ, which implies kxj − xj+1 k2Qj +τk



j



I



> κkxj − xj+1 k2 .



It follows that kxj − xj+1 k2 → 0, and also xj − xj+1 → 0 as j → +∞. Now let K be the set of accumulation points of the sequence xj . Then K is either a singleton or a continuum (see [20, Theorem 26.1] and its following remark). On
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the other hand, K ⊂ L thanks to Theorem 9.1. Since L is totally disconnected, i.e., for any two distinct points u and v of L, there exist disjoint open sets U and V such that u ∈ U , v ∈ V and L ⊂ U ∪ V , we can decompose K into the union of two disjoint closed sets, and so K cannot be a continuum. Hence, K must be a singleton.  In the case where subgradients are inexact, working with the approximate subdifferential ∂ ε f (x) = ∂f (x) + εB, where ∂ is the exact Clarke subdifferential, and B the unit ball in some fixed Euclidean norm, we have the following Corollary 9.10. Assume f and h in problem (1) are locally Lipschitz on Rn such that at every point of F, f is lower-C 1 or upper-C 1 , and h is lower-C 1 . Let x1 ∈ F be such that {x ∈ F : f (x) < f (x1 )} is bounded, and assume that subgradients are drawn from ∂1ε F (y, x), whereas function values are exact. Then the sequence of serious iterates xj is a bounded sequence of feasible points for (1), and every accumulation point x∗ of the xj satisfies h(x∗ ) 6 0, x∗ ∈ C and γ − γ)−1 )ε. 0 ∈ ∂1ε˜F (x∗ , x∗ ) + ∂ ε˜iC (x∗ ), where ε˜ = (1 + (˜ Proof. Noting that in this case ∂1 φ↑ (x, x) = ∂1ε F (x, x), we proceed as in the proof of Theorem 9.1, and have just to replace (7) and (15) by the following estimates for every ε0 > 0, F (y k , x) − Mk (y k , x) 6 (1 + δ)(ε0 + ε)kx − y k k for k large enough, F (y rj , xj ) − Mrj (y rj , xj ) 6 (1 + δ)(ε0 + ε)kxj − y rj k for j large enough. For a detailed proof in the case of unconstrained optimization, we refer to [18].  10. Conclusion We have presented a nonconvex bundle method using downshifted tangents and the management of proximity control, which is adapted for nonconvex nonsmooth constrained optimization problems with lower-C 1 and upper-C 1 functions. A global convergence of the algorithm was proved in the sense that every accumulation point of the sequence of serious iterates is critical. Some satisfactory convergence results for practical purpose have been given as corollaries. Acknowledgements. The author thanks Professor Dominikus Noll for many useful discussions, and acknowledges the anonymous reviewers for valuable comments.
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