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C++ and Esterel as Modeling Languages for the Semi-Formal Validation of a DSP System



Laurent Arditi, Hédi Boufaïed, Laure Leblanc Texas Instruments France {larditi, h-boufaied, laure-leblanc}@ti.com



Abstract We propose a modeling methodology which enables the semi-formal validation of hardware digital designs. A software model of the system to verify is developed using the C++ and Esterel languages. They allow to build a fast and accurate model which may also be formally analyzed. This is the key point of our validation methodology since test cases are automatically generated to increase the state coverages. This paper describes the use of C++ and Esterel for modeling and of automatic test generation for verifying a DSP System in the family of the new Texas Instruments’ TMS320C55x.



1. Introduction 1.1 Simulation and formal verification The traditional validation and verification techniques used in the microelectronics industry are based on simulation. But the increasing size and complexity of modern designs have pushed the use of formal verification. Formal verification encloses exhaustive methods allowing to compare two designs (equivalence checking) and to verify some properties (model checking). But they still are complementary methods because of their complexity and limitations. However, the two approaches may also be applied in a cooperative manner: formal methods can propose test cases for simulation based on an analysis of the system to verify. This is called “white-box verification” [9][12][15][2]. On the one hand, automatic generation of tests based on random or “massive blind” processes is commonly used in hardware validation. But because modern systems have so many functional combinations, this is not efficient: many tests do not actually validate new functionalities. On the other hand, white-box verification has the advantage of generating a minimal number of tests and all of them are pertinent.
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1.2 Key points of our approach The work presented in this paper is an application and an extension of white-box verification. Its originality relies on the fact that the model being analyzed is developed in C++ and Esterel[3] languages. We exploit the main advantages of those languages: executability, speed, ease of development, and formality (for Esterel). The design and validation flows which have been put in place on some projects at Texas Instruments are as follows: • A software model of the whole system is built. It is used for validation purposes but also delivered to the customers before the physical chip is ready. • This software model is written in C++ and Esterel languages instead of verification-dedicated languages. • Test cases are hand-written and simulated using the software model to ensure it is functionally correct. The test cases are assembly language programs at the system-level. They are not unit-level patterns. • Other system level test cases are automatically generated from a state coverage analysis of the Esterel parts of the software model. • In parallel, the hardware model of the system is being developed using classical flows based on VHDL[13]. • The test cases are used for the validation of the hardware model at the different levels (RTL, gate, physical) by comparing the outputs on both models cycle by cycle. The most innovative point of that methodology is the automatic generation of test cases at the system level. We detail that point in the rest of the paper.



1.3 Comparison with related works Some early works on test generation have investigated the use of formal methods (e.g. [6] and [14]). But they took place in an Automatic Test Pattern Generation (ATPG) context, thus at a low-level where the tests are not intended to verify the functionalities of the systems but to detect possible fabrication problems. At a higher level, methodologies to automatically gen-
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Figure 1 - Overview of the C-model design erate tests targeted at state and transition coverages are proposed in [12][15][17] and [2]. They have been applied for the verification of parts of real processors like an instruction decoder. We are in a more general context: the verification process is applied to different modules building a whole DSP system, not only a CPU. But the tests we want to generate are assembly language programs. Therefore, we needed to extend the test generation process from the module level up to the system level. Compared to these works, ours is original because the models are written in the Esterel language. The models of [2] and [17] are explicit Finite State Machines (FSMs) hand-written in the Murϕ[8] and SMV[16] languages for verification purposes only. They are not reusable for simulation, integration, etc. With Esterel, the FSMs are not explicitly specified but automatically synthesized from a high-level form. This is an advantage because the development is significantly simpler. On the one hand, the Esterel models are executable allowing to build software simulators we release to our customers. On the other hand, the models are formal and so formal techniques as equivalence, model checking and test generation are applicable.



1.4 Layout of the paper We give in the next section an overview of the software model of the DSP system and the advantages of the C++/Esterel modeling choice. Section 3 shows how this model serves for the validation of the real chip. Our test generation methodology is detailed in Section 4. We give practical results in Section 5 and conclude in Section 6.



2. The software model We describe in this section the system we applied our methodology on, then the languages we used to generate the software model as pictured on Figure 1. We discuss advantages of this approach from a modeling point of view.



2.1 The TMS320C55x™ DSP system Texas Instrument’s DSP system TMS320C54x™[21] is present in the majority of wireless hand-sets. Its successor, the new TMS320C55x™, is an ultra-low power DSP targeted at the next generation of wireless hand-sets[22]. We have applied the methodology presented in this paper for the validation of derivatives of TMS320C55x™. The system we focus on is not only a DSP-core but a whole system-on-chip because it includes a CPU (DSP-



core) and various system modules such as internal memory controllers, external memory interface, Direct Memory Access (DMA) controller, instruction cache, peripheral bus controller and host-processor interface. The synthesis flow to generate the final chip starts from the VHDL[13] description at the Register Transfer level (VHDL model). It is based on wide-spread commercial tools so we will not detail it in the rest of the paper. In parallel, a software model of the system is designed. We call it “C model”, because it is written mainly in C/C++ language. The C and VHDL models have the same global architecture down to the first level of sub-modules. We say C model is cycle-accurate because signal commutations done within a cycle happen in the mean time. The Section 3.1 details the method for ensuring that accuracy.



2.2 C++ modeling We have chosen to use the C++ language because it is widely spread and interfaces easily with other development environments used in CAD. C++ is used for four main purposes in the software model: at the top level to build the whole system, at the module level to build the interfaces, for each module to implement the data paths, and, for some modules, to implement the control. The use of C++ classes provides an elegant solution for modular modeling. Indeed, our C-model is a collection of class instances and its overall structure is similar to the one of the hardware model. Each class represents a firstlevel module like CPU, DARAM, DMA as seen on Figure 3. Some classes like DARAM have several instances which are dynamically constructed at simulation time taking parameters from a configuration file. Thus, the system is not fixed at compilation time but is partly defined at execution time. When designing C-model, we tried to stay away from event-driven simulation concepts as much as possible. This is because one important characteristic of the Cmodel is that it must be fast. We have decomposed the functionalities in two main domains: • The synchronous domain. It is the set of all functionalities of all modules when the system is running synchronously with its main clock. That domain is implemented in the software model by a sequence of calls to specific methods of the C++ instances. The choice of the sequence is critical but the advantage is that the simulation in that domain is cycle-based instead of event-driven. • The asynchronous domain. There are actually several asynchronous domains. Each one is triggered by a dedicated signal. The asynchronous domains concern the reset, the sleep modes, the communication with external devices and with the host processor. To implement the asynchronous behaviors we have used a minimal event-driven engine which calls specific methods when



some very well defined asynchronous signals are active. We mentioned above that C++ is used to implement data paths. This is because it is a fast and convenient language for that task and because Esterel, as described in the following Section, is not adequate for data manipulations. The control parts are also written in C++ for some modules like the CPU. Actually, the software model design started using C and C++ only; Esterel came later. The CPU model was implemented with no clear separation between data and control parts. Therefore, it was not possible to rewrite the control part in Esterel. We choose to apply Esterel only on modules where the control is dominant and clearly identified. The integration of Esterel in the C-model design flow was easy. This is because the standard Esterel compiler generates C which is then encapsulated in a C++ class. Thus, C++ was used to model the infrastructure of the DSP, the data parts and some control parts. C++ has been proved to be convenient for these steps. But its main drawback is its lack of formality. C and C++ programs cannot be formally analyzed (only very simple codes can but not industrial developments). This is why we chose to replace C++ by Esterel for the control parts of some modules as we detail below.



Esterel has a formally defined semantics in terms of FSMs which makes programs behave deterministically. The Esterel compiler can generate C code, and, as it focuses on control aspects, data-handling is imported from the C language. From a programming point of view, Esterel is more convenient than C for modeling many of our system’s modules: its dedicated primitives make the code simpler, shorter, more readable and maintainable than C code. For short, it is closer to a specification while still remaining executable. From a validation point of view, the benefit is that Esterel programs are compiled into well defined formalisms such as netlists or explicit automata. This opens the door to the use of formal verification and analysis tools such as SIS[19], VIS[23], SMV[16] and Xeve[4]. Applying our methodology to the whole system at once is unrealistic: first, because of its size, second it would have needed to remodel all the modules in Esterel, including the CPU. Thus, we have chosen to apply it at the module level first and to extend it at the system level. Seven of our system’s modules which are control-dominated have been remodeled in Esterel. These modules are compiled into a netlist which is optimized using SIS[19][20]. The netlist is then converted into a C++ code so that it can be integrated in the rest of the C-model.



2.3 Esterel modeling



2.4 Genericity with Esterel and C++



Esterel[3] is an imperative language dedicated to the modeling of control-dominated reactive systems. It provides powerful primitives for expressing concurrency, communication and preemption. For example, the Esterel code below models the following behavior: it waits for a to become active. It then immediately asserts o and maintains it, and in the same time it asserts p during one cycle, one cycle after a has been seen active. This is stopped as soon as b is active. The whole behavior is resetted when r is active.



Genericity and specialization are important points when talking of software and hardware design. They allow reuse and provide ease of debug and robustness. The Esterel/C++ modeling approach is well adapted to handle this. Let us take as an example a memory controller with some input ports. It is often the case that several similar controllers are present in a system but they are not strictly identical in terms of interface: they have more or less input ports, different qualifiers,... One would like to model a generic memory controller, having all the possible inputs and all the possible qualifiers. He/she then wants to instantiate it with specializations consisting in input and qualifier hidings and addings. Suppose the memory controller is modeled in Esterel for control and in C++ for the rest. A generic Esterel module called G specifies the behavior of the controller with all features. Then specializations are modules M1, M2,...,Mn with different interfaces. Each Mk Esterel modules is defined as a wrapper around G. The inputs of G which are unused are left disconnected inside Mk. There is no overhead using this technique: Mk will not be more complex compared to what it is if directly modeled without using G. The reason is that the logic and the registers connected to the unused inputs are removed during the Esterel compilation and the optimization with SIS. The C++ development is very similar: a generic class is built and the specialization is provided by class inheritance.



module M: % module name input r, a, b; % inputs output o, p; % outputs loop abort await a; % wait for a to become active abort sustain o % constantly assert o || % while (parallel execution) await tick; % wait one cycle then emit p % assert p when immediate b % stop this when b is active when r % stop this when r is active end loop end module



One can see this Esterel code is fairly simple compared to the equivalent explicit automata. This is mainly thanks to the use of parallel executions.



In overall, a generic Esterel module and a generic C++ class are developed. Then, specializations are instances of classes inheriting from the generic Esterel module and the generic C++ class.



2.5 Advantages of a software model Because software development does not have constraints such as minimal gate count, critical paths, low power, etc., it is easier to build, correct and maintain a software model than a hardware one. Therefore, a software model can be functionally ready earlier than the hardware system it represents. This allows to give the customers a usable model of the chip very early, letting them begin development on their side. It also makes possible to write test cases early, ensuring those tests are functionally correct, without waiting for the VHDL code to be ready. Current hardware description languages development environments give the designer the possibility to simulate his code. Nevertheless, a separate software model (a simulator) has advantages that a Hardware Description Language (HDL) one lacks: • Simulation on a software model is faster than HDL simulation by an order of magnitude at least. • It is possible to decline the software model with various interfaces: command line, GUI, co-design frameworks,... • It is even possible to encapsulate it with an HDL interface, providing the best of both worlds. The resulting HDL module behaves like the real HDL code would, but it is hardly possible to reverse-engineer this component into HDL code. This elegantly solves the problems of intellectual property and confidentiality which arise when distributing a model of the component to customers.



3. Software vs hardware verification 3.1 Validation flow As we have seen, the software model is used for many purposes. Its main role, however, is to allow the validation of the hardware component it represents. Here are the different steps involved in this process: 1. First, the software model itself must be validated. This is done by running test cases and checking functional signatures. During these runs, inputs and outputs of the C-model are extracted and saved. 2. These inputs are then applied to the hardware model and outputs of the two models are compared on each cycle. Any mismatch is reported. This process is performed at the different levels: RT, gate and transistor. 3. The physical chip is validated using the same method. With this method, the quality of the validation directly depends on the test cases. If the set of test cases is too weak, bugs can reside in the software model as well as in the chip.



3.2 Test cases Unitary testing, based on test-benches and test patterns is useful for validating modules separately. We prefer to have a system-level approach based on test cases. Test-cases are assembly language programs that exercise the whole system. In a test case, all the modules and all communications between modules are taken into account. Test-cases are easier to write, to maintain and to debug than test patterns. Moreover, test cases cannot produce unrealistic scenarios. Another advantage of test cases is that they ease functional testing. Indeed, our method provides two ways of ensuring that a test executes correctly. First by crosschecking the outputs of the models as explained in Section 3.1. Second, by checking functional signatures. A signature is a check-point in the program where registers or memory locations are compared with expected values. Signatures can be inserted manually by the developers or automatically by dedicated tools. Three kinds of tests cases are present in our validation suite: hand-written test cases, automatically generated ones and a hybridation of both: • Hand-written test cases are a good starting point when starting a project from scratch. Moreover, it is often necessary to write dedicated test cases to reproduce bugs. • Dedicated tools have been developed to automatically generate assembly test cases. These tools take as input a small description of the low-level functionalities to be tested (control flow instructions, data manipulation, etc.). • Hybrid test cases are generated by declining a single test-case in many “flavours”. For instance a hand-written test case exorcizing memory accesses can easily be declined to target other memory areas with different configurations. In the rest of the paper, we show how we automatically generate test cases that increase the state coverage of the system modules.



4. Automatic generation of test cases 4.1 State coverage The validation task of an industrial project is fuzzy since no one has a clear idea of what needs to be tested and when the task can be considered as completed. Thus, there is a strong demand for realistic coverage measures. Some coverages are necessary: code, statements, expressions, etc. [10][2]. But they are too weak when considering concurrent systems. A stronger coverage for such systems is the “state coverage”. It consists in computing the ratio of the number of reached states over the number of theoretically reachable states. Our approach being based on Esterel models of controllers is very-well suited for a validation based on



state coverage as we detail below. The Esterel model of each module, noted M, is embedded in the C-model as shown on Figure 1. When running a simulation on the C-model, the reached state set (noted Red) is built. This is done by adding the current state of M to Red after each simulation cycle. We then use the Xeve model checker[4] which takes as input the netlist of M and computes the Binary Decision Diagram (BDD) [5] of the reachable state set (noted Rable). The state coverage is then computed. The difference between the two sets is called the missing state set (noted Miss).



4.2 Generation of module-level tests After having shown how the state coverage is obtained, we show here how to semi-automatically increase it by generating new test cases at the module-level[1]. The idea is to exploit Miss as follows: for each element Sk of Miss, we add a new output Ok which is active when and only when M is in the state Sk. A formal model checker (we have used Xeve[4] and SMV[16]) is then used to prove that Ok is never active. This is false in general and the model checker produces a counter-example. This is a test sequence leading to the missing state Sk.



4.3 Generation of system-level tests Generating module-level test sequences is just a first step. Those sequences are useful for unit-testing but are not reusable and less useful for system-level validation. Therefore, we have investigated the extension of the test sequences into system-level test case. The test cases we need to generate are composed of programs in the assembly language of the DSP and of communications between the system and its environment. The difficulty and automation degree of that extension strongly depends on M. Other works have already addressed this task, e.g. [15] and [2]. But they have been applied for the decoder of a processor. This is a simple situation because there is a very narrow gap between test sequences at the decoder boundary and test cases in assembly language: the decoder inputs are very close to instructions. We are in a more general situation because the modules we generate the test sequences from are not parts of the CPU but are controllers more or less closely connected to it and connected to other modules. When the module M we target is not directly connected to the CPU, or if several other modules may perturb the CPU-M communication, it is difficult to automatically and completely extend the test sequences. In that case, the test sequences give very good and accurate information of what needs to be tested. Verification engineers can handwrite or use other generation tools to produce system-level test cases. The efficiency of the overall validation project increases a lot because the test development effort is focused on uncovered domains. But this is the worst situation: under some conditions, it
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Figure 2 - The three steps of the pipeline inversion. is possible to automatically extend the test sequences. Thus, a completely automatic flow can be put in place. It starts from a simulation providing a state coverage of n and ends to another simulation with new test cases and a coverage of n’>n. We have developed and applied such a flow. Its main component is a technique we call “pipeline inversion”



4.4 Pipeline inversion The pipeline inversion solves the problem of going backward across the CPU from a test sequence at M level back to a program. This needs a minimal model of the CPU with its outputs corresponding to M’s inputs. Input sequences at the CPU level are actually instructions forming the final test case. We have developed this model with the Esterel language. Thus a netlist can be generated and formally analyzed. The pipeline inversion for the module M is achieved in three main steps: 1. For each element Sk of Miss, an output Ok is added to the netlist of M and a test sequence Tk is generated at M’s level as described in Section 4.2 and Figure 2(a). 2. The netlist of the CPU is connected to the one of an observer module OBSk. That observer is automatically built from Tk. It takes as inputs the outputs of the CPU. It has only an output OKk. which is valid as soon as the trace of the CPU’s outputs finished with Tk. A model checker is then used to prove that OKk is never valid. The counter-example, if it exists, is a test sequence at the boundary of the CPU which is automatically converted into a real assembly language program Pk (Figure 2(b)). One can notice that this step of the pipeline inversion is very similar to what has been detailed on the generation of test sequences in Section 4.2. 3. This second step may fail to generate Pk. This happens when the CPU cannot generate Tk. But that does not mean the state Sk of M is unreachable: there may exist another sequence Tk’ reaching Sk and so that the CPU can generate it. Thus, for the states which could not be reached by the second step, we use another approach consisting in connecting together the netlists of M and of the CPU after the addition of Ok. A single call to a model checker will then produce a test case Pk at the CPU level (Figure 2(c)).



5. Application and results The coverage analysis and test generation has been applied for the validation of derivatives of the
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Figure 3 - Overview of he DSP system. TMS320C55x™ DSP System[22]. The modules we focused on are shown on Figure 3: DARAM, SARAM and APIRAM (internal memory controllers), SAM (bus controller which handles communications with external peripherals), MMIP and MMID (external memory interfaces), DMA (direct memory access controller). These modules were first modeled in Esterel language, compiled into C++ code and connected to the C++ code of the data parts. The CPU was entirely written in C++. Compared to software and hardware design languages, Esterel is at a higher level of abstraction, so our development time was significantly reduced. The two first rows of Table 1 show the characteristics of the modules in terms of number of primary inputs, outputs, registers before and after optimization and CPU time for optimization (all CPU times are measured on a 360Mhz UltraSparc-II with 1Gb of physical memory and 2Gb of virtual memory). The “#reachable init” (resp. “#reachable final”) row gives the number of reachable states obtained without (resp. with) environment constraints. That last number will be our basis for state coverage. CPU times needed to implicitly build the reachable state sets with Xeve[4] and to explicitly enumerate them are shown on the two following rows. One can see that, except for MMID, the computation and the enumeration of the reachable state spaces is quite fast. But for MMID we were faced to a state explosion due to the complexity of the module. We ran a first simulation of an initial test suite which serves the designers for non-regression checking. That test suite has been developed along the project during more than two years by several verification engineers. It consists of 48,268 test cases, running for more than 385 Millions of cycles. The total simulation time on the C model is 120 hours. The initial state coverages obtained after the simulation of that test suite are given in rows “#reached init” (number of states reached by the test suite), “coverage init” (state coverage it provides) and “#missing” (number of missing states). The results for the generation of test cases as detailed in this paper are given in the following rows of Table 1: “#test sequences” and “time sequences” report the number of test sequences generated at each module level and the CPU time required. This was done using the technique described in Section 4.2. Those sequences were extended into “#test cases final” programs. This was done manually for modules SAM and DMA, semi-automatically for MMIP and MMID, and completely automatically using



pipeline inversion for DARAM, SARAM and APIRAM. The three last rows show the coverage obtained after having run the new test cases and how it has increased compared to the coverage provided by the initial test suite. We could not reach a 100% final coverage except for DARAM. This is because some missing states are actually not reachable because of environment constraints we did not model. The tests for DARAM, SARAM and APIRAM were generated using pipeline inversion and this did not require any human intervention. The generation time is not negligible but the advantage of having a fully automatic flow is much more important. For SAM and DMA, some test cases were hand-written following the test sequences generated. That allowed to increase the coverage of these modules although the verification engineers had no idea on what new tests to write before having the test sequences. The number of missing states is so large for MMIP and MMID that we could not automatically generate all the test cases. Instead, we selected a small number of them, derived them into several versions by changing some configuration parameters. That approach has the drawback of generating many test cases but it is more efficient than a pure random generation. An accurate analysis of the evolution of the state coverage shows that the new test cases are much more efficient compared to the ones of the initial test suite: they reach more states in much less cycles. Our methodology and tools arrived late in the project life so that they have been applied after many bugs were already found and fixed. However, the generated test cases have shown unknown bugs in various modules, in the software model as well as in the hardware model. A noticeable conclusion of our experiments is that very often, bugs were not located in the modules we were testing. Some bugs in DMA were shown by MMID tests, some in the CPU by DARAM tests,... This remark is important: it means that a system-level validation approach has several advantages, one of them being that it can show bugs in parts of the system which were not directly being validated.



6. Conclusion We have presented in this paper a modeling and validation approach based on the C++ and Esterel languages. We exploit the advantages of both: universality, speed, objectoriented concepts for C++, and formality and executability for Esterel. The combination of the two languages is an elegant way to build models delivered to the customers and to generate test cases. The automatic generation of test cases is based on the state coverage analysis of the Esterel modules. The final tests are at the system level which enables their use for the validation of the different layers, down to the physical



chip. This approach has been applied for the validation of a real DSP system. It allowed to significantly increase the coverage and of course to find bugs. Our methodology suffers from some weaknesses we need to address. The main one is the fact that the state explosion stops the test case generation flow. Indirect approaches are still efficient (see results for MMIP and MMID) but not satisfactory. We have already used reduction techniques but they only help keeping the BDD representation of the states compact. Our technique can benefit from the constant progresses made by the formal verification tools. After state coverage is acceptable, the next step is to consider other coverages [10][2][11] like transition coverage. We have conducted a first experiment on DARAM.



Fully automatically generated test cases could raise the transition coverage from 10% up to 90%. Another point we want to study is the relation between the number of simulation cycles and the coverage. Indeed, it is important to reduce as much as possible the simulation cycles for the functional validation while keeping a good coverage. But this also very important for the tests used during the production phase. Before going out of the wafer-fab, each chip is tested by running dedicated programs. The cost of the chip greatly depends on the time required to run those programs. Applying an automatic test generation as described in this paper, it is possible to generate test programs which have the smallest possible size but still a good coverage.



Table 1 - Test case generation results for modules of the DSP system. Module # inputs/outputs #regs init/optim/time (sec) #reachable init #reachable final time reachable (sec) time enum (sec) #reached init coverage init #missing #test sequences time sequences (sec) #test cases final #reached final coverage final cov final/cov init



DARAM SARAM APIRAM SAM MMIP MMID DMA 18 / 101 32 / 164 35 / 159 33 / 122 22 / 59 49 / 157 24 / 46 63 / 30 / 41 91 / 27 / 302 91 / 26 / 83 86 / 80 / 82 78 / 30 / 286 95 / 67 / 43 98 / 73 / 428 556 827 422 400 46,513 >1.3M 309 481 368 237 400 46,513 >1.3M 278 2.1 3.8 2.5 7.09 40.7 24 hours 23.2 0.1 0.1 0.1 0.7 3.6 0.7 166 106 35 217 650 2289 218 35% 29% 15% 54% 1% ? 78% 315 262 202 183 45863 ? 60 315 261 201 80 60 5,246 18,836 611 140 1,139 315 248 201 32 13,752 10,560 10 481 254 162 321 2,328 6,382 234 100% 69% 68% 80% 5% ? 84% 2.9 2.4 4.5 1.48 5 2.8 1.1
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