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Abstract This work is an attempt towards developing a system that would automatically discover natural decompositions of complex problems while simultaneously solving the sub-problems. In most cases such decomposition relies on human expertise and domain analysis. A system that can, automatically and without relying on domain knowledge, decompose a given problem into smaller and simpler sub-problems, design solutions to these sub-problems, and combine these individual sub-solutions into a solution to the original problem can save us from considerable manual effort. Implementation of this divide-and-conquer strategy in this work is based on the ideas borrowed from nature. There are ample natural systems which have evolved to be modular in structure and function and, by virtue of which, are capable of elegant problem decomposition. Taking cues from evolution by natural selection of these systems, a co-evolutionary model is developed that can be used to design and optimize modular neural networks that perform problem decomposition. Each module in a modular neural network solves a sub-problem, whereas the network solves the complete problem. The role of modularity in neural networks is investigated on the basis of contributions it can make towards the fitness of networks during evolution. This investigation not only helps in understanding the role of modularity in automatic problem decomposition, and hence in designing the system, but also in understanding the evolution of modular complex systems in nature. Various multi-networks systems are reviewed and a correspondence between these and various types of problem decompositions, for machine learning problems, is established in a single unified framework. The proposed framework is used to facilitate the understanding and the analysis of different multi-networks systems and various types of problem decompositions. Based on such understanding two types of problem decompositions are selected, which are most likely to benefit from the automation process. A novel modular neural network architecture is then proposed, which if designed properly, is capable of performing both of the aforementioned types of problem



decompositions. Using this architecture, the usefulness of modularity is assessed for the types of problem decompositions chosen. Various factors, including the learning algorithm (batch and incremental; first and second order gradient-descent and evolutionary learning algorithms), the type of network (Radial Basis Function and Multi-Layer Perceptron), the type of task (linear and non-linear; static and dynamic) to be solved by the network and the error function (Meansquared Error and Cross Entropy) used for training the network, are considered for this assessment. Based on this assessment, it is concluded that the usefulness of modularity, if judged on the basis of the performance of the system on a static task, depends on various factors involved in the learning process. However in dynamic environments, primarily, because of the possibility of reuse of modules, modular structures are at an advantage irrespective of learning conditions. It is argued that dynamic environments like these might have given modular structures the much debated selective advantage over monolithic systems during natural evolution. Results from the assessment above also provide useful insights in the design process of the coevolutionary model, which comprises of two populations. The first population consists of a pool of modules and the second population synthesizes complete systems by drawing elements from this pool. Modules, which represent a part of the solution, co-operate with each other to form the complete solution. Using two artificial supervised learning tasks, constructed from the smaller sub-tasks, it is shown that if a particular task decomposition is better than the others, in terms of performance on the overall task, it can be evolved using the co-evolutionary model. The coevolutionary model is assessed on various tasks, previously found favorable to modular structures, to check for the emergence of corresponding modularity. Further, the co-evolutionary model is also used to support arguments presented as possible reasons for the abundance of modularity in natural complex systems.
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Chapter 1



Introduction



D



ecomposing a complex computational problem into sub-problems, which are simpler to solve individually, can efficiently lead to compact and general solutions. Ideally, for a good de-



composition, these sub-problems should be much easier than the corresponding monolithic problem. Divide-and-conquer techniques are widely used in algorithm design and engineering fields. Also, in the statistical and the machine learning literature they have become increasingly popular. Within this context, like in many others, decomposition relies heavily on human expertise and prior knowledge about the problem, which may or may not be available. A system that can, automatically and without relying on domain knowledge, decompose a given problem into smaller and simpler sub-problems, design solutions to these sub-problems and combine these individual sub-solutions into a solution to the original problem can save us from considerable manual effort. Ideally both – the number of these sub-solutions and the role that each sub-solution plays in the overall solution, should emerge automatically within the system. Nature is quite proficient in designing (evolving) systems, without any external help, that can perform problem decomposition. There are ample natural systems which have evolved to be modular in structure and function and, by virtue of which, are capable of elegant problem decomposition. An excellent example of such a system is the human brain, which is modular on several levels [52]. Macroscopically one can observe specialized areas for certain tasks like for visual or auditory processing. On a mesoscopic level the structural re-occurring element is the column and even on the microscopic level neurons can be grouped into structurally distinct classes, e.g. pyramidal neurons [52]. This structural organization is a result of evolution by natural selection and indicates that problem decomposition (e.g. through modularity) can be evolved using a metric 1



that defines the ‘fitness’ of the corresponding modular individual. The work presented in this thesis attempts to develop a system, using inspirations from nature, that would automatically discover natural decompositions of complex problems, while simultaneously solving the sub-problems. In particular, modular neural networks (MNNs) are used as tools for solving these problems. Modules in these networks solve sub-problems and the network solves the complete problem. A co-evolutionary technique is proposed that can be used to design and optimize MNNs with sub-task specific modules (appropriate for the given task) without any domain knowledge. Automatic formation of modules in these networks is also studied in detail. The choice of co-evolution and MNNs is based on arguments presented in sec. 1.2. In sec. 1.1 automatic problem decomposition is discussed in detail. Contributions of this thesis are listed in sec. 1.3, followed by a thesis outline (sec. 1.4).



1.1



Automatic Problem Decomposition



Problem decomposition can be viewed as the process of discovering any in-built structure in the given problem. Automation of such process relies on the overall objective. For instance, one might try to decompose a classification task such that the classification accuracy on the overall task or the robustness towards noisy data can be improved. The best decompositions corresponding to these objectives might not always match with the in-built structure of the problem. This work encompasses both separate decomposition approaches. Objective-based decomposition is desirable from the point of view of optimizing certain given objective, whereas problem-structure-based decomposition can result in a better understanding of the problem / solution.



1.1.1



Motivations



A few benefits of automating the problem decomposition process have been discussed earlier. Not only can it reduce the dependence on human expertise and domain knowledge but it can also help in discovering novel decompositions which are not obvious to a human expert. Now let us look at other motivations related to the particular implementation in this work. Understanding the role of modularity in neuro-evolutionary simulation methods Mod-



2



ularity in neuro-evolutionary simulation methods is a contentious issue. There are arguments in favor of and against having in-built modularity in neural networks within such systems. There are instances where modular architectures are shown to outperform fully-connected architectures primarily by minimizing modular interference. Arguments in favor often cite human brain [107, 31], which is a result of evolution by natural selection and has functionally specialized neural modules. Arguments against warn [19] that advantages of modularity are not as straightforward and by using efficient learning algorithms and sophisticated error functions it is possible to deal with modular interference. The role of modularity in neuro-evolutionary simulation methods is not very well understood. Using a co-evolutionary approach to design MNNs enables us to explore the effect of modularity in neural networks in different learning conditions and to contribute to the understanding of the role that modularity can play in these neuro-evolutionary simulation methods. Understanding the abundance of modularity in nature Modularity has been recognized as one of the crucial aspects of natural complex systems. Often debated are the reasons for the evolution of these modular systems. These systems have generated interest in modularity in evolution and development (embryogeny) [23, 110]. Various models [45] have been proposed to explain the evolution of modularity in nature. A subset of these models deal with interaction between genetic modularity and learning. Models in this subset relate the selective advantage of modularity with the effectiveness of learning in individuals. The proposed co-evolutionary model belongs to this subset of models. Discussion on the usefulness of modularity in automatic problem decomposition using a neuro-evolutionary model provides an opportunity to contribute to the ongoing debate over the possible reasons for the evolution of modularity in nature. Further, the co-evolutionary model can be used as a generic framework for testing various hypotheses concerning the evolution of modularity in natural complex systems. Making neuro-evolutionary models computationally tractable Neuro-evolutionary models become increasingly intractable as the network complexity grows [99]. Automatic problem decomposition helps in dealing with this problem in various ways. It can result in, e.g., fea-



3



ture selection, feature decomposition and reuse of modules in modular neural network. This, in turn, results in simpler networks with fewer parameters to train. Hence, using such a coevolutionary model, which designs MNNs, also has a potential contribution in making these models computationally tractable.



1.1.2



Various Issues Involved



Since many problems can only be decomposed into subcomponents with complex interdependencies, the solutions must co-adapt. There are various issues involved in automatic problem decomposition. These issues are listed here and later (sec. 1.1.3) a short summary of the methodology adopted in this work, to address these issues, is provided. • Understanding Modularity - The importance of the understanding of modularity in neural networks for this work cannot be overemphasized. Such understanding not only helps in designing the co-evolutionary model, but it also has wider implications in terms of understanding the role of modularity in neuro-evolutionary simulation methods and understanding the abundance of modularity in nature (sec. 1.1.1). • Domain knowledge - The main aim of automatic problem decomposition is to minimize the requirement of domain knowledge in decomposing a problem. • Objective - This defines the objective of problem decomposition. A fitness metric is required to evaluate individuals during evolution. Usually it is specified as the part of the problem and is crucial in automatic problem decomposition. • Problem decomposition - Given a problem how can such subcomponents be identified and represented? How can the number of such subcomponents be made adaptive with respect to the changing roles of different subcomponents in a given environment and with respect to a dynamic environment? • Interdependencies and credit assignment between subcomponents - Since all subcomponents collectively solve the problem, changes in the role of one subcomponent effect the others. How can such interdependencies be modeled into the system? Also the credit assignment among the subcomponents for their contribution to the problem-solving activity needs to be done. 4



• Maintaining Diversity - Subcomponents should be diverse and specialize in different areas, as each subcomponent has to play a different role in the final solution.



1.1.3



Methodology



The basic idea behind this work is to employ a population of modules that will co-operate with other modules to form systems that, in turn, will solve the complete problem. For this purpose the model co-evolves MNNs and modules (which constitute those MNNs) simultaneously. During evolution, these modules specialize in various sub-tasks corresponding to the given task starting from random initial conditions and the required ‘problem decomposition’ is achieved. This is accomplished without using any problem specific knowledge (e.g. number or nature of sub-tasks). As discussed later, in sec. 1.2.1, co-evolution is well suited to model the interdependencies among various components of the solution. The problem of credit assignment is solved using indirect measures that signify the contribution made by a module towards various MNNs. Examples of these measures include summed fitness of all MNNs in which the module in question participates or the frequency of appearance of this module in recent generations. Diversity maintenance among these modules is discussed in detail in sec. 5.5.2. A metric is used in the evolutionary process to assess MNNs. This metric or fitness defines the objective for the automatic problem decomposition. For instance one can perform automatic problem decomposition such that the resulting network is good in terms of generalization performance for a given classification task. Here the generalization performance defines the fitness of the network. Another such fitness metric can be the robustness against environmental perturbations. Since most often in machine learning problems generalization performance is of primary concern, the usefulness of modularity in this regard is assessed. Conditions in which generalization performance can be used to evolve modular structures representing problem decomposition are analyzed. This depends on various other factors involved in training an individual during its lifetime. For instance using a certain learning algorithm it might be possible to make up for the lack of information present in a (non-modular) structure. Hence this algorithm does not result in the evolution of modularity. Another algorithm might not be able make up for such lack of information, resulting in a selective advantage for the modular structure during evolution. Various
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factors, including the learning algorithm (batch and incremental; first and second order gradientdescent and evolutionary learning algorithms), the type of network (Radial Basis Function and Multi-Layer Perceptron), the type of task (linear and non-linear; static and dynamic) to be solved by the network and the error function (Mean-squared Error and Cross Entropy) used for training, are considered for this analysis. These factors are found to influence the effect of modularity on the generalization performance in a static environment. Hence they also influence the evolution of modularity or problem decomposition. Using artificial problems with known decompositions it is shown that in conducive learning conditions the co-evolutionary model developed can be used to evolve problem decompositions without any domain knowledge, whereas in other conditions (in absence of selective advantage for modularity) it cannot be evolved. Further, other fitness metrics based on individual’s robustness against environmental perturbations and adaptability in a changing environment are also explored. Regarding these metrics it is shown that the structural information built into a modular system can be used more effectively irrespective of other factors involved in training an individual. This results in limited influence of these factors on the evolution of modularity. It is argued that dynamic environments like these might have given modular structures the much debated selective advantage over monolithic systems during biological evolution. To support these arguments simulations are presented using the co-evolutionary model developed.



1.2 1.2.1



Co-evolution and Multi-Network Systems Co-evolution



Co-evolution in Evolutionary Algorithms (EAs) refers to maintaining and evolving individuals for different roles in a common task, either in a single population or in multiple populations. Here, fitness of one individual depends on the fitness of others. Co-evolution can be regarded as a kind of landscape coupling where adaptive moves by one individual deform landscapes of others. Depending on the relationship among individuals, co-evolutionary algorithms can be divided into two categories:
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• Cooperative Co-evolution - where individual fitness is determined by a series of collaborations with others. Individuals typically represent a part of the solution, which co-operates with others to form a complete solution. Thus cooperative co-evolution can be used to tackle problems that can be naturally decomposed. • Competitive Co-evolution - where individual fitness is determined by a series of competitions with others. Individuals typically represent complete solutions that are gradually refined throughout the run. Co-evolution is well suited for modeling the interdependencies among the subcomponents of the system. As discussed in [122], depending on the overlap in functionalities of the subcomponents one can use both cooperative and competitive co-evolution in the automatic problem decomposition domain. Among the subcomponents that are doing nearly the same job, a competitive process should be promoted, while cooperation should be encouraged among the subcomponents that cover different parts of the problem. Another reason for using co-evolution is to avoid the explicit formulation of credit assignment among modules. With two co-evolving populations (sec. 1.1.3): one of modules and another of MNNs consisting of these modules, one can use indirect measures of credits for modules, like the summed fitness of all MNNs in which the module participates or the frequency of appearance of the module in recent generations.



1.2.2



Neural Network Ensembles & Modular Neural Networks



Neural Network Ensembles (NNEs) and Modular Neural Networks (MNNs) are collectively called Multi-Network Systems (MNSs) [112]. A NNE is a collection of single neural networks working together, while a MNN is a single neural neural network made up of smaller networks. A MNS fuse knowledge acquired by its constituents to arrive at an overall decision that is either not attainable (in MNNs) or is supposedly superior (in NNEs) to that attainable by any one of them acting alone. A MNS distributes the learning task among its constituents. NNEs can be classified [48] into two major categories: • Static Structures - where the responses of experts are combined by means of mechanisms that do not involve the input signal. Examples include Ensemble Averaging, Majority Voting and 7



Boosting. • Dynamic Structures - where the responses of experts are combined by means of an integrating unit which receives the input signal and decides - (1) how the outputs of experts should be combined and (2) which experts should learn which training patterns. Examples include Mixture of Experts in which a gating network is used to (nonlinearly) combine the individual responses and Hierarchical Mixture of Experts which uses several gating networks arranged in hierarchical fashion for the same purpose. MNNs can also be divided into two categories on the basis of the arrangement of the modules. MNNs with: • Modular Structure - modules of the network solve the sub-parts of the learning problem, simultaneously. Examples include networks which perform feature decomposition. • Modular Learning - learning is performed in steps by different networks. Examples include networks which perform feature selection. Later in chapter 4 differences in MNNs and NNEs are discussed in detail and a case for the use of MNSs is presented for the problem decomposition task. Further, a correspondence between various types of problem decompositions and MNSs is presented. It demonstrates that MNSs are an obvious choice for problem decomposition because of their divide-and-conquer strategy; they learn to divide the problem and thereby solve it more efficiently and elegantly.



1.3



Contributions of the Thesis



This thesis introduces an artificial neuro-evolutionary model called the Co-evolutionary Modules and Modular Neural Networks (CoMMoN) model. The main contributions of the thesis can be summarized in the following points. • It describes how co-evolution can be used effectively to design and optimize an automatically modular system. It is shown that co-evolution can be used to avoid explicit credit assignment among modules in a modularized architecture (chapter 5). 8



• It presents a new approach to the design and analysis of an “automatically-modular” learning system. This approach differs from other such approaches in two ways. Firstly, the domain knowledge required is much less compared to other approaches and secondly, unlike other approaches, the decomposition occurs at both parallel and sequential levels. For instance, for ~ Y ~ ) = g(f1 (X), ~ f 2 (Y ~ )), where the task f (·) is made up of sub-tasks f 1 (·) and a given task f (X, f2 (·), the system will produce modules for solving f 1 (·), f2 (·) and g(·). Here decomposition in f1 (·) and f2 (·) is an example of parallel decomposition and evaluation of these followed by the evaluation of g(·) is an example of sequential decomposition of the complete problem (chapter 5). • It reviews various multi-networks systems and establishes correspondence between these and various types of problem decompositions for machine learning problems in a single unified framework (chapter 2). The proposed framework is used to facilitate the understanding and the analysis of different multi-networks systems as well as various types of problem decompositions. • It contributes to the knowledge about how and when modularity is useful in automatic problem decomposition (chapter 4). Modular neural networks can incorporate a priori knowledge, generalize well and avoid temporal and spatial cross-talks. All of these are useful in problem decomposition but with an emphasis on automatic problem decomposition, for this work, the performance of the network on the complete problem is the only measure of its usefulness that can be used. The thesis discusses the dependence of the usefulness (with regard to various performance measures) of modularity on the learning algorithm, the type of network, the type of task and the error function used for network training. • The aforementioned discussion also contributes, in general, to artificial neuro-evolutionary simulations. In these simulations, the inclusion of in-built modularity in networks is a contentious issue. This work argues that it is not always beneficial to have modularity built-in and demonstrates that it can be evolved automatically, if it is beneficial (chapter 6). • In an even broader context, it also contributes to the field of evolutionary biology. There are many theories which explain possible reasons for the abundance of modularity in natural 9



complex systems. This thesis presents two hypotheses as possible reasons for the evolution of modular systems in nature. These hypotheses are supported by various simulations carried out using the co-evolutionary model (chapter 6). Further, the co-evolutionary model presented in this thesis can be used as a generic framework to test other such hypotheses.



1.4



Thesis Outline



All the chapters in the thesis can be categorized into three parts – introduction and background, synthesis and analysis. Chapters 1, 2 and 3 constitute the introduction and background part. Chapter 5 constitutes the synthesis part and chapters 4, 6 and 7 constitute the analysis part. A short summary of each of these chapters and a list of papers resulting from the work done for this thesis are presented here.



1.4.1



Chapter-by-chapter Synopsis



Chapter 2 reviews the literature on problem decomposition. It discusses the suitability of MNNs and NNEs for problem decomposition. It presents a correspondence between various multi-net systems and various types of problem decompositions. It also identifies types of problem decompositions that are most likely to benefit from the automation of problem decomposition process. Finally it presents the limitations of other methods available in literature for problem decomposition. Chapter 3 presents various test problems used in this thesis. In chapter 4, the assessment of the effect of modularity on the generalization performance and other performance measures (based on network robustness and adaptability) is presented. Various factors involved in network training are shown to have significant effect on the usefulness of modularity while considering the generalization performance on a static task. Some of these factors are shown to be capable of making up for the lack of structural information in the network structure. With regards to other performance measures it is observed that, because of the more direct use of structural information, these factors have limited influence. Finally it is argued that one might not be able to train a MNN, that matches the problem structure with its own topology, to produce the best generalization performance among various possible topologies. This MNN, however, will have other desirable properties, e.g. better robustness against environmental changes. 10



Chapter 5 describes the co-evolutionary model that is used to design MNNs that can perform problem decomposition. Steady-state and generational approaches of the model are presented. Various features of the steady-state model are described in detail. Generational version of the model is presented within the stage-wise design process of the steady-state model. Chapter 6 is used to evaluate the co-evolutionary model presented in chapter 5, using the test problems presented in chapter 3. The model is evaluated for its ability to decompose problems automatically without any domain knowledge. It is found that in conditions where modular solutions generalize well they can be evolved successfully using the model. These conditions relate to the lifetime learning of individuals in a generation. The effect of these conditions on the evolution of modularity is also discussed. Further, two hypotheses are presented to (1) partially explain the abundance of modularity in natural complex systems and, (2) more generally, to demonstrate that the model can be used to explore such hypotheses, which address the issue of evolution of modularity in nature. These two hypotheses, which link the usefulness of modularity with individuals’ ability to adapt in changing environments, are supported with the help of simulations. Chapter 7 concludes the thesis with a summary of the implications of this work, divided into two main categories according to the contributions made, and the future work directions.



1.4.2



Publications Resulting from the Thesis



The work carried out for this thesis resulted in publication of papers elsewhere. Following is the list of those papers. [63] V. R. Khare, B. Sendhoff, and X. Yao. Environments Conducive to Evolution of Modularity. In T. P. Runarsson, H.-G. Beyer, E. Burke, J. J. Merelo-Guerv´os, L. D. Whitley, and X. Yao, editors, 9th International Conference on Parallel Problem Solving from Nature, PPSN IX, pages 603–612, Reykjavik, Iceland, September 2006. Springer. Lecture Notes in Computer Science. Volume 4193. [64] V. R. Khare, X. Yao, and B. Sendhoff. Credit Assignment among Neurons in Co-evolving Populations. In X. Yao, E. Burke, J. Lozano, J. Smith, J. M. Guerv´os, J. Bullinaria, J. Rowe, P. Tino, A. Kaban, and H.-P. Schwefel, editors, 8th International Conference on Parallel
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Problem Solving from Nature, PPSN VIII, pages 882–891, Birmingham, UK, September 2004. Springer. Lecture Notes in Computer Science. Volume 3242. [65] V. R. Khare, X. Yao, and B. Sendhoff. Multi-network evolutionary systems and automatic decomposition of complex problems. International Journal of General Systems, (Downloadable from http://www.cs.bham.ac.uk/∼vrk/papers/ijgs.pdf), 2006. to appear in the special issue on ‘Analysis and Control of Complex Systems’. [66] V. R. Khare, X. Yao, B. Sendhoff, Y. Jin, and H. Wersing. Co-evolutionary Modular Neural Networks for Automatic Problem Decomposition. In The 2005 IEEE Congress on Evolutionary Computation, CEC 2005, pages 2691–2698, Edinburgh, Scotland, UK, September 2005. IEEE Press.
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Chapter 2



Background and Related Work



T



he implementation of problem decomposition involves three steps: (1) Decomposition (decomposing a complex problem into smaller and simpler problems), (2) Subsolution (designing



modules to solve these simpler problems) and (3) Combination (combining these individual modules into a solution to the original problem). In the machine learning literature Multiple Neural Network (or Multi-net) systems are used to implement this divide-and-conquer strategy. Actual decomposition depends on various components of these systems, which can be designed by human experts having prior knowledge about the problem. The benefits of automating this process are many-fold. Firstly, the need for the human expert can be avoided who has to, sometimes, use a tedious trial-and-error procedure to design these. Also, the appropriate information required to achieve a decomposition might not be available. Finally, automating the process might help discover novel decompositions which are not obvious to a human expert. In this chapter, firstly, various types of problem decompositions available in the machine learning literature are explored (sec. 2.1). In particular, Multiple Neural Network (or multi-net) systems (sec. 2.2) and how they tackle these various kinds of decompositions are of prime interest. A correspondence between multi-net systems and various types of problem decompositions is established. This not only helps in identifying which systems are suitable for what kinds of problem decompositions, but also helps in reviewing the literature on automatic problem decomposition and explaining the areas in which this research is focused into. Later, a few methods from literature are discussed (sec. 2.3) which try to automate problem decomposition. Finally, some gaps in the literature related to the three steps (decomposition-subsolution-combination) are identified and the scope of this research is discussed (sec. 2.4). 13
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Figure 2.1: A taxonomy of literature on problem decomposition.



2.1



Problem decomposition : A Broader Perspective



Here a taxonomy of literature on problem decomposition is presented (fig. 2.1). Various multi-net systems are referred to, as examples of these problem decomposition techniques, in the following. These multi-net systems are discussed in detail in sec. 2.2. In order to categorize existing literature on problem decomposition a few concepts have been introduced:



2.1.1



Sequential and Parallel Decomposition



In sequential decomposition the overall learning task is divided into steps. Mostly the first step involves an unsupervised learning phase which makes the subsequent supervised learning easier. Parallel decomposition involves dealing with sub-tasks simultaneously but separately e.g. the classic what-and-where vision task.



2.1.2



Task and Data Oriented Parallel Decomposition



Within parallel decomposition we find task-oriented and data-oriented types of decompositions. In task-oriented decomposition we look for decomposition cues in the application task itself. Tasks may consist of relatively independent sub-tasks. The extent of information available about the sub-tasks is crucial and can help in designing the solution to the problem. For examples of the task-
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oriented type of decomposition refer to sec. 2.1.4. In data-oriented decomposition, data available for learning a problem is decomposed. A decomposition can be performed on the input space (tuple-oriented) or on the input variables (feature-oriented) [103]. Examples of tuple-oriented input space decomposition include Radial Basis Function networks, Boosting and Adaptive Mixture of Local Experts [57]. Examples of feature-oriented input space decomposition include feature decomposition methods which use information theoretic measures to decompose the input variables into packs [81, 89, 100].



2.1.3



Independent and Task-specific Unsupervised Learning in Sequential Decomposition



Within sequential decomposition of a task into supervised and unsupervised learning phases instances are found where unsupervised learning is independent of the supervised learning task to be followed. In general transformations of inputs or features are obtained to facilitate the supervised learning. Examples of independent unsupervised learning in sequential decomposition include topology-preserving maps, self-organization to visual features and principal component extraction (see [51, chapter 4] and examples of modular learning in sec. 2.2.2). Task-specific unsupervised learning in sequential decomposition involves instances where unsupervised learning is performed with a bias in favor of the supervised learning to be followed. Examples include supervised feature discovery, optimal feature subset selection for a given learning algorithm [67] and learning from hints [1, 2].



2.1.4



Separate and Mixed Sub-tasks in Task-oriented Parallel Decomposition



When the decomposition into sub-tasks is known we can have separate feedback from each subtask to design a solution to the problem. On the other hand, we do not have that luxury when the sub-tasks are mixed. Various types of task-oriented parallel decompositions, available in literature, ~ and Y ~ are subsets of the attributes of the problem, which may are listed below. In the following X or may not be overlapping.
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• One sub-task at time t, [56, 61, 86] ~ Y~ ) = f1 (X) ~ OR f2 (Y ~) f t (X,



(2.1)



• Sub-tasks on separate outputs [54, 57] ~ X, ~ Y ~ ) = {f1 (X), ~ f 2 (Y ~ )} f(



(2.2)



• Combination of sub-tasks at one output [58, 75] ~ Y ~ ) = g(f1 (X), ~ f 2 (Y ~ )). f (X,



(2.3)



In the first two instances the decomposition is known a priori and we have separate feedback available to the learning system for separate sub-tasks. This can be used to embed a priori knowledge into the system and possibly train the modules independent of each other. The most interesting among these three, however, is the third instance where we have much less knowledge about the problem (we don’t know the function g). Mixed feedback task-oriented parallel decomposition is arguably the most generic form of problem decomposition and has barely been mentioned in the machine learning literature. Available literature on such type of problem decomposition relies heavily on the domain knowledge available. One of the main aims for this research is to develop a system which can perform this type of decomposition with the least amount of domain knowledge. Out of all these various types of decompositions task-based decomposition techniques, namely task-specific unsupervised sequential and task-oriented parallel decompositions, are the ones which are most likely to benefit from the automation of problem decomposition because others can be performed in a generic unsupervised manner. In task-based decomposition techniques automation can discover problem-specific characteristics and help solve the problem better.
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2.2



Multiple Neural Network Systems



Multiple neural networks or multi-net systems [112] are an obvious choice for various types (sec. 2.1) of problem decompositions. They can incorporate a priori knowledge, generalize well and avoid temporal and spatial crosstalks [56]. In addition to often providing performance improvement over single network solutions, they have other advantages depending on the type of combination. MultiNet systems can be divided into two main categories: Neural Network Ensembles (NNEs) and Modular neural networks (MNNs). Redundancy and modularity are the two characteristics based on which one differentiates between NNEs and MNNs but there are other multi-net architectures [47, 83] that blur the boundary between the two. It has also been suggested that this differentiation is misleading [16]. In general, they should not be thought of as mutually exclusive as there exist architectures which have both redundancy and modularity. However, looking at multi-net systems’ literature from a problem decomposition point of view, there is a need to differentiate in order to explain the correspondence between problem decomposition and multi-net systems. This correspondence is shown in fig. 2.2.



2.2.1



Neural Network Ensembles



A Neural Network Ensemble (NNE) distributes the learning task among a number of experts (member networks), which in turn divide the input space into a set of subspaces. NNEs provide better generalization abilities and robust solutions. Examples of techniques used in NNEs to combine member networks include simple averaging, simple voting, boosting, bagging and negative correlation learning. They differ from each other in terms of the training data used, the architecture of the networks, and the training algorithm. In terms of training data used, a few ensemble techniques use all available data for all member networks (simple averaging, simple voting, negative correlation learning) while others (boosting, bagging) provide different subsets of data to different networks. Depending on how the outputs of these constituents are combined, NNEs can be divided into two categories – static and dynamic ensembles [48]. For dynamic ensembles the input data is used to determine how the final output of the ensemble is calculated. NNEs which do not use the training data to determine the final output come under static ensembles. From a problem decomposition perspective, however, it is more useful to classify them differently. NNEs outperform single net17
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Figure 2.2: Correspondence between various types of problem decompositions and Multi-net Systems.



works either because they have statistical advantages over those or because they perform problem decomposition. One way to ascertain if a NNE is performing problem decomposition is to look at the training data available to its members. If members only have a subset of data representing a sub-problem available to them then we can argue that there is problem decomposition. To illustrate the difference between these two kinds of benefits let us consider the XOR classification problem. A NNE, with three linear classifiers (C 1 , C2 and C3 ) as its members, is required to learn this problem (namely, to correctly classify X 1 , X2 , X3 and X4 in fig 2.3). The output of the NNE is the majority vote among the three members. Now let us assume that after training the three member classifiers have decision boundaries like the ones shown in figure 2.3. From the figure we can observe that after taking the votes all four points are classified correctly. If all three classifiers are trained on all four data points we say that there is no problem decomposition and the
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Figure 2.3: Problem decomposition in NNEs. XOR classification task: An example



NNE gains from voting among its members after each member made one error. On the other hand the training set could have been divided into three subsets, namely {X 2 , X3 , X4 }, {X1 , X3 , X4 } and {X1 , X2 , X4 }, and used for the three classifiers C 1 , C2 and C3 respectively. In the latter case we see that the NNE benefits from problem decomposition. In section 2.2.2 it is shown that this second type might as well have been considered as a modular neural network, but it is presented here to be consistent with literature. Now let us look at these two categories in detail. Statistical Advantages NNEs in this category have a collection of redundant neural networks working together and have primarily statistical motivations behind them. Each member of a NNE, which is capable of solving the complete task, outputs an estimation of the complete task starting from different weight initializations and sometimes from different training datasets, hence with an increase in the number of networks the estimated value gets closer and closer to actual value [16]. In simple averaging [96] and simple voting [9] all member networks are trained, independently, on complete datasets but have different weight initializations, hence they converge to local minima of the error function used for training. These methods have been shown [10, 71] to perform no
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worse than the average performance of all member networks. Another such NNE technique is Bootstrap Aggregation or Bagging. Bagging uses multiple subsets of training data consisting of samples drawn from the complete set with replacements. Each of these subsets is used to train one network and the final output of the NNE is obtained by voting (for classification) or averaging (for regression). Bagging is particularly useful if the individual network/learning algorithm combination is unstable [30, pages 475–476] as it effectively averages out errors made by the individual networks. One of the disadvantages of training various member networks independently is that some of these networks make correlated errors and add little towards the ensemble [104, 121]. E.g. if we make an ensemble with two networks each making similar errors then the ensemble is not better than one of these networks. Various methods have been proposed, which encourage different members to learn different aspects of training data so that the ensemble can learn the training data better. It has been shown theoretically and empirically that making these members diverse helps the NNE generalize well. Many of these methods include a penalty term in the cost function that tries to decorrelate the errors that member networks make. In ensemble learning using decorrelated neural networks [104] each network is penalized for being correlated with previous network. This work is extended in negative correlation learning [84] to train the member networks in parallel. These methods are particularly useful when there is not enough data to provide each network with a subset of training data. For a survey of these diversity creation methods please refer to [17]. Problem Decomposition In boosting [29], experts are trained on data sets with entirely different distributions and results of multiple experts or “weak” classifiers are combined into a “strong” classifier. In Boosting by Filtering [109] a strong learning model is built around a weak one by modifying the distribution of examples. Three experts are arbitrarily labeled “first,” “second” and “third.” The second expert is forced to learn a distribution entirely different from that learned by the first expert and the third expert is forced to learn the parts of the distribution that are “hard-to-learn” by the first and the second expert. A practical limitation of boosting by filtering is that it often requires a large training sample. Another technique called Boosting by Resampling can be used to overcome this limitation. Authors
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in [34] propose an algorithm called AdaBoost, in which the limited training data is reused to improve classification. AdaBoost manipulates the training examples to generate multiple hypotheses. It maintains a probability distribution p l (x) over the training examples. In each iteration l it draws a training set of size m by sampling with replacement according the probability distribution p l (x). The learning algorithm is then applied to produce a classifier h l . The error rate l of this classifier on the training examples (weighted according to p l (x)) is computed and used to adjust the probability distribution on the training examples. Probability distribution is modified to increase the probability of selection of examples which are currently incorrectly classified and to decrease the probability of selection of examples which are classified correctly. In subsequent iterations, therefore, AdaBoost constructs progressively more difficult learning problems. The final classifier, h f , is constructed by a weighted vote of the individual classifiers. Each classifier is weighted according to its accuracy for the distribution p l that it is trained on. Boosting is primarily used for classification but there have been attempts to extend it to regression [4].



2.2.2



Modular Neural Networks



In Modular Neural Networks (MNNs), unlike ensembles, each member network only performs a part of the overall task and all the networks are required to arrive at a solution to the task. These are used when a monolithic system is not able to perform the complete task [113, 114] or when there is an improvement in performance due to task decomposition. This improvement stems from the inherent separation of sub-tasks, which separates conflicting features that compromise the ability of a fully-connected network on the sub-tasks. Task decomposition provided by MNNs can also lead to the solution being easier to understand and modify. Also, a modular solution has fewer number of parameters which can lead to better generalization abilities. Another benefit of MNNs is the possible reuse of modules in dynamic environments or in problems which have inherent symmetries [99]. We can classify MNNs into two categories, MNNs with modular learning and MNNs with modular structure. MNNs with modular learning are used to deal with sequential problem decomposition where learning is performed in steps by different networks. While MNNs with modular structure deal with parallel problem decomposition and sub-parts of the network solve the sub-problems simultaneously.
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Radial Basis Function (RBF) networks, however, can be considered as examples of both of these categories. Since they process each pattern by involving only one part (basis function) of their whole structure [103] we can think of them as MNNs with modular structure providing data tuple-oriented parallel decomposition. On the other hand, RBF networks are often trained in two steps: first step involves unsupervised learning to train parameters (first layer) associated with the basis function followed by supervised learning of weights in the second layer. Training this way is an example of modular learning. RBF networks are discussed in detail in chapter 4, for now let us discuss the two categories in detail. MNNs with Modular Structure Modular Neural Networks with modular structure include feature decomposition methods, mixture of expert systems and class relation based decomposition methods [86]. In the following these three are discussed in detail. In addition, Boosting discussed as an NNE in sec. 2.2.1 can also be thought of as a MNN with modular structure. 1. Feature Decomposition Methods : In feature (or attribute) decomposition methods all the features of a problem are divided into subsets and then these subsets are fed into different member networks. Outputs of these member networks are then combined to produce the final output. This decomposition into subsets is achieved either manually by using the prior knowledge about the problems [14, 58] or arbitrarily [11], or by using a suitable algorithm [78, 81, 100, 133]. These subsets may be disjoint [14, 25, 58, 81, 89] or overlapping [11, 77, 78]. Naive Bayes Classifier [28] assumes that input features are conditionally independent given the target attribute. Despite the “naivety” of the assumption, they perform well, even, in cases where there are known dependencies [28]. A similar idea is used in [100] where instead of individual features, subsets of these features are considered. Here it is assumed that various feature subsets are conditionally independent given the target attribute. Hence D-IFN algorithm, proposed in [100], uses a greedy strategy to group dependent attributes together while independent attributes in different subsets. Different classifiers (Info-fuzzy Networks [88]) are then used for each of these subsets and their decisions are combined using the Bayesian combination with subsets (also see [101]). 22



In [81] statistically similar input features are grouped using a clustering algorithm based on pairwise mutual information. For each member network one feature is chosen from each of the subsets. Subsequently, their outputs are combined (averaged). In [133] feature decomposition is obtained, for functions with boolean or nominal attributes, by an algorithm (Hierarchy INduction Tool or HINT) that tries to minimize the complexity of decomposed function. Here complexity is defined by the number of bits required to encode that function [105]. In [78] and related work by the same author and his colleagues [75, 76, 77] feature decomposition information for boolean functions is extracted by information-theoretic (reconstructability [134]) analysis of input-output data pairs. 2. Mixture of Experts Systems : The modular architecture in Mixture of Experts (MoE) system [56] learns to partition a task into two or more functionally independent tasks and allocates different networks to learn each task. The architecture consists of expert artificial neural networks (ANNs), which compete with each other to learn training patterns, and a gating network that mediates this competition among the networks. During training, the weights of all networks are modified simultaneously using the backpropagation algorithm. Sum squared error is used to train the experts but the weights of gating network are modified using a different error function, details of which can be found in [56]. For a given training pattern one expert network (winner) comes closer to producing the desired output in competition to others (losers). By minimizing the gating network’s error function the gating network weight for the winner increases towards one and others decrease towards zero, if for a given training pattern the system’s performance is significantly better than it has been in the past. If there is not much of an improvement then all the weights move towards some neutral value. Thus the gating network not only determines how much each expert contributes in the final output but also how much it learns about each training pattern. While training different networks learn different functions that are useful in different regions of input space. “What” and “where” vision tasks [107] are used in [56] to evaluate the system performance. Starting with three experts (two multi-layer and one single layer), one of the multi-layer experts learns the “what” task and the single layer expert learns the “where” task. The “where” task being linearly separable matches the structure of single layer expert most closely. 23



Hence the authors argue that the modular architecture is capable of performing function decomposition and that it tends to allocate each function to a network with a structure appropriate to that function. The authors of [57] claim that the linear combination of outputs of experts in [56] does not encourage localization. They observe that the weight changes in one expert change the residual error and, hence, the error derivatives for all other experts. This results in a coupling between experts which makes them cooperate with each other and a separate penalty term is needed in [56] to encourage competition. They further argue that this can be avoided by using another error function (Adaptive MoE) [57], which better encourages solutions where a single expert is used for a single instance. Hierarchical Mixture of Experts (HME) [60] can be viewed as an extension of the MoE model. In HME model the input space is divided into a nested set of subspaces, with the information combined and redistributed among the experts under the control of several gating networks arranged in a hierarchical manner. These subspaces have soft boundaries, meaning that data points may lie simultaneously in multiple subspaces. The boundaries between subspaces are themselves simple parameterized surfaces that are adjusted by the learning algorithm. The architecture of HME model is like a tree in which the gating networks sit at the various non-terminals of the tree and other experts sit at the leaves of the tree. Gating networks receive the input vector and produce scalar outputs that are a partition of unity at each point in input space. Each expert produces an output vector, which proceeds up the tree being blended with the gating network outputs. All the experts used are linear with a single output nonlinearity. For training of HME architecture, the Expectation-Maximization (EM) algorithm [60] is used, which is an iterative approach to maximum likelihood estimation. Each iteration of EM algorithm is composed of two steps: an Estimation (E) step and a Maximization (M) step. The M step involves the maximization of a likelihood function that is refined in each iteration by the E step. 3. Class Relation Based Decomposition : In [86] a multi-class classification problem is divided into smaller binary classification problems and modules are trained on these smaller problems. Decisions made by these modules are then combined using a Min-Max approach. All the modules working to identify a particular class have to agree for their combined decision 24



to be positive. The output of the combination of these modules is the lowest output among all such modules. Once we have this decision then all such decisions from all combinations of modules from various classes are combined to produce the final output, which is the maximum of all these combination outputs (for a detailed explanation please refer to [86]). MNNs with Modular Learning MNNs with modular learning are used to deal with sequential problem decomposition where learning is performed in steps by different modules. Mostly, this decomposition involves two phases. In the first phase the features of the problem are transformed to facilitate learning in the second phase. First phase involves either task-independent or task-dependent feature transformations. Besides these two feature transformations, discussed in detail below, another such two phase decomposition is learning from hints [1, 2]. Here, additional examples are constructed to incorporate a priori knowledge about the problem and to aid learning in the second phase. 1. Task-independent feature transformations : In task-independent feature transformations, features are obtained using unsupervised learning to facilitate the supervised learning ([51, chapter 4]). There are various unsupervised learning models present in literature, which are either used as pre-processing before the actual supervised learning or as stand-alone applications. A few representative models that are used as pre-processors are discussed in the following. They can, again, be classified into two categories: one which provide feature extraction and the other which provide feature quantization. • Feature Extraction Methods: Among feature extraction methods, Principal Component Analysis (PCA or the Karhunen-Lo`eve Transform) can be used to transform input features to a (smaller) number of principal components with least amount of correlation among themselves. It can be used to reduce the dimensionality of the dataset while retaining as much information as possible. So the supervised learning module has to deal with a smaller problem. Although, PCA or Karhunen-Lo`eve Transform (KLT) based models should not come under the strict definition of multi-net systems, yet we include them here because KLT can be implemented as a learning module [30, pages 568–569].
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Another such implementation of KLT is the backward inhibition algorithm [49], which learns (a given number of) principal components, starting from the strongest component to the weaker ones, sequentially. Delta-rule self-organization [50], on the other hand, learns multiple features in parallel so that feature sets of approximately the same strength of individual features can be discovered. • Feature Quantization Methods: Quantization can be used for a linear, single layer classifier.



It is expected to make a nonlinear classification problem linearly separable,



thus enabling the linear classifier to solve it ([51, chapter 4]). One such quantization method is Adaptive Resonance Theory (ART) [24, 42]. ART and its derivatives are used (e.g. [6, 106]) to overcome the classic stability-plasticity dilemma, associated with incremental learning. With ART networks, when a new input arrives it is compared with the stored representative patterns (or units). If it matches sufficiently with one such unit, it is added to the category of that unit and the category is modified in the direction of this new pattern, else a new category is formed. So completely new patterns do not disturb the previous knowledge learned by the network and similar patterns refine their category. The competitive principle involved in ART, where each unit competes against others for activation on arrival of a new pattern, can also be found in Self Organizing Maps (SOMs or Kohonen Maps [69]). In addition they also preserve the topology structure of the data. This is done by updating neighboring units alongside the winning unit, though by a smaller magnitude. SOMs are primarily used for visualization of high dimensional data and clustering. [32] and [73] are a couple of examples where SOMs are used as pre-processors (for a comprehensive list please refer to [95]). 2. Task-dependent feature transformations : In task-dependent feature transformations, features are obtained using supervised approach. Primarily these are feature selection methods [27, 46, 90], which try to reduce the number of inputs by discarding a few. Another such task-dependent feature transformation is Learning Vector Quantization (LVQ); a supervised version of the SOMs discussed earlier. Feature selection often leads to simpler, computationally less expensive and accurate pre26



dictors. They do not fit to the definition of multi-net systems but are essential to the completeness of our discussion on modular learning. Authors in [59] differentiate between irrelevant features, weakly relevant features and strongly relevant features depending on the their relevance to the target variables. Traditionally, there are two approaches used for feature selection – filter and wrapper based [59] approaches. Filter based approaches use mutual information [5, 8, 79] and its variants [15, 127, 132] between features and target variables (classification problems) to evaluate relevance. Wrapper based approaches [67, 94, 115] use the performance of a specific learning algorithm to evaluate the relevance of a subset of features for that algorithm. LVQ [68, 70] is a clustering algorithm used in classification which quantizes the input space into a predefined number of processing units. This is done for each class present in the labeled data. Each of these units have a reference vector associated with it, which defines how similar input data point is to this unit. While learning, each of these units compete for activation for the data point being learned. After learning, a certain number of clusters are found for each class. The second phase of learning becomes trivial now and involves a disjunctive connection of the clusters for one class to one output unit.



2.3



Automatic Problem Decomposition Methods



Various ways in which a problem can be decomposed using multi-net systems have been discussed in sec. 2.2. In practice, this decomposition (or the design of these systems) is often performed by human experts with knowledge about the problem at hand. In this section we look at various methods which try to automate this design process for any given type of decomposition. The space of topologies of ANNs is complex, noisy, non-differentiable, multi-modal and deceptive [91]. Hence evolutionary methods are preferred for designing ANNs, in general. There is a bulk of literature available on Evolutionary Artificial Neural Networks (EANNs). For a comprehensive review of these please refer to [128]. In this section, however, the focus is on methods that are used to design multi-net systems (NNEs or MNNs).
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2.3.1



Evolutionary Methods



Feature Selection NEAT or FS-NEAT [123], which is an extension of NeuroEvolution of Augmenting Topologies (NEAT) [117], is an example of task-dependent feature transformation type of modular learning. NEAT evolves both structure and weights of neural networks. Initially, population of networks contains the most simple structures possible (no hidden nodes) and structural mutations are used to complexify them subsequently. This leads to no initial topological diversity in the population and new structures, which might be good in the long run, are unlikely to survive first few generations. They require time to optimize their weights. To overcome this problem NEAT uses speciation among the individuals which make them compete within their own niche and gives them time to optimize their weights. According to the authors [117], starting with this minimal configuration makes NEAT much faster than other methods which evolve neural networks and start from random topologies. FS-NEAT builds up on the minimal initial topology criteria of NEAT. FS-NEAT starts with an initial population which has networks with one randomly selected input and zero hidden units. After initialization FS-NEAT uses complexification (as in NEAT) of networks to add more inputs and hidden units. This way it includes the feature selection problem into the learning task itself. FS-NEAT is applied in [123] to an artificial car racing problem using a simulated environment (Robot Auto Racing Simulator or RARS [120]). The problem has many redundant inputs which impede learning by adding extra dimensions. FS-NEAT is shown to evolve better and smaller networks than NEAT for this problem. There are many instances where speciation in Evolutionary Algorithms is used to make the members of a multi-net system functionally different from each other and specialize in different parts of the problem. These systems are primarily used for task-oriented parallel decomposition. Authors in [26] use speciation in Genetic Algorithms (GAs) to develop an automatically modular system. A speciated population, as a complete modular system, is used to exploit the expertise of various species in the population. Implicit fitness sharing [116] is used to evolve a population of game playing strategies for Iterated Prisoners Dilemma (IPD) and in the final generation a gating network is used to decide what strategy is best against the opponent’s current strategy. Significantly better results in terms of generalization are achieved. In [62] a speciated evolutionary 28



artificial neural network (EANN) system evolves ANNs in such a manner that members (ANNs) of a particular species solve certain parts of a data classification problem and complement each other in solving the complete problem. Fitness sharing is used in evolving the group of ANNs to achieve the required speciation. Sharing is performed at phenotypic level using modified Kullback-Leibler entropy [72] as the distance measure. To make use of population information present in the final generation of GA, the final result is obtained by combining the output of all the individuals present in the final population using various combination techniques - voting, averaging and Recursive Least Square [130]. In [54] modular neural networks are evolved for a task-oriented, separate sub-tasks type of parallel decomposition using a (µ + λ) evolutionary strategy. The authors conclude that for the modular (artificial) task chosen, the optimality criteria (accuracy or speed of learning) influences the usefulness of modularity in neural networks and it can be evolved without any built-in bias towards modular solutions when sum-squared error function is used. In [118] authors present a MoE like architecture (Emergent Task-Decomposition Network or ETDN) that contains a set of decision neurons and other experts networks which compete against each other for activation. ETDN performs a data tuple-oriented parallel decomposition. For tiling pattern formation tasks it is shown that for ETDN evolves faster than non-emergent architectures and produces better results for more complex tasks.



2.3.2



Co-evolutionary Methods



Co-evolution has been used to design and optimize multi-net systems as it is well suited for modeling the interdependencies among the subcomponents of such a system. As discussed in [122], depending on the overlap in functionality of subcomponents one can make use of both cooperative and competitive co-evolution in the automatic problem decomposition domain. Among the subcomponents that are doing nearly the same job, competitive process should be promoted, while cooperation is required among subcomponents that cover different parts of the problem. Especially cooperative co-evolutionary methods offer a very natural way to model the interdependencies among modules of a modularized architecture as modularity is a part of these methods. In these methods, modules are rewarded for their cooperation in the problem solving activity.
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While designing a system consisting of various modules, which when combined together solve the problem, we face the problem of credit assignment. In other words, we need to decide what is the contribution of a given module towards the problem solving activity. Cooperative co-evolutionary methods use various indirect credit assignment schemes to avoid explicit formulation of singlemodule credit system. For instance, if we use two co-evolving populations one of modules and another of systems consisting of these modules, we can use indirect measures of credits for modules, like the frequency of employment of a module in recent generations. The cooperative co-evolutionary methods discussed here can be divided into two categories – Single and two-level co-evolutionary methods. In single level co-evolutionary methods the subcomponents/modules are evolved in separate genetically isolated sub-populations. Fitness evaluation for these individuals are carried out by combining representative individuals from these sub-populations and then passing back the fitness of the system, thus created, to the representative individual. While in two-level co-evolutionary methods modules and complete systems are co-evolved in two separate populations. Single Level Co-evolutionary Methods In [97] a model for co-evolution of cooperating species is presented, which is used to perform parallel task-oriented decomposition with combined sub-tasks. Solutions to complex problems are evolved in form of interacting co-adaptive subcomponents. The architecture models an ecosystem consisting of two or more genetically isolated species. The species interact with one another within a shared domain model and have a cooperative relationship. Each species is evolved in its own population and adapted to the environment through the repeated application of a GA. To evaluate individuals from one species, collaborations are formed with representatives from each of the other species. The current best individual from each species is chosen as the representative. Both the number of species in the ecosystem and the roles the species assume are emergent properties of cooperative co-evolution. When stagnation is detected in the ecosystem, a new species is added with random initial values. Stagnation is detected by monitoring the quality of the collaborations through the application of the inequality:
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f (t) − f (t − L) < G



(2.4)



where f (t) is the fitness of the best collaboration at time t, G is a constant specifying the fitness gain considered to be a significant improvement, and L is a constant specifying the length of an evolutionary window in which this significant improvement must be made. Conversely, a species is destroyed if its individuals made very little or no contribution to the collaborations they participate in. In pursuit and evasion tasks, multiple agents need to coordinate their behavior to achieve a common goal. Such a co-operative behavior among agents is evolved in [131] using co-operative coevolution. Instead of searching the entire search space of solutions, co-evolution is used to identify a set of simpler sub-tasks and to optimize each team member separately for one such sub-task. Again, the decomposition involved here is parallel task-oriented decomposition with combined sub-tasks. For a Prey-capture task, in which a team of several predators must cooperate to capture a fast moving prey, each predator is controlled by its own network. During each cycle, each network is formed by choosing neurons (for the single hidden layer of that network) from different co-evolving neuron subpopulations. These networks are then evaluated as a team, and the resulting fitness for the team is distributed equally among the neurons that constitute the networks. The approach is shown to be more efficient and robust than evolving a single central controller for all agents. Two Level Co-evolutionary Methods The Symbiotic Adaptive Neuro-Evolutionary (SANE) system [93] co-evolves two populations: a population of neurons (as modules) and a population of network blueprints. The neuron level evolution searches for effective partial networks, while the blueprint level evolution searches for effective combinations (fixed length) of these partial networks. During evolution the blueprints are evaluated based on the performance of the neural network that they specify and the neurons are evaluated through combinations with other neurons. Each neuron receives the summed fitness evaluations of only the best five networks in which it participates to discourage selection against neurons that are crucial in the best networks, but ineffective in poor ones. SANE is evaluated on a robot navigation task, involving parallel task-oriented decomposition with combined sub-tasks, and 31



performs better than standard neuro-evolutionary approaches, in terms of efficiency, maintaining diversity and adaptability. The authors argue that co-operative co-evolutionary algorithms allow for more aggressive searches for solutions, while discouraging convergence on sub-optimal solutions, hence they are better in dealing with dynamic control tasks in comparison with the standard evolutionary methods. They also argue that diverse populations, resulting from these aggressive searches, adapt more readily to any fluctuations in the environment. The Enforced Sub-Populations (ESP) [41] system works on a SANE like framework and coevolves neurons and network blueprints. One major difference, though, is that instead of one neuron population it has a sub-population for each of the hidden units in the network. This explicit speciation and a more consistent fitness criteria for neurons make ESP more efficient than SANE. ESP is also shown to be able to cope with increasingly complex control tasks (cart-pole balancing [7] systems and its variations [126]) with the help of local search. The control tasks involve balancing two poles of unequal length on a cart by applying force to the cart at regular time intervals. The dynamics involved makes it possible for the task to be made more and more difficult by increasing the length of the shorter pole and bringing it closer to the taller pole. To solve a successive task, ESP explores the neighborhood around the best solution for the previous task using a local search technique (Delta-Coding [124]). Modular NEAT [99] is an extension to NEAT which uses a cooperative co-evolutionary algorithm to evolve modules and neural networks made of these modules in separate populations. Modular NEAT evolves networks which reuse modules to solve tasks which have inherent symmetries, hence performs parallel task-oriented decomposition with separate sub-tasks. To construct these networks from modules, Modular NEAT has a blueprint population similar to the one in SANE. It also uses the same credit assignment strategy used in SANE to evaluate module fitness. For a board game, which is symmetrical in left and right halves, Modular NEAT is able to outperform NEAT not only in terms of quality of solutions achieved but is also shown to be much faster. The authors claim that this improvement is due to the reuse of modules, aided by the blueprint population, for the two sub-problems corresponding to the two halves of the board. Problem decomposition into these two sub-problems evolves without any inbuilt explicit selection for modularity. Another such model is Cooperative Co-evolutionary Model for Evolving Artificial Neural Net-
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works or COVNET [37]. Several genetically isolated subpopulations of modules (or nodules: term used by the authors) cooperatively co-evolve in COVNET. A network is made of fixed number of modules (one from every subpopulation). The module population is made up of many subpopulations that evolve independently. To evaluate modules in these subpopulations a weighted sum of three different components is used. First component of fitness value is reached by substituting the candidate modules in a few elite networks and averaging the resulting changes in their fitness values. The second component is calculated by removing the module from all the networks it is present in and measuring the difference in the performance of these networks. Finally, the third component is calculated as the average of the fitness values of a few elite networks in which the module is present. The weighted sum of all these three components along with a regularization term (to encourage smaller modules) is used in determining the module fitness. COVNET performs parallel task-oriented decomposition with combined sub-tasks. It is tested on two classification tasks from the UCI machine learning repository [13]. The authors claim, that the compact networks evolved are not only better in terms of classification task but are also very robust to the damages (e.g. removal of a module) to some parts of the network. Multi-objective cooperative networks or MOBNET [36] is an extension to COVNET, where instead of using a weighted sum of various components of module fitness (discussed earlier) a multi-objective approach is used. Authors also use this same methodology to cooperatively coevolve NNEs in [38].



2.4



Limitations of Previous Work



The three steps involved in automating the problem decomposition process are decomposition, subsolution and combination. Decomposition (type of decomposition, number and nature of subtasks) is the most crucial of these three, followed by subsolution (module design and optimization) and combination mostly depends on the first two. For example, if we choose the most relevant features then the subsequent learning can be more effective. Similarly for parallel decomposition, the discovery of modules which are appropriate both in terms of number and nature may result in better results. For an unknown/new problem it is not known which kind of decomposition should be performed. Ideally, the design process should have the flexibility to incorporate all possible types 33



of decompositions. It should at least be able to incorporate task-based decomposition techniques to gain the full advantage of problem decomposition (sec. 2.1). Most of the previous work, done so far on the divide-and-conquer strategy, lacks the automation in the decomposition step. In the decomposition step all of these methods concentrate on one particular type of decomposition and require knowledge about the type of decomposition and number and nature of sub-tasks. For example, the MoE systems [56] can perform Separate feedback task-oriented parallel decomposition (sec. 2.1.4) automatically, but they cannot discover if the problem requires sequential decomposition. Further many of these also require knowledge about module design for the subsequent subsolution step. NEAT and FS-NEAT are used to optimize architecture and weights of MNNs. FS-NEAT also incorporates feature selection but, as discussed in [93], since they evolve complete solutions the evolutionary algorithm focuses on one dominant individual, which in turn can adversely affect the search in complex and dynamic environments. Among methods which design MNNs with single neurons as modules, SANE, ESP and COVNET all provide flexibility with the architecture of ANNs and perform one or the other type of parallel decomposition. Further, they also have inherent feature selection built-in. The number of modules, however, remains fixed in all of them and needs to be specified. Further, this idea of evolving neurons and MNNs can be extended to a higher level to evolve networks and multi-net systems together. This greatly enhances the expressive power of modules. Modular NEAT and cooperative co-evolution of NNEs [38] are such extensions. In addition Modular NEAT can also perform feature selection. The number of member networks in both, however, is fixed. In [62] the number of modules (species) emerge as the result of speciation and the architecture of ANNs (with weights) is also evolved but some priori knowledge is still needed in the form of the maximum number of hidden nodes and the sharing radius used for fitness sharing. Further, it again evolves complete solutions which are not desirable. In a co-evolutionary framework that evolves multi-net systems and its constituent networks in separate populations, the number of constituent networks in a system can be made adaptive by relating it to the performance of the system. There are a couple of ways in which this can be done. First one is a stage-wise approach where member networks are added or deleted simultaneously in all the systems present.
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This happens only when there is a stagnation in performance of the multi-net systems [97]. A more global approach is where systems with different number of member networks are present at the same time in the population. In this research, efforts are focused in developing a cooperative co-evolutionary system that can design modular neural networks. The architecture of these networks should allow them to perform parallel as well as sequential task-based decompositions. Further, the number and role of modules in such a network should be adaptive.



2.5



Chapter Summary



Various types of problem decompositions available in machine learning literature are discussed, followed by examples of multi-net systems that are used to achieve these decompositions. A correspondence between various types of problem decompositions and multi-net systems is also presented. This correspondence has helped in • presenting the literature review on automatic problem decomposition in a methodological form, • identifying that task-specific unsupervised sequential and task-oriented parallel types of problem decompositions are most likely to benefit from the automation of the decomposition process, • identifying which multi-net systems are suitable for what kinds of problem decompositions (in particular, it is observed that MNNs are suitable for task-specific unsupervised sequential and task-oriented parallel types of problem decompositions), • narrowing down this research from generic problem decomposition to these two types of problem decompositions. This review is followed by another review of various methods, which design and optimize these multi-net systems. Evolutionary methods are preferred as designing tools for multi-net systems because of the complex, noisy, non-differentiable and multi-modal nature [91] of the space of multinet systems’ topologies. Various applications of evolutionary (and co-evolutionary) methods that 35



are used to design ANNs, from an automatic problem decomposition point of view, are discussed. Among these, the cooperative co-evolutionary methods are singled out as most appropriate for automatic problem decomposition as they offer a very natural way to model the interdependencies among modules of a modularized architecture. Literature on automatic problem decomposition, including these cooperative co-evolutionary and other evolutionary methods, lacks in the automation of the decomposition step. The decomposition step is the first and the crucial step in the three step (decomposition-subsolution-combination) process of automatic problem decomposition. Further, in this decomposition step most of the methods concentrate on one type of decomposition. Hence, to use these techniques we must know the kind of decomposition that is to be performed. Identifying these shortcomings has helped in refining the scope of this research. The aim now is to develop a co-evolutionary model that can be used to design MNNs that can perform various different kinds of problem decompositions (especially, taskspecific unsupervised sequential and task-oriented parallel) with the least amount of requirement for the domain knowledge.
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Chapter 3



Test Problems



O



ne of the benefits of automating the process of problem decomposition is that it curtails the amount of domain knowledge required. However to test any model that does this



automation we require test problems which have a certain known structure. This can help us not only in assessing how successful the model is in discovering that structure, but also in investigating more elementary questions about the effect of modularity in a neural networks. In this chapter a few such artificial test problems are described. In addition, a character image recognition problem from UCI machine learning database [13] is also presented. These and a few other problems, derived from these, are presented here and are used in later chapters for various experiments. These problems represent task-oriented sequential as well as parallel types of problem decompositions. These types are most likely to benefit from automation of problem decomposition (sec. 2.1). Also, as discussed in sec. 2.1.4, out of the various types of task-oriented parallel decompositions, mixed feedback instance (eq. 2.3) is arguably the most generic form of problem decomposition. Test problems that require these kinds of decompositions are constructed using:



~1 , X ~2 , . . . X~n ) = g(f1 (X ~1 ), f2 (X ~2 ), . . . fn (Xn )), f (X



(3.1)



where a function g is used to combine smaller sub-problems f i s to obtain the test problem f . ~ i s are disjoint subsets of the attributes of the test problem. These sub-problems (f i s) are made X independent of each other so that during design process various modules solving these sub-problems have least amount of interference. Parallel decomposition for such a problem involves attribute or feature decomposition and sequential decomposition involves solving the sub-problems (or feature
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extraction for the function g) first and then using the results for approximating function g. There are many ways in which f can be decomposed but the natural decomposition is the one where it is decomposed into its constituents, namely f i s. It involves identifying – (1) number of components (n), (2) each of these components (f i s) and the (3) combination function (g).



3.1



Time Series Mixture Problems



Artificial time series prediction tasks are constructed by combining two sub-problems and using various combination functions. Mackey-Glass (MG) [87] and Lorenz(LO) [85] time series prediction problems are used as the two sub-problems. The Mackey-Glass time series is generated by the following differential equation using the fourth order Runge-Kutta method with initial condition x(0) = 0.9 and time step of ∆1 = 1.



x(t) ˙ = βx(t) +



αx(t − τ ) , 1 + x10 (t − τ )



(3.2)



where α = 0.2, β = −0.1, τ = 30. The z- component 1 of the 3-dimensional Lorenz time series is used to create the mixture problem and is generated by solving the following differential equation system, again, using the fourth order Runge-Kutta method with a time step of ∆ 2 = 0.02.



x(t) ˙ = −σ(x(t) − y(t)) y(t) ˙ = −x(t) · z(t) + r · x(t) − y(t) z(t) ˙ = −x(t) · y(t) − β · z(t),



(3.3)



where σ = 16, r = 45.92, β = 4. Now these two time series (MG and LO) are mixed according to table 3.1 to create the mixture problems (fig 3.1). Both sub-problems involve prediction of the time series at time step t based on three previous time steps. For instance for Mackey-Glass task, MG(t) is to be predicted using MG(t-3∆ 1 ), MG(t1



Among the x-, y- and z- components of the LO time series the z- component has the least amount of correlation with the MG time series.
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Problem Mackey-Glass Lorenz-z MG-LO



MG3 MG3



LO3 LO3



Inputs MG2 LO2 MG2 LO2



MG1 MG1



LO1 LO1



Prediction Task MG0 LO0 g(MG0 , LO0 )



Table 3.1: Artificial time series mixture problems. MG x ≡ MG(t-x∆1 ) and LOx ≡ LO(t-x∆2 ) where ∆1 = 1 and ∆2 = 0.02 are the time steps used to generate the two time series.



Figure 3.1: Problem Construction



2∆1 ) and MG(t-∆1 ). The complete task is to predict g(MG(t), LO(t)). For all problems thus created, the only feedback the network (modular or not) gets, is its performance on the combined task (g). These two time series are relatively independent with a correlation coefficient of 0.032 for 1500 points and hence create mixture problems which favor a decomposition into independent modules. Such problem construction enables us to create problems that require task-oriented sequential as well as parallel types of decompositions. Examples of real problems which require both these kinds of decompositions include the Truck Backer-Upper problem [58] and the boolean function complexity determination [75] problem.



3.1.1



Linear and Nonlinear Problems



A linear combination problem is constructed by using g as averaging (g(M G(t), LO(t)) = 0.5(M G(t)+ LO(t))).



Let us call this Averaging problem.



Another such linear combination is Difference



problem (g(M G(t), LO(t)) = (M G(t) − LO(t))). We can also construct non-linear combination problems by using g as a product (g(M G(t), LO(t)) = M G(t) · LO(t)), or as a whole-squared (g(M G(t), LO(t)) = (M G(t) + LO(t))2 ) function. Let us call these Product and Whole-squared problems.
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3.1.2



Related Problems



In chapter 4, the usefulness of modularity for adaptability of ANNs to “related” tasks is discussed. Where related implies a certain common structure in the problems. In this section, examples of such related tasks are presented. For any time series mixture problem we can construct a related problem, while maintaining partial structure, by changing the function g. Examples of such problems include the Averaging-Difference problem (g changing from averaging to difference), the Product-Whole-Squared problem (g changing from product to whole-squared) and the SumSquared-Difference-Squared problem (g changing from whole-squared to difference-squared).



3.2



Boolean Function Mixture Problems



In sec. 3.1, examples of test problems for regression are presented. Here, their counterparts for classification are described. Artificial boolean function prediction problems are constructed by combining two sub-problems and using a combination function. Again, we have two sub-problems f1 and f2 combined by a function g. Using four boolean variables (a, b, c and d), first the two sub-problems are constructed:



f1 = a ⊕ b f2 = c ⊕ d,



then using these sub-problems and three different combination functions g (AND, XOR and OR), the following problems are constructed.



Composite AN D ≡ (a ⊕ b)(c ⊕ d) Composite XOR ≡ (a ⊕ b) ⊕ (c ⊕ d) Composite OR ≡ (a ⊕ b) + (c ⊕ d)



To construct data sets for each of these problems, all possible (2 4 = 16) data points are gen40



erated. Problems like these have been used in the past [75, 76, 77, 78] to show how ANNs can be pre-structured on the basis of domain knowledge available about the problem. For these problems, unlike the time series problems, there are no interdependencies among different inputs of a subproblem. These are used as test problems in various experiments presented later in the thesis. In chapter 6 these problems are used to assess a co-evolutionary model on the basis of how well it can decompose these problems. In practice, however, they can be solved much faster using exhaustive search (Reconstructability analysis (RA) [134]).



3.2.1



Related Problems



Like related time series mixture problems, related boolean function mixture problems are also constructed by changing the function g. Examples of such problems include the XOR-OR problem (g changing from XOR to OR) and the OR-AND problem (g changing from OR to AND).



3.2.2



Incrementally Complex Problems



Another variation of these boolean function problems, that is used later in the experiments, is where the problem is made incrementally more and more complex by adding more and more subproblems. One such example is where the initial problem is f 1 , then f2 is added using some g to get g(f1 , f2 ), then another sub-problem f3 (say f3 = e ⊕ f , where e and f are new boolean variables) is added to get g(f1 , f2 , f3 ) and so on. Note that at different stages we have different number of maximum data points available. Initially, there are only four points, in the next stage there are 16 and finally there are 64 such points.



3.3



Letter Image Recognition Problem



This problem is taken from the UCI machine learning repository [13]. The objective of the problem is to recognize one of the 26 capital letters from English alphabet based on 16 integer attributes, all ranging between 0 and 15. These attributes are statistical moments and edge counts derived from the character image (black-and-white rectangular pixel display) of various alphabets which are based on 20 different fonts. There are 20000 instances in the data set with a suggestion for
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training (first 16000) and test (remaining 4000) sets. Two versions of this problem are used in various experiments in chapter 6.



3.3.1



Complete Problem



In addition to the artificial problems with known structures, this problem is also used in various experiments presented later in the thesis. Since the decomposition for this problem is unknown, the only way we can judge the performance of the model is by comparing the evolved structures against (say) a fully-connected system or with other results available in the literature for this problem.



3.3.2



Incomplete-Incremental Problem



An incrementally complex problem is constructed from the complete problem, where at first step the task is to distinguish between class ‘A’ and the rest. At the next step it involves distinguishing between class ‘A’, class ‘B’ and the rest. At the third step it involves distinguishing between class ‘A’, class ‘B’, class ‘C’ and the rest. For this problem, from the whole data set all instances of ‘A’(789), ‘B’(766), ‘C’(736) and ‘D’(805) are collected to construct a smaller data set with 3096 instances. This was further split randomly into two mutually-exclusive training and test sets with 2322 and 774 instances, respectively.



3.4



Chapter Summary



Three sets of test problems are presented in this chapter. Problems in the first two of these sets are artificially constructed and the problems in the third set are derived from letter image recognition problem taken from the UCI machine learning repository. Artificial problems are constructed such that they represent the class of problems, which require task-based parallel and task-based sequential decompositions. These two kinds of decompositions are most likely to benefit from the automation of problem decomposition (sec. 2.1). Hence, despite being simple, these artificial problems help us in assessing a model that automates the problem decomposition process. This assessment is to be done (chapter 4 and 6) by comparing the solution topology with the problem structure. Other derivatives of these problems are also presented. These derivatives represent various dynamic environments that are used in various experiments in chapter 4 and 6. 42



Chapter 4



Problem Decomposition and Modularity in Neural Networks



A



mong the various types of problem decompositions presented in sec. 2.1, it is identified that the task based sequential and parallel decompositions can benefit most from automating



problem decomposition. In sec. 2.2.2, it is noted that modular neural networks (MNNs) have been used in literature for these kinds of problem decompositions. Hence from this point onwards let us focus our attention on the MNNs. MNNs can prove useful in many ways, they can incorporate a priori knowledge, generalize well and avoid temporal and spatial cross-talks [56]. All of these are useful in problem decomposition but with an emphasis on automatic problem decomposition for this work, only the the performance of the whole network can be used as a measure of its usefulness. This performance measure is to be used in designing the network. In problem decomposition, one essentially aims to design a MNN which matches the problem structure with its topology. Again this matching topology can prove ‘useful’ in more than one way and for each of these a performance measure for the network can be derived. Some of these measures are the generalization ability of the network, robustness against noise in the problem or damages to the structure of the network, speed of learning etc. Since, neural networks are most widely used for generalization, the effect of modularity on the generalization ability of a MNN is assessed first. For this assessment many factors involved in network training are considered (like the learning algorithm, the mode of training, the type of network and the error function) which impact the usefulness of modularity. This impact is found to be quite significant as the structural
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information is only indirectly used here and some of these factors are capable of making up for the deficiencies in the structure. Later on in the chapter two other performance measures are discussed, where the structural information built-in the MNN can be used more directly hence limiting the influence of these factors. These performance measures are related to the adaptability of MNNs in dynamic environments.



4.1



Modularity in ANNs



The concept of modularity is a somewhat illusory. There are many ways in which modularity has been defined previously. A modularity measure can be derived form the connectivity within a neural network (structural) or from the (functional) decomposition they perform. For instance, if the structure shown in fig. 4.1 is used to learn a task given by eq. 2.3, the structural modularity measure of this network will always be greater than that of a fully-connected network, but functional measure will depend on whether the modules in this network learn the sub-tasks (f 1 , f2 and g) or not.



Module 1 Module 3



Module 2 Figure 4.1: A Modular Neural Network



Here no attempt has been made to define modularity in general, instead only a functional (sec. 4.1.1) and a structural (sec. 4.3.3) modularity index is presented. These are used in various experiments throughout the thesis to observe the extent of specialization in a network for various sub-tasks involved in various problems presented in sec. 3.1 and 3.2.
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4.1.1



Functional Measure of Modularity



Irrespective of the connectivity in a network, this measure should indicate how a network is specializing in the two sub-problems corresponding to the problems presented in sec. 3.1 and 3.2. Firstly, this functional specialization is measured in all the hidden units and, then averaged over the network. For this purpose, correlations between the output of a hidden unit and two sub-problems are used. For a time series prediction problem, given only last three time steps, the latest one can be considered as the closest estimate for the next one. Hence for the time series mixture problems (sec. 3.1), the latest (third) time step is used for each time series as an estimation of the target value for that sub-problem. Let CiM and CiL be the correlation coefficients between the output of hidden unit i and the last (third) inputs of the Mackey-Glass and Lorenz time series, respectively. Modularity of the hidden unit i, mi is defined as:



mi = | |CiM | − |CiL | |.



(4.1)



Since −1.0 ≤ CiM ≤ 1.0 and −1.0 ≤ CiL ≤ 1.0, we have 0.0 ≤ mi ≤ 1.0. Functional Modularity Index (FMI) of the network is the average of modularities of all hidden units in all the modules.



Mf =



1 numU nit



numU Xnit



mi ,



(4.2)



i=1



where numU nit is the number of hidden units in the network. If a hidden unit i is primarily working on only one of the two sub-problems it will have its modularity index m i close to one, but if there is no such specialization it will be close to zero. Also, overall in the network, if there are many hidden units which have this specialization then the FMI will be close to one. Hence higher FMI indicates higher specialization. Similar FMI can also be derived for boolean function mixture problem (sec. 3.2) by replacing correlation coefficients with any of the statistical entropy measures to calculate the similarity between the output of a hidden unit and one or the other sub-task.
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4.1.2



‘Global’ vs.‘Clustering’ Neural Networks



“Global” neural networks as Muti-Layer Perceptrons (MLPs) are characterized by the fact that all their nodes are involved in processing each pattern. This is different from “clustering” neural networks, e.g. the Radial Basis Function (RBF) networks, that process each pattern by involving only one part of their whole structure [102]. This clustering of input space represents data tuple-oriented parallel decomposition (sec. 2.1.2) and since our ultimate aim is to achieve problem decomposition automatically without much knowledge about the problem and the required decomposition, RBF networks are used instead of MLPs. This point is also evident from the work carried out earlier [64], where neurons and neural networks are co-evolved for the purpose of problem decomposition. In this work, it is argued that RBF networks are better suited for data-tuple-oriented parallel problem decomposition (sec. 2.1.2) because of the local characteristics of Gaussian neurons. MG LO3 MG 2 LO2 MG 1 LO1 3



T



MG−feature−subset LO−feature−subset



Figure 4.2: The two feature-subsets in the time series mixture problem. MG x ≡ MG(t-x∆1 ) and LOx ≡ LO(t-x∆2 ) where ∆1 = 1 and ∆2 = 0.02 are the time steps used to generate the two time series. T represents the target value.



Also, if the overall task consists of relatively independent sub-tasks one would expect the decomposition along the number of patterns (tuple oriented decomposition) for one subtask to be different from the other. For example, for the time series mixture problem the placement of centers of the hidden units of the RBF network, corresponding to the two sub-problems, would be different in corresponding feature-subset (fig. 4.2) spaces. In addition, one would also expect different 46



widths corresponding to different feature-subset space centers. But since these centers and widths belong to different feature-subset spaces, it should be possible for one unit to specialize in both the tasks simultaneously. This is, however, not the case for this problem because the feature-subset spaces for the two sub-tasks are temporally linked (given a time step, input variables for both the sub-tasks are defined). Functional Modularity Index (RBF)
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Figure 4.3: Learning curves with means, upper and lower quartiles (30 runs) at every 50 epochs of functional modularity indices for the Averaging problem for an RBF network. Ba ≡ Batch and In ≡ Incremental steepest descent. Numerical values indicate learning rates for corresponding algorithms.



So while training it can be assumed that the hidden units in an RBF network will specialize in different sub-tasks and there will be less sharing of units between the sub-tasks. This, according to the definition of FMI, indicates functional specialization. Even though the network is fullyconnected this specialization can be thought of as a feature oriented decomposition at a functional (not structural) level. So the tuple oriented problem decomposition in RBF networks is expected to aid the feature oriented decomposition if the sub-tasks are relatively independent. This constitutes another reason for choosing RBF networks. To illustrate this second point we train an RBF network on the time series mixture (Averaging) problem (500 training and 500 test points) and observe the
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normalized root-mean-squared (NRMS) error as well as FMI on the test set. Here a decrease in NRMS error represents tuple oriented problem decomposition (learning of placements of centers) and an increase in FMI represents functional specialization into the sub-tasks or feature oriented problem decomposition. Fig. 4.3 shows the FMI values at different epochs of learning for different learning algorithms. The corresponding NRMS error plot is presented in fig. 4.4. Normalized RMS Error (RBF)
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Figure 4.4: Learning curves (with means, upper and lower quartiles for 30 independent runs) for an RBF network trained using different learning algorithms. Each curve shows the normalized root-mean-squared error achieved for the Averaging problem. Ba ≡ Batch and In ≡ Incremental steepest descent. Numerical values indicate learning rates for corresponding algorithms.



For the time series mixture problems, the functional specialization depends on the temporal linkage between the two feature-subset spaces. In general, when there are no such linkages, the inputs corresponding to different sub-tasks can be structurally separated (sec. 4.3) to encourage functional specialization.
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4.2



Mode of Training



Despite the full connectivity of the RBF network, it is observed in sec. 4.1.2 that when as part of learning, tuple oriented problem decomposition is performed it promotes (fig. 4.3) feature based decomposition. For the Averaging problem, fig. 4.3 also shows FMIs for incremental and batch modes of the steepest-descent learning algorithms with various learning rates (η = 10 α ; α = −1, −2, −3 and −4). The difference in the absolute values of FMIs at various stages suggests different levels of functional specializations in different modes of training. As it is evident from fig. 4.4, which shows the corresponding NRMS error plot for the same experiment, better functional specialization results in better generalization. From these two plots it can be observed that for incremental learning, as we move towards lower and lower learning rates (i.e. towards batch learning) the extent of functional specialization reduces and for batch learning it is very low. This also effects the overall learning performance of the network. Functional specialization depends on the ability of various parameters in the network (centers and widths in an RBF network) to specialize for different sub-tasks. In batch learning the gradient calculation averages error derivatives over all data points, hence differential weight updates for different parameters of the network is not possible. To further illustrate this point, let us assume that we are learning one of the time series mixture problems (with Mackey-Glass (MG) and Lorenz (LO) sub-tasks) using incremental steepest descent. Using eq. A.7 (Appendix A) we can show that, after presenting a pattern p to the network, the ratio of updates in centers (µs) and widths (σs) corresponding to the ith input of hidden units h and h0 :



∆µpih ∆µpih0 p ∆σih p ∆σih0



∝







∝







xpi − µih xpi − µih0 xpi − µih xpi − µih0







2



,



where µih and µih0 are ith components of the centers of hidden units h and h 0 , respectively. σih and σih0 are ith components of the widths of hidden units h and h 0 , respectively and xpi is the ith component of p-th training pattern. Let us also assume that unit h has some specialization for the 49



MG sub-task and unit h0 has some specialization for the LO sub-task from initial clustering. That is, µih is close to one of the centers for the MG sub-task and µ ih0 is close to one of the centers for the LO sub-task. For all is corresponding to the MG sub-task there will be many points (closer to the center) for which numerators of the ratios will be much smaller than the denominators, whereas for all is belonging to the LO sub-task there will be many points for which denominators of the ratios will be much smaller than the numerators. Hence providing differential weight updates to corresponding centers and widths for different training points and supporting specialization. This property is lost while training in batch mode, hence lower FMI values are we observed.



4.3



Type of Network



The architecture of a MNN determines what kinds of problem decompositions it can perform. For instance, a MNN with two modules (fully-connected feed forward neural networks) connected in sequence can be trained to perform sequential decomposition but cannot be used for (say) feature decomposition. In sec. 4.3.2 a novel neural network architecture is presented which, if suitably trained, is able to perform both desirable (sec. 2.1) kinds of decompositions, namely, task-oriented parallel and sequential decompositions.



4.3.1



A modular Solution to the Problem



Given the emergence of specialization among hidden units of neural networks, one intuitive and probably the optimal solution for the linear time series mixture problem would be a modular neural network with modules solving the two sub-problems. Lets call it the pure-modular structure (fig. 4.5(b)). This solution also avoids the problem specific dependence (found in time series mixture problems in sec. 4.1.2) of functional specialization on the temporal linkage of feature-subset spaces. In fig. 4.5 various networks represent four different decompositions for the combined problem. In order to validate the assumption that the pure-modular structure, being the intuitive decomposition for the problem, is the optimal one, the learning curves of all these structures are compared for the Averaging problem. These curves are generated using incremental steepest-descent learning. In addition, these curves are also compared with that of a pre-trained pure-modular structure. As the name suggests, modules in pre-trained pure-modular structure are trained separately from 50



Figure 4.5: Four two-level RBF network structures representing four possible problem decompositions. Structure (b) is named pure-modular because each of its modules have inputs only from one of the time series and there is no mixing. Structure (c) is named impure-modular because of such mixing. Structure (c) is named imbalanced-modular because its modules have different number of inputs.



each other on individual sub-tasks. Since this structure has separate feedback available from all the modules, which is not the case with any other structure and it also has pure modules, it can be used as a base case / ideal solution to the Averaging problem. These comparisons (presented in fig. 4.6) and the sub-task specialization in the modules of the pure-modular structure (fig. 4.7) indicate that the pure-modular structure represents a good decomposition of the task, especially because it fares well against the pre-trained pure-modular structure. However, only a few structures are tested and it cannot be claimed that the the pure-modular structure is the optimal one. It should be noted here that the abilities of different algorithms to find this optimal solution are different as it is observed with different modes of learning in last section and later (sec 4.4) it is shown that they also depend on various learning algorithms.



4.3.2



Two-level RBF Network Architecture



In the previous section a modular solution to the linear time series mixture problem is proposed. The decomposition needed for the problem is only the decomposition of features into MG and LO subsets. A more generic problem would be one where the combination function is unknown. The Product and the Whole-squared problems given in sec. 3.1.1 are examples of such problems. The corresponding pure-modular solution (fig. 4.5(b)) to these problems would be one with three modules. Two modules, MM G and MLO , that take inputs only from one source or, in other words, predict the output for a single time series and a third that predicts their combination function (M g ). For the time series mixture problems (table 3.1) decomposition of features into Mackey-Glass and
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Figure 4.6: Learning curves corresponding to various structures shown in fig. 4.5 for the Averaging (top) and the Product (bottom) problem. Each curve shows the normalized root-mean-squared (NRMS) error at different epochs while training with incremental steepest descent learning algorithm and MSE error function. Multiple comparison of means using one-way anova test reveals that, for both problems, the pure-modular structure is better than other structures (except pre-trained pure-modular structure) from epoch 100 onwards.
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Figure 4.7: Specialization in a modular RBF network. (a) Target output for the Averaging problem and output of the RBF network on 500 test data points. (b) Target output for the MG sub-task and output of the MG module on 500 test data points. (c) Target output for the LO sub-task and output of the LO module on 500 test data points.
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Lorenz subsets is an example of parallel decomposition and calculation of MG(t) and LO(t) as an intermediate step, while predicting g is an example of sequential decomposition (sec. 2.1.1).



Figure 4.8: A two-level (modular) RBF network.



The modular structure presented in sec. 4.3.1 can easily be extended to a two-Level RBF network capable of performing this parallel and sequential decompositions. For generic non-linear problems the outputs of the modules need to be combined non-linearly. For this purpose an RBF network is used as the combination module (Fig. 4.8(a), 4.8(c)), let us call it combining network. The sub-task specialization, earlier observed (sec. 4.3.1) for the linear time series problem, is also observed for the nonlinear problems with this pure-modular two-level RBF network. Fig 4.9 shows an example of such specialization for the Product problem. The learning curves of various structures given in fig. 4.5 (with a nonlinear combining mod-
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Figure 4.9: Specialization in a modular two-level RBF network. (d) Target output for the Product problem and output of the two-level RBF network on 500 test data points. (e) Target output for the MG sub-task and output of the MG module on 500 test data points. (f) Target output for the LO sub-task and output of the LO module on 500 test data points.
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ule) are compared. For incremental steepest-descent learning 1 it is observed (fig. 4.6) that the pure-modular structure is better than other structures tested. This coupled with the sub-task specialization (fig. 4.9), indicates that the structure is capable of performing the sequential and parallel decompositions. There are two things that need to be emphasized at this point. Firstly, best structure for the problem depends on the learning algorithm used for training (sec. 4.4) and secondly, in order for the modular structure to be beneficial all modules individually should be able to approximate their sub-tasks. If they are unable to approximate the sub-tasks properly the decomposition in terms of MG and LO modules would not be favored.



4.3.3



Structural Modularity Measure



When working with a structurally modular solution to the artificial mixture problems, a structural modularity measure is desirable. This structural modularity index or SMI should indicate how far a given structure is from the pure-modular-solution, with a fully-connected solution being the furthest. Here, one very simple example of such a SMI is presented. For each module in the two-level RBF network this index is defined as:



mmod =



1 |n1 − n2 | , N



(4.3)



where n1 and n2 are the number of inputs corresponding to the two sub-tasks and N is the total number of inputs in the problem. The structural modularity index of the network is defined as:



Ms =



X



mmod



(4.4)



mod6=combining module



With this definition the SMIs corresponding to the various structures shown in fig. 4.5 are: (a) 0.0, (b) 1.0, (c) 0.33 and (d) 0.0. If the task has three sub-tasks, for each module in the network this index is defined as: m0mod =



1 N (n1



− n2 − n3 ), where n1 , n2 and n3 are the number



of inputs corresponding to the three sub-tasks, n 1 ≥ n2 ≥ n3 and N is the total number of inputs in the problem. If a structure has more than one module for a sub-task then only one is taken into consideration while calculating SMI and this module is the one that (structurally) matches 1



First order error derivative calculations for the two-level RBF network are presented in Appendix B.
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the corresponding sub-task best. Again, m 0mod values corresponding to all three tasks are added to calculate the SMI for the network (M s0 ). An example of this calculation is provided later in chapter 6 (see fig. 6.14). Note that 0.0 ≤ M s ≤ 1.0 while −1.0 ≤ Ms0 ≤ 1.0 and for both, higher values indicate better match between the problem-structure and the network-structure.



4.4



Learning Algorithm



In sec. 4.2, the effect of incremental and batch training on the learning capabilities of a fullyconnected RBF network structure is observed. It is shown that with batch training the network does not learn the Averaging problem as well as it does with incremental training. Now let us compare different structures (fig 4.5) for their learning capabilities with other sophisticated batch learning algorithms for various time series mixture problems. In these experiments the number of parameters in all the structures for any given problem are roughly the same. Batch learning algorithms used are Improved Resilient-Backpropagation (IRPROP) [55]), quasi-Newton method with BFGS update procedures [12, pages 288–289] and (1 + 1) Evolution Strategy (ES), in addition to the steepest descent. These are chosen, as representatives, from different classes of learning algorithms. Steepest-descent uses first-order error derivatives, IRPROP uses the signs of these first-order error derivatives, quasi-Newton methods uses second order error derivatives and ES uses no derivative information. For each of the three problems (Averaging,Product and Whole-squared) incremental steepest-descent, IRPROP and quasi-Newton are able to achieve same level of test set performance after 100 epochs of training, although, different structures perform differently with different algorithms. Table 4.1 presents structures that achieve best test-set performance corresponding to various algorithms and test problems. These results indicate that when only parallel decomposition (Averaging) is required puremodular structure is the best irrespective of the learning algorithm, but for more generic problems involving both parallel and sequential decompositions it is a clear winner only when incremental steepest-descent is used. Further for these problems, using BFGS, IRPROP or ES it is possible to train a fully-connected structure to be as good (on the basis of test set performance) as a puremodular structure. Hence these algorithms are able to make up for the deficiency of structural information in the fully-connected structure. 57



Combination Function → Algorithms Steepest Descent (1) Incremental (η = 0.1) (2) Batch (η = 0.1) IRPROP Quasi-Newton (BFGS) Evolution Strategy
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Pu Pu Pu Pu Pu



Pu Fu Fu Fu Fu



Pu Fu Fu Fu Fu



Table 4.1: After 100 epochs of training multiple comparison of means using one-way anova test is conducted to determine which means (for 30 runs) are significantly different. Pu indicates that the pure-modular structure is better than others and Fu indicates that either the fully-connected structure is better than others or there is not a single winner between the fully-connected and the pure-modular structures.



4.5



Error Function



In all the experiments with the time series problems presented earlier in secs. 4.2, 4.3 and 4.4, mean-square error (MSE) is used as the error function for training various networks. It is previously observed [18] that the choice of error function also influences the usefulness of modularity in neural networks. This observation is supported here using experiments with the boolean function mixture problems. For Composite AND, Composite XOR and Composite OR problems (sec. 3.2), learning curves of a fully-connected network and the corresponding pure-modular network are compared using MSE and cross entropy (CE) error functions and incremental steepest descent learning algorithm. Corresponding results are listed in table 4.2. Combination Function → Error Function MSE CE
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Table 4.2: After 100 epochs of incremental stochastic descent training, comparison of means using the t-test is conducted to determine if the means (for 30 runs) are significantly different. Pu indicates that the pure-modular structure is better than the fully-connected structure and ‘-’ indicates no significant difference.



Results in table 4.2 indicate that even when using incremental steepest descent learning, which assists the modular network, the error function used for learning has a significant influence. Again, using CE it is possible to make up for the deficiency of structural information in the fully-connected 58



structure.



4.6



Other Performance Measures



Other than generalization ability, other performance measures can also benefit from structural information available in a MNN. These may include robustness against noise in the problem, robustness against structural damage to the network and speed of learning. In the following two such performance measures are presented. For these, unlike generalization ability, structural information built in a MNN can be used more directly. This results in a possibility of reducing the effect of various aforementioned factors involved in network training.



4.6.1



Adaptability to Related Tasks



Here a network is not just expected to learn a given task but is also expected, afterwards, to adapt to a related task. This related task shares some of its characteristics with the original task. In sec. 3.1.2 and 3.2.1 we have seen examples of these related tasks. In all of these examples the two related tasks always have same constituent sub-tasks and the composition of these sub-tasks vary from one related task to another. To understand how the structural information can be used let us look at one example, namely the XOR-OR problem, from sec. 3.2.1. After learning the Composite XOR function ((a ⊕ b) ⊕ (c ⊕ d)) a network has to adapt to Composite OR function ((a ⊕ b) + (c ⊕ d)). Here a, b, c and d are boolean variables and + and ⊕ represent OR and XOR functions, respectively. The two boolean functions share common sub-functions and the combination functions OR (g) and XOR (g 0 ) are different. a b c d
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Figure 4.10: A modular neural network adapting from g(f 1 , f2 ) (left) to g 0 (f1 , f2 ) (right). Shaded combination module is to be labeled as “new.”



Let us assume a MNN with matching topology, after learning the first function, is required to
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adapt to the second function (fig 4.10) and let us call these phase-one and phase-two of learning, respectively. Modules f1 and f2 specialize in corresponding sub-functions during phase-one. The task to be learnt in phase-two has same sub-tasks, hence this specialization should be used in phase-two in order to better utilize the structural information present in the MNN. However, this specialization is lost very quickly when the tasks are switched 2 . After switching, the corresponding error derivatives are large initially, which results in big changes in parameters of the networks in all the modules, hence the specialization is lost. One of the solutions to this problem is to fix the parameters in the two modules and keep them fixed during the training in phase-two. A less restrictive approach is to control the changes in the magnitudes of these parameters at the beginning of phase-two, rather than fixing them. Preventing big changes in these parameters at the beginning will give the combination module a chance to adapt to the already specialized modules. In absence of definite information about the relationship between the two function the second approach is desirable because if they are not related then using the second approach the network can still learn the second function, which might not be possible using the first.
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Figure 4.11: Typical changes in the absolute values of step-sizes associated with parameters in various modules during adaptation to a related task.



Modified-IRPROP Learning Algorithm To implement this second approach a parameter, associated with each of the weight parameters, is needed to control the magnitude of changes in these weight parameters. In IRPROP we already have such a parameter called step-size. During training with IRPROP the absolute value of this parameter decreases over time. At later stages of training, step-size associated with every parameter 2 This is similar to the problem of catastrophic forgetting [33] in neural networks which refers to the complete and sudden loss of a network’s knowledge, of what it has learnt earlier, in the process of learning a new set of patterns.
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in the network is small. At the beginning of phase-two of learning the modules that are to be preserved are labeled as “re-used” and the combination module is labeled as a “new” module. This labeling does not require any external input and is based only on the assumption that although there is a change in the composition of the task, yet the constituent modules of this (new) related task are same as that of the old one. Step-sizes at the end of phase-one are now used to initialize the step-sizes for the subsequent learning phase for all parameters in “re-used” modules, while “new” modules get their step-sizes initialized normally. Using this scheme of initialization, step-sizes corresponding to the two differently labeled modules exhibit typical behaviors, shown in fig. 4.11. In phase-two, step-sizes associated with “new” module start from a high (constant) value, while step-sizes associated with “re-used” module start at very low values, increase first then finally start decreasing again. This indicates some adjustments in “re-used” modules, but not the undesirable catastrophic changes discussed earlier. Incremental Backprop
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Figure 4.12: Average NRMS error of 30 independent runs at different epochs, for incremental steepest descent learning. Combination function g changes from XOR to OR at epoch 100.



Now for this XOR-OR problem let us compare the learning curves for a fully-connected and a pure-modular structure generated using this modified-IRPROP, the normal IRPROP and the incremental steepest-descent algorithms. In addition, we also use cross entropy and mean-squared error functions for these comparisons. For all these experiments, phase-two training starts with the 61



IRPROP Vs modified−IRPROP



1.6



Pure−Modular(IRPROP) Fully−Connected(IRPROP) Pure−Modular(modified−IRPROP)



Normalized Root−Mean−Squared Error



1.4 1.2 1 0.8 0.6 0.4 0.2 0 0



20



40



60



80



100 Epochs



120



140



160



180



200



Figure 4.13: Average NRMS error of 30 independent runs at different epochs, for IRPROP and modified-IRPROP learning. Combination function g changes from XOR to OR at epoch 100.



weight parameters learnt after phase-one and both phases consist of 100 epochs. For parameters in all the modules, the original IRPROP starts with constant step-sizes values (0.01) for both phases. Modified IRPROP starts with this constant value for phase-one and phase-two for modules labeled as “new.” For modules to be “re-used” in phase-two, however, it starts with the learnt step-size values at the end of phase-one. For phase-one (Composite XOR) of learning (like the time series mixture problems) the pure-modular structure performs better (fig. 4.12) than a fullyconnected network, if they are trained using incremental steepest-descent. Although, unlike time series problems where test set errors are used, here training set errors are used as there are only 16 possible data points for the problem. Also, in phase-two (Composite OR), with steepest-descent, the pure-modular structure adapts better. Again, with IRPROP (fig. 4.13) this difference disappears and fully-connected structure is able to learn the task in phase-one equally well 3 . In phase-two with IRPROP, initially both structures perform equally well and only towards the end a difference is observed. However, with modified-IRPROP (fig. 4.13) modules learnt in phase-one are better used in phase-two. This results in a much better performance of the pure-modular structure right from the beginning of phase-two. 3



t-test (significance level α = 0.05) reveal that the two are not significantly different at the end of phase-one (duration = 100 epochs). This is also observed with other possible phase-one durations (200, 500 and 1000 epochs).
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Algorithm → Error Function → Structure ↓ fully-connected modular



steepest descent NRMSE 0.48 0.31



IRPROP NRMSE CE 0.19 0.24



0.06 0.04



modified-IRPROP NRMSE CE 0.19 0.07



0.06 0.02



Table 4.3: Comparison of adaptability towards related tasks: cross entropy (CE) or normalized root-mean-squared errors (NRMSE) on training set at the end of phase-two, averaged over 30 runs, for the two structures trained using different learning algorithms. Bold entries in a column represent the significantly better (paired t-test, significance level α = 0.05) result in that column. Table 4.6.1 lists cross entropy or normalized root-mean-squared errors (depending on the error function used) on training set at the end of phase-two, averaged over 30 runs, for the two structures trained using different learning algorithms. Modular structure adapts much better than a fullyconnected structure if we use incremental steepest descent learning algorithm. With IRPROP both structures adapt equally well. With modified-IRPROP, however, modular structure is much better because we are able to use the modular specializations from phase-one in phase-two.



4.6.2



Adaptability to Incrementally Complex Tasks



Here the network is expected to learn an incrementally complex task 4 . At various stages this task has different number of sub-tasks. One sub-task is added to the overall task in every stage. An example of such a task is presented in sec. 3.2.2. Again a MNN is expected to learn this task better in comparison to (say) a fully-connected structure because of minimal disruption to the modules already learnt for various other sub-tasks. Let us assume at stage t + 1 sub-task f 3 is added to the current overall task g(f1 , f2 ) to obtain the new overall task g(f1 , f2 , f3 ). Let us also assume that we have a MNN with matching topology at stage t which is provided with another module to grow and adapt to the new task at stage t + 1 (fig 4.14). If we label f 1 and f2 as “re-used” modules and at stage t + 1 the newly added module f 3 and the combination-module as “new” modules we can make use of the structural information within the MNN by training it using the modified-IRPROP algorithm described in sec. 4.6.1. Again, this labeling is intrinsic to the growth process of the network and does not require any external input. To compare the adaptability of a fully-connected structure and a pure-modular structure to 4



This is similar to the idea of lifelong learning [119] in robot control tasks, whereby an agent is expected to reduce the difficulty of learning i-th control task by using already acquired knowledge from other tasks.
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Figure 4.14: A modular neural network adapting from g(f 1 , f2 ) (left) to g 0 (f1 , f2 , f3 ) (right). Shaded modules are to be labeled as “new.”



these kinds of tasks let us consider the following three-stage example. In stage-one, the task is to learn f1 , in stage-two the task is to learn g(f 1 , f2 ) and finally in stage-three the task is to learn g(f1 , f2 , f3 ), where f1 = a ⊕ b, f2 = c ⊕ d, f3 = e ⊕ f and the combination function g is OR. Again a, b, c, d, e and f are boolean variables and ⊕ represents XOR. For stage one and two all possible data points (4 and 16, respectively) are used for training and for stage three 50 out of total 64 are used for training and the rest for testing. For stage one there is no modularity in the problem hence we start with two fully-connected structures. In stage two one of these structures is grown in a modular way, whereby the new inputs go into a separate (new) module, and the other is grown by simply adding more hidden units in the network. These two structures are again grown in a similar fashion in stage three. In any of these stages the total number of parameters in the two structures is kept same. Figure 4.15 shows the learning curves for these two structures with mean-squared error function. For stages one and two the training error is plotted while for stage three the test error is plotted. For this incrementally more and more complex task, the modular structure is able to use the structural information from the previous stage in the next stage and it performs better than a fully-connected structure. This difference in performance increases with increasing number of sub-tasks within the overall task. This is observed irrespective of the error function used for training.
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Figure 4.15: Average NRMS error of 30 independent runs at different epochs, for the modifiedIRPROP learning of pure-modular structure and IRPROP learning of fully-connected structure.
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4.7



Modularization: How and When is it Useful?



Most often in literature this “usefulness” is defined as the generalization performance of the network on the given problem. It has been claimed that since MNNs can minimize modular interference they must be better than corresponding monolithic systems. There are instances where modular architectures have been shown to outperform fully-connected architectures primarily by minimizing modular interference. To support these arguments the human brain [107, 31] is often cited, which is a result of evolution by natural selection and has functionally specialized neural modules. We discuss these arguments and others relating to the abundance of modularity in natural complex systems in more detail in chapter 6. Other arguments warn [19] that the advantages of modularity are not as straightforward and by using efficient learning algorithms and sophisticated error functions it is possible to deal with modular interference. Results presented here also support these arguments. The effects of having a problem-structure matching topology within a neural network are examined. It is observed that a non-modular solution, trained in a particular fashion, can sometimes outperform the modular solution on the basis of the generalization performance. As discussed in [19], this kind of hardcoded modularity might result in the wastage of computational resources and might not be essential for dealing with modular interference. In the context of ANNs, let us define modularization as the process of matching a given problem’s structure with the topology of a MNN. Even if we somehow discover this structure the corresponding weights need to be learned. This learning process involves many factors which influence the “usefulness” of this modularization to varying degrees. In turn, the way we evaluate “being useful” can make use of the structural information present in the network to varying degrees. The more we are able to exploit this structural information the clearer the advantages of modularization should be. Two examples of such performance measures have been presented in sec. 4.6. Later in chapter 6, these measures are used in the discussion on the usefulness of modularity in the context of evolution.
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4.8



Chapter Summary



Designing a MNN as a modular solution to a given problem requires an understanding of the effect of modularity on the performance of the network in various learning conditions. Various factors involved in training neural networks and different network performance measures are examined. In addition, suitability of the type of networks is also considered. It is argued that RBF networks are better suited (than MLPs) for problem decomposition because, unlike MLPs, RBF networks process each pattern by involving only one part of their whole structure [102] and hence perform automatic data tuple-oriented parallel decomposition (sec. 2.1.2). A modular RBF network architecture is presented that is capable of performing both of the desirable (sec. 2.1) types of decompositions (task-oriented parallel and sequential). Experiments are conducted with the time series and boolean function mixture problems. Both of the mixture test problems are constructed using smaller sub-problems. Intuitively, a MNN with a matching topology should be able to learn these problem better than (say) a fully-connected structure. The presence of structural information in the MNN should make the learning easier. However, experiments indicate that the structural information, in form of modularity in the network, is not very crucial if generalization performance is considered. In particular, the following observations are made while comparing the MNN and a fully-connected network on the basis of their generalization performances. • Incremental mode of the steepest descent learning favors MNN, while batch mode is unable to differentiate between the two. In Batch mode none of the two structures is able to learn the problem as well as the MNN learns the problem with the incremental mode. • More sophisticated batch learning algorithms (IRPROP, BFGS quasi Newton) also do not differentiate between the two, although they can make both the structures learn the problem very well. This indicates that these algorithms are able to make up for the deficiency of structural information in the fully-connected network. • When cross entropy is used for learning the classification problems, the difference in the performance of the two structures (even with incremental steepest descent learning) disappears.
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On the basis of these observations, it is concluded that modularity does not always help the network generalize well. Various factors considered influence how well the structural information in a network can be used. Other experiments, which take performance of network in dynamic environments into consideration, reveal that this structural information can be exploited better by re-using the modules from one task to another. Again, the following conclusions are drawn from these experiments. • The MNN adapts much better than the fully-connected network from one related task to another. These related tasks have common sub-tasks and differ from each other in the composition of these sub-tasks. • The MNN also outperforms the fully-connected network when adapting to complex tasks after learning simpler tasks. These incrementally more and more complex task are constructed by adding sub-tasks one by one. These other performance measures depend crucially on the structural information within the network. Various experiments imply that from the point of view of automatic problem decomposition we need to focus either on designing networks that generalize best but may not always match the problem-structure, or look at alternative performance measures which use the structural information more directly. These results are used later in the thesis to understand the reasons of evolution of modular structures in nature. In relation to the broader research question on the usefulness of modularity in neural networks, these conclusions can be generalized in the following manner. For simpler, static problems modularity does not provide a clear cut advantage because these problems can be solved reasonably well using either of the two combinations – a good (modular) structure and any learning algorithm / error function or an inferior (fully-connected) structure and a felicitous learning algorithm / error function. On the other hand, even for relatively simpler, dynamic problems, better learning (adaptability) is achieved using the modular structure, irrespective of the learning algorithm / error function used. Benefits of modularity are expected to be much more visible when learning more complex, dynamic problems.
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Chapter 5



CoMMoN - Co-evolutionary Modules & Modular Neural Networks Model



I



f we are to automate the design process of modular neural networks (MNNs) that can perform problem decomposition, we must ensure that, during the design process, the architecture of



these MNNs can be varied in such a way that it has the ability to handle various different kinds of decompositions. In sec. 2.4 it is observed that most of the previous work on automation of the problem decomposition process, which involves decomposition, subsolution and combination steps, lacks the automation in the decomposition step. Any model performing automatic problem decomposition should at least be able to incorporate task-based parallel and sequential decomposition techniques to gain the full advantage of problem decomposition (sec. 2.1). Later in sec. 4.3.2 it is noted that the two-level RBF network, if designed properly, is capable of performing these kinds of decompositions. In this chapter, the Co-evolutionary Modules and Modular Neural Networks (CoMMoN) model is introduced. It co-evolves MNNs and modules (which constitute those MNNs) simultaneously. Although, in principle, it can be used to design and optimize any MNN, it is used here to design two-level RBF networks. Given that modularity is beneficial for the overall performance of the system, be it in terms of generalization performance, or adaptability towards related tasks, or learning incrementally more and more complex task (sec. 4.6), it can be evolved using this model. Experiments with two different versions of the CoMMoN model, based on generational and steady-state evolutionary algorithms (EAs), are conducted during the design process of the model. Experimentation during the early stages of this research are conducted using the generational model.
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In the later stages, however, steady-state version is used. Here, the final steady-state version is described in detail (sec. 5.2) with a comparison with the generational version (sec. 5.5). Arguments supporting the use of steady-state model are presented towards the end of the chapter.



5.1



Nomenclature



A few terms that are to be used later in the description of the CoMMoN model are discussed here. Using the two-level modular RBF network we can achieve both parallel and sequential kinds of decompositions (fig. 5.1). Let us call such a network a System. A System is used as a solution to the complete problem represented, in general, by the following:



~1 , X ~2 , . . . X~n ) = g(f1 (X ~1 ), f2 (X ~2 ), . . . fn (X~n )), f (X



(5.1)



Figure 5.1: The two-level modular RBF network, which is to be designed using the CoMMoN model. Mi represents a Module for ith sub-problem and Mc represents the Combining-module.



~1 , X ~2 . . . X~n are subsets of the attributes of the problem, which may or may not be where X overlapping. Let us say that the total attributes in all of these subsets are AllInps. In a System 70



a Combining-module or Mc approximates the function ‘g’ in eq. 5.1 and other Modules (M i ; i = 1, 2, . . . n) specialize in different sub-tasks (f i ; i = 1, 2, . . . n). Here problem decomposition involves identifying: 1. Number of sub-tasks (n) or N umT asks 2. Each of these sub-tasks (fi ) 3. Combination function (g) In CoMMoN a two level co-evolutionary architecture (Fig. 5.3) is used. The lower level has a population of Modules (ModPop) and the higher level has a population of Systems (SysPop) made up of Modules from ModPop. Each individual in SysPop can either be a single-module System or can be a two-Level RBF network made up of a Combining-module (an RBF network) and one or more Modules from ModPop, which also are RBF networks. Each RBF network (including the Combining-modules in SysPop) has the following real parameters associated with it (fig. 5.2): centers (µij ), widths (σij ), weights (wjk ) and biases (bk ) i ∈ {0, . . . , d − 1}, j ∈ {0, . . . , g − 1}, k ∈ {0, . . . , n − 1},
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Figure 5.2: An RBF network with Gaussian hidden units.



where indices i, j and k represent inputs to the network, hidden units in the network and outputs from the network, respectively. Also, d, g and n are the number of inputs, number of hidden units 71



and number of outputs in the network. For individuals in ModPop d ∈ [1, AllInps], where AllInps is the dimensionality of the input space. For Combining-modules in SysPop, d represents the number of Modules in the individual (d =NumMod). Each individual in SysPop can have between 1 and MaxModPerSys Modules to begin with. In addition, each individual in ModPop has a binary string of size AllInps, called InpTemplate, associated with it. At a particular position i, a one or a zero in this string represents presence or absence of a connection between the Module and the i th input, respectively.



5.2



Steady-state CoMMoN Model



Modules and Systems are co-evolved in a two level co-evolutionary framework. Within this general framework both the structure and parameterization of the Modules, as well as the parameterization and structure of the Systems, can be evolved. Evolution at Module level searches for good building blocks for Systems, and at System level it searches for good combinations of these building blocks. This kind of co-evolutionary architecture has been used before [36, 64, 93] where neurons and artificial neural networks are used as Modules and Systems, respectively. Here it is extended up a level to use networks and their combinations (two-level RBF networks) at the two levels, respectively. Modules, in ModPop, are RBF networks (Fig. 5.3) differing from each other in terms of the inputs that they get out of all AllInps inputs from the combined problem. In SysPop, each individual contains pointers to one or more individuals in ModPop and the output of the System is obtained with the help of Combining-module. If a modular structure is advantageous over others then, starting from a completely random configuration, the model is expected to converge to a state where various Modules in ModPop specialize in various sub-tasks resulting in the evolution of modular solutions in SysPop. Figure 5.4 gives the overview of various steps involved in the steady state CoMMoN model. A pseudo code is given in fig 5.5, steps of which are detailed in the following.



5.2.1



Initializing the Two Populations



Modules differ from each other in terms of the input connections they have out of all AllInps for the problem. Initially they are assigned these inputs by choosing the corresponding InpTemplate randomly. Each Module is initialized with a number of Gaussian hidden units which is twice the 72



Figure 5.3: The two populations in the co-evolutionary Model. Each individual in ModPop is an RBF network and each individual in SysPop contains an RBF network (combining-module) and pointers to one or more Modules in ModPop.



number of inputs that it has. Centers (µ ij s) and widths (σij s) of hidden units in a Module are initialized using K-Means Clustering on the training data points, considering only the inputs which are connected to the Module. Weights (w jk s) and bias values (bk s) are initialized randomly using uniform distribution. Once initialized these parameters change only when there is a structural mutation in a Module. In SysPop, first each individual is assigned a random number of Modules between one and MaxModPerSys uniformly, then for each System these many Modules are selected from ModPop with replacement and are assigned to the System. If there is more than one Module then a Combining-module is added and initialized in a fashion similar to the initialization of Modules in ModPop; only the inputs to this Module are obtained as the outputs of other Modules in the MNN. All the parameter values are kept in SysPop individuals, only the input configuration of constituent Modules are obtained from individuals in ModPop. Parameters in Modules are only used for initialization of the parameters of a System. This is done to provide uniform initialization of all Modules with identical input connections throughout all SysPop individuals.



5.2.2



Partial Training



Before fitness evaluation, each individual in SysPop is trained partially on training data. This partial training helps evolution finding good solutions in fewer generations. It can be viewed as lifetime learning of an individual in the evolutionary process. Fitness evaluation is carried out 73
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Figure 5.4: Steady-state CoMMoN Model : Generation t to generation t + 1
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(1) Initialize ModPop (2) Initialize SysPop (3) Train all individuals in SysPop IF Lamarckian Evolution DO Write back trained parameter values to Systems in SysPop (4) Evaluate fitness of individuals in SysPop (5) Evaluate fitness of individuals in ModPop (6) REPEAT (i) Select one Module from ModPop, mutate it by changing its input positions and reinitialize parameters to obtain ModChild. (ii) Replace the worst individual in ModPop by ModChild. (iii) Select one System from SysPop (proportionate selection), mutate it using mutation sequence (sec. 5.3) to obtain SysChild1 (iv) IF SysChild1 is M % fitter than the second worst System in SysPop DO Replace the second worst individual in SysPop by SysChild1 (v) Select another System from SysPop (proportionate selection) and mutate it by swapping the Module closest (sec. 5.2.5) to ModChild in the System with ModChild to obtain SysChild2. (vi) Replace the worst individual in SysPop by SysChild2 (vii) FOR all Systems in SysPop IF the System or one of its Modules is mutated DO (a) Train the System and reassign the fitness (b) IF Lamarckian Evolution DO Write back trained parameter values to Systems in SysPop (viii) Calculate fitness of all Modules in ModPop UNTIL fixed number of generations Figure 5.5: Pseudo Code : Steady-state CoMMoN model after training. The modified (trained) values of various parameters can be copied back to SysPop individuals (Lamarckian Evolution) or they can be used only for fitness evaluation (Baldwinian Evolution). Keeping parameter values stored within Systems allows us to use Lamarckian evolution since one Module can take part in many Systems and the trained values cannot be copied back to Modules after each network training. Various learning algorithms and error functions are used for this training as these influence the ability of a network with a certain structure to learn a task (chapter 4). In particular, incremental steepest descent, IRPROP or modified-IRPROP (sec. 4.6.1) learning algorithms and cross entropy or mean-squared error functions are used in various setups.



5.2.3



Fitness Assignment in System Population



Fitness of each individual i in SysPop depends on how well it performs on the validation data set. This performance is calculated using the error function used in training the individual. If 75



mean-squared error is used for training, the fitness of individual i is



f itnessi =



1 net M SEvalidationdata



+



(5.2)



net where M SEvalidationdata is the mean-squared error achieved by the two-level RBF network net



(corresponding phenotype), on the validation data set. A small constant  is added to prevent very high values of fitness which may result from the mean square error approaching zero. If cross net entropy (CE) error function is used in training the individual, M SE validationdata is replaced by net CEvalidationdata in eq. 5.2 to calculate individual i’s fitness.



5.2.4



Fitness Assignment in Module Population



Individuals in ModPop are to be evaluated on the basis of their contribution towards various individuals in SysPop. Each individual in ModPop can contribute to one or more individuals in SysPop (fig .5.6), so there is a two-fold difficulty in evaluating the effectiveness (or fitness) of a Module. Firstly, since each Module only represents a partial solution to the problem, it needs to be assigned some credit for the complete problem solving activity. Secondly, these credits need to be accumulated from different networks the Module participates in. Fitness of a Module in ModPop depends on the fitness of Systems in SysPop. Ideally, it should incorporate the number of Systems the Module participates in, effectiveness of these Systems and the Module’s contribution to these Systems. One of the following fitness assignment strategies, which try to take these factors into consideration, is used.



Figure 5.6: Individuals in SysPop get their fitness based on performance on validation set, while Modules derive it from the Systems they participate in.
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1. Using A Few Good Systems: Each Module gets the summed fitness of the top 25% Systems, from SysPop, in which the Module participates. This strategy was first used in [93], where the authors evaluate fitness of individual neurons being evolved along with multi-layer perceptrons made out of these neurons. In favor of this strategy authors argue that “calculating fitness from the best five networks, as opposed to all of the neuron’s networks, discourages selection against neurons that are crucial in best networks, but ineffective in poor networks.” 2. Using Frequency: Fitness of a Module is equal to the frequency of appearance of that Module in any System in SysPop, in last n (=10) generations. The rationale behind this strategy is that if a particular Module is good it will appear repeatedly in various Systems as the evolution progresses.



5.2.5



Breeding Strategy



A variant of the simple steady-state EA, adapted for the two co-evolving populations, is used. Crossover has shown limited promise in evolving connectionist networks [3] as it can frequently lead to a loss of functionality (known in literature as the Permutations [98] or Competing Conventions [92, 108] problem). Hence, like some previous work [3, 129], crossover is ignored and mutation is used as the only variation operator. In each generation one individual is selected from ModPop using proportionate selection. An offspring, ModChild, is obtained from this Module using mutation. For mutation, each of the bits in InpTemplate is flipped for this Module with probability p mod (= 1/AllInps). Parameter values are reinitialized afterwards using the aforementioned (sec. 5.2.1) method. This ModChild replaces the worst individual in ModPop. In SysPop two Systems are selected in each generation with replacement, again using proportionate selection, and are mutated to obtain SysChild1 and SysChild2, respectively. SysChild1 is obtained by applying a sequence of mutation steps to the first System. This sequence, along with its rationale, is discussed in sec 5.3. If SysChild1 is fitter than the second worst individual in SysPop, it replaces that individual. SysChild2 is obtained by replacing the closest Module in the second System with ModChild. The distance between two Modules is the hamming distance between their InpTemplates. The second mutation is needed to make use of the innovation occurring at the Module level. This way ModChild gets used straight 77



away and gets to prove its fitness. Replacing the closest Module in the System provides ModChild with a suitable environment to be assessed in. This is because the parent System is a fit individual (chosen by proportionate selection) and this replacement is expected to prove least disruptive. SysChild2 replaces the worst individual in SysPop.



5.3



Mutation Sequence in System Population



To avoid networks overfitting the data and to make them generalize well a regularization term in the fitness function is often used to encourage simpler structures. This involves having to decide how much relative importance (a coefficient) should accuracy and regularization terms carry in evaluating an individual. This coefficient is dependent on the problem being solved and hence finding it requires either some domain knowledge or a tedious trial-and-error method. From automatic problem decomposition perspective, determination of this coefficient is avoided and another approach [129] is used instead1 . This approach uses the ordering of various types of mutations to encourage these simpler structures. The mutation operator designed for individuals in SysPop consists of three different stages (fig. 5.7). Each of these stages involves two different mutation steps. Let us call the System to be mutated as the Parent System or SysParent. In stage-I SysParent is mutated to make it structurally simpler. Stage-II includes mutation steps that do not change the structure-complexity. Finally, in stage-III mutation steps that increase this complexity are used. These stages are carried out in that order and mutation steps in a particular stage are used only when the steps in the preceding stage fails to produce an offspring SysChild1 fitter than the second worst individual in SysPop by some margin (M %). Following are the various muations steps involved in various stages:



5.3.1



Stage-I: Deletion



Stage-I consists of two mutation steps; node(s)-deletion and module-deletion. Node(s)-deletion deletes one or more nodes from the Combining-module of SysParent. Firstly x ∈ [1, maxN odes] nodes are deleted uniformly at random from the Combining-module. The resulting System is then 1 Alternatively, the regularization parameter can also be evolved. However, this adds another dimension to the search space and, hence, is not used
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Figure 5.7: Mutation Sequence in SysPop
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Yes



trained partially to allow it recover from the sudden deletion of nodes. If maxN odes is more than the number of hidden units in the Combining-module, it is replaced by this number. Given that SysParent contains more than one Module, one of these Modules is deleted in module-deletion. Module to be deleted is chosen such that there is a least amount of rise in mean-squared error (or cross entropy depending on the error function being used for training and fitness calculation) on the validation set. The resulting System is then partially trained so that it can recover from this module-deletion. Using the mutation sequence of stage-I, the number of RBF units in Combining-module and the number of Modules in a System are being optimized and there is no reason why steps corresponding to one should be given preference over the other. For this reason these two steps are performed in a stochastic order (fig 5.7). After the first or the second of these steps, if the partially trained System is fitter than the second worst individual in SysPop, it is accepted as SysChild1; otherwise, mutation steps in stage-II are used.



5.3.2



Stage-II: Swap



This stage again consists of two steps; re-initialization of System parameters and a module-swap. Re-initialization of System parameters in SysParent and the following partial training is used purely as a parametric mutation step. This step is performed before any other steps which might make the structure more complex (including the module-swap mutation in this stage). In module-swap mutation a Module is randomly picked from ModPop. It then replaces the closest (based on hamming distance between InpTemplates) Module in SysParent. This distance-based swap is used to minimize the disruptive effect of this mutation on the System. Module-swap mutation is then followed by partial training. Again, if the partially trained System (obtained after the first or the second of these steps) is fitter than the second worst individual in SysPop, it is accepted as SysChild1; otherwise, mutation steps in stage-III are used.



5.3.3



Stage-III: Addition



Node(s) and module-addition mutations are used in this stage in stochastic order (like deletion mutations in sec. 5.3.1). Both of these add to the complexity of the structure. Node(s)-addition
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adds one or more nodes to the Combining-module of SysParent. If there are no hidden units initially, units twice the number of Modules (N umM od) in the System are added. Otherwise a single unit is added, followed by partial training. In module-addition a randomly chosen Module from ModPop is added to SysParent. The System is then partially trained so that it can recover from this structural change. If after the first of these mutation steps the offspring is fitter than the second worst individual in SysPop, it is accepted as SysChild1, else the second mutation step is used and the resulting offspring, irrespective of its fitness, is accepted as SysChild1.



5.4



Partial Training and Modified-IRPROP



For the purpose of partial training any learning algorithm can be used, but the modified-IRPROP algorithm is found to be particularly useful. In sec. 4.6.1 it is shown how modified-IRPROP algorithm can help a MNN to adapt to a related task. Similarly it can help in coping with sudden structural changes caused by mutations and repair the damage locally. For node(s)-addition or node(s)-deletion modified-IRPROP can be used (labeling the Combining-module as the “new” Module) to retrain parameters primarily in Combining-module, while not loosing specialization in others. Similarly in module-deletion, Combining-module (again labeled as new) adjusts its parameters to the remaining Modules. For module-addition, however, both the new Module and the Combiningmodule are labeled “new” and both adapt their parameters according to the specialization in other Modules.



5.5



Generational Vs. Steady-state Approach



Designing an evolutionary model involves deciding whether to use a steady-state or a generational approach. This work was started with a SANE [93] like generational model (sec. 5.5.3). However, at later stages, the steady-state (sec. 5.2) became the preferred approach. Different approaches are compared in [20] in a neuro-evolutionary framework. The author finds that different approaches yield different behaviors and should be chosen on the basis of particular requirements like good overall performance, need to learn good performance quickly, computational costs involved, etc. Here the steady-state approach is preferred over the generational approach for two main reasons.
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The first one is linked with the computational cost involved in training an individual from SysPop with in a generation. Larger networks and complex problems involve high computational costs and generational approaches are not suited [20] for these. The second reason is concerned with the two different levels of evolution involved in the co-evolutionary model and is discussed in sec. 5.5.1. One potential drawback of using a steady-state approach is lack of diversity in resulting populations. This is discussed in sec. 5.5.2 in the context of the co-evolutionary model.



5.5.1



Different Evolutionary Time-scales



In two level co-evolutionary models like CoMMoN or modular NEAT [99], where individuals in one population are made up of individuals in another, a change (mutation) in a constituent individual (Module) may have a drastic effect on the composite individual (System). This effect is even more magnified when during a generational run many Modules change in a single generation, resulting in fluctuations in SysPop. Given a state that ModPop is in, Systems in SysPop need some time to better incorporate various Modules currently present in ModPop before it changes. This can be achieved by allowing the two populations to evolve asynchronously. For instance, for every generation of ModPop, X generations of SysPop can be used (X = 5 was used in [99]) 2 . This parameter needs to be set empirically and depends on the problem being solved. It can be avoided if a steady-state model is used instead, where only one Module changes in a generation. In the steady-state CoMMoN model this disruptive effect of change in the single Module is further reduced by swapping this Module with the most similar Module in the chosen System (sec. 5.2.5) and by (partially) training the System after mutation.



5.5.2



Diversity Maintenance



In steady-state evolutionary algorithms (SSEAs) often we need to make explicit arrangements to prevent a single individual dominating the whole population. Often diversity preservation techniques are used to encourage diverse members in the population. There are various ways in which diversity can be maintained among the individuals. These include different artificial speciation and 2 A similar idea is also used in [74] where genotypes and epigenotypes (genotype-phenotype mapping) are co-evolved assuming that the variation in genotype is produced on a faster time-scale than variation in the genotype-phenotype map.
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statistical techniques. In the CoMMoN model no such explicit measures are used. The model relies on some of its other features (described below) for this purpose. The diversities in the two populations in the model are interdependent. If one is diverse the other is also expected to be diverse. Since, other than in initialization, ModPop only contributes topologically, we look at the topological diversities in the two populations. Later in this section, topological diversity measures (TDMs) for the two populations are defined. These are then monitored for changes during a simulation run. First let us look at various features responsible for diversity maintenance in the CoMMoN model. • Due to the very nature of the co-evolutionary model, mutations in SysPop produce big structural change at Module level unlike the changes made at gene level in normal SSEAs. A diverse set of Modules are maintained at ModPop level which can be used by Systems in SysPop by choosing random Modules from ModPop for module-addition and module-swap mutations. • Innovation at System level is aided. Mutated System is partially trained before fitness evaluation which enables it to compete with other Systems present in the population. Also, potentially bad mutations are avoided by swapping the topologically-closest matching Module in the System during swap mutations. • The worst System is always replaced with a mutated System even if former is fitter than the latter. • Innovation at Module level is also aided. Any new innovations at Module level are used straight away with the help of the second mutation in SysPop. It can be argued [16, Chapter 3] that the use of a diversity preservation technique will help the model improve its performance. Such an improvement is observed in [62], where standard fitness sharing [39] is used with speciated EANNs for this purpose. However, it is decided not to use any such techniques for primarily two reasons. Firstly, these are computationally expensive [40] and secondly, they require some prior knowledge (e.g. sharing radius in fitness sharing) about the fitness landscape which is not available to us for automatic problem decomposition. To observe how topologically diverse the two populations are at various stage of evolution, let us define topological diversity measures (TDMs) for the two populations. Distance between two 83
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Figure 5.8: Fitness of best individual and the average fitness in SysPop is shown in (a) during a simulation run with the steady-state CoMMoN model and Letter Image Recognition Problem (‘A’ & ‘A’ binary classification). Fitness value of 10000 correspond to zero cross-entropy on the validation data set. In (b) the topological diversity measures for the two populations and for the same simulation run are shown. 84



Modules i and j, dm ij is simply the hamming distance between the InpTemplates of the two Modules normalized by the number of bits (= AllInps in this case). TDM for ModPop is defined as



T DMM odP op =



2 sm .(sm



− 1)



X



dm ij ,



(5.3)



i6=j



where sm is the size of ModPop. Since not all Modules in ModPop are in use in various Systems at a given time only those which are in use are considered while calculating T DM M odP op . Distance between two Systems l and m in SysPop, d slm is defined as the average distance between any two Modules in the two Systems normalized by the total number of such distances between the two Systems. TDM for SysPop is defined as



T DMSysP op =



2 ss .(ss − 1)



X



dslm ,



(5.4)



l6=m



where ss is the size of SysPop. Both T DMM odP op and T DMSysP op ∈ [0.0, 1.0] and higher values indicate higher level of diversities. Figure 5.8 shows these two diversities measures, alongside the average and maximum fitness of individuals in SysPop, during a simulation run involving the steadystate CoMMoN model. The problem being considered is the Letter Image Recognition Problem (sec. 3.3) where the task is to identify if a given letter is ‘A’ or not. Figure 5.8(a) shows the fitness of best individual and the average fitness in SysPop and fig. 5.8(b) shows the diversity measures. Cross entropy is used as the error function for training algorithm and also to evaluate Systems. It is observed that between initialization (generation zero) and convergence (generation 199) there is only a slight (∼ 16%) decrease in T DM SysP op , resulting from even lower decrease in T DM M odP op .



5.5.3



Generational CoMMoN Model



In this section the generational CoMMoN model is described. This model is used for some of the earlier experiments. Further, it has also provided useful inputs in the design process of the final steady-state model described earlier (sec. 5.2). Besides being a different evolutionary approach, the generational model described below differs from the steady-state model in a few other aspects as well. Since this model was developed at the earlier stages of this research, it lacks some of the flexibility the steady-state model has. It has been used to guide our design process for the CoMMoN 85



model and that reflects in the (higher) amount of domain knowledge required in the generational model. Due to its inchoate nature, this model has mostly been tested on the time series problems (sec 3.1) and was not used for later experiments with the other test problems, modified-IRPROP learning algorithm and cross entropy error function. The generational model has been developed in two different stages. First stage (stage 1) is very much similar to other such co-evolutionary models [36, 64, 93] where neurons and ANNs (two-level RBF networks) are co-evolved in different populations. In stage 2, like the steady-state model, smaller ANNs and bigger two-level RBF networks are co-evolved together. In the following description, the term Systems is used for two-level RBF networks for both stages and Modules for neurons in stage 1 and ANNs in stage 2. (1) (2) (3) (4) (5) (6)



Initialize ModPop Initialize SysPop Train all individuals in SysPop Evaluate fitness of individuals in SysPop Evaluate fitness of individuals in ModPop REPEAT (i) Sort ModPop and SysPop according to their respective fitness values (ii) Clear fitness in ModPop and SysPop (iii) Copy top 25% individuals from SysPop and ModPop to the next generation (iv) From bottom 75% ModPop individuals, mutate those which do not appear in top 25% of Systems (v) IF crossover is to be used DO FOR all top 25% Systems Cross it with an individual randomly chosen from top 25% Systems and copy children to the bottom 50% (vi) Mutate bottom 75% Systems (vii) FOR all Systems in SysPop Train the System and reassign its fitness (viii) Calculate fitness of all Modules UNTIL fixed number of generations Figure 5.9: Pseudo Code : Generational CoMMoN Model In both stages, if a pure modular structure (fig. 4.5(b)) is advantageous for the time series problem over others then we can expect some of the Modules in ModPop to specialize in Mackey-Glass (MG) time series prediction task and some in Lorenz (LO) time series prediction task or, in other words, starting from a completely random configuration, the model is expected to converge to a state where some Modules take their inputs only from MG time series and some from LO time series. In each 86



Figure 5.10: Two populations in the generational CoMMoN Model (stage 1). Each individual in ModPop is a Gaussian neuron and each individual in SysPop contains two RBF (sub) networks made out of these neurons from ModPop.



Figure 5.11: In the generational CoMMoN model both populations undergo these stages in a generation. In addition all individuals in SysPop undergo partial training before fitness evaluation.
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generation both populations go through the stages illustrated in fig. 5.11 (corresponding pseudo code is listed in fig. 5.9). Systems are trained using incremental steepest descent (sec. 4.4) learning in each generation and, depending on their performance on validation data set, are assigned with a fitness value. Fitness of System Si is evaluated as,



F IT N ESS(Si ) = 1/(nrmse + c),



(5.5)



where nrmse is the normalized root-mean-squared error on validation data, obtained as the ratio of root-mean-squared error and the standard deviation of target values, and c is a small constant to prevent singularity. Modules derive their fitness from various Systems (fig 5.6) to which they contribute in SysPop. They are to be judged on the basis of their contribution towards the complete problem. The two credit assignment strategies that are used to evaluate Module fitness are same as the ones used in the steady-state model (sec. 5.2.4). After the fitness evaluation both populations are sorted and top 25 percent of individuals in both populations are then labeled as elite individuals. The variation operators used in the two stages are described later. Stage-1 To decompose and solve a modular problem (eq. 5.1) the generational model in this stage requires a great deal of domain knowledge. For example, for the Averaging problem (sec. 3.1.1), it must know: (1) the number of sub-tasks (two in this problem), (2) that the inputs corresponding to the two sub-tasks are non-overlapping (complementarity assumption), (3) the combination function (averaging) and (4) the required Module structures (i.e. the number of hidden units). Given these, the model can do the feature decomposition corresponding to the two sub-tasks. Each System in SysPop represents (Fig. 5.10) a combination of two smaller RBF networks which have inputs complimentary to each other, e.g., if one network takes three inputs from one of the time series then the other takes the remaining three inputs, thus representing the complete solution to the problem. The output of the combination is the average output of the individual networks. Modules are Gaussian neurons differing from each other in terms of parameters (centers and widths) and also in terms of the inputs that they get out of all six inputs from the combined time series problem. Hence each Module can have between one and six inputs. Here, both the structure 88



and the parameters of the network are evolved together. Initialization of the two populations are similar to the initialization procedure used for the steady-state model. Parameters for each neuron in ModPop are initialized using training data. The center (~µ) is set on a randomly chosen data point and each component of the variance (σ i ) is assigned a random value chosen uniformly between half and twice of the variance in training data corresponding to that attribute i. These parameter values are then used to initialize Systems in SysPop. In stage 1 only mutation is used in the two populations. In ModPop, parameters associated with a neuron (not in elite individuals) are mutated by adding normally distributed noises with zero mean and one standard deviation. Mutation rate of p m is used for each real parameter. In SysPop the input positions are flipped between the two complimentary networks, again, using a mutation rate of pm per input position. Stage-2 Domain knowledge required at this stage is much less than that required in Stage 1, although information about (1) number of sub-tasks, (2) type of combination function (linear or non-linear) and (3) the required Module structures (i.e. the number of hidden units) is still required. By contrast, none of this information is required in the steady-state model (sec. 5.2). Here Modules are RBF networks (Fig. 5.3) differing from each other in terms of the inputs that they get out of all six inputs from the time series mixture problems, hence each Module can have between one and six inputs. Each System contains pointers to two Modules in ModPop and the output of the System is obtained with the help of combining-module, with two inputs and one output. Here, the parameter values for these combining-modules and others in ModPop are not evolved. In every generation, each System needs to be trained multiple times, with different weight initializations, before fitness evaluation to average out the fluctuations in fitness. In stage 2, in addition to mutation, crossover is also used as a variation operator in SysPop. Each of the elite individuals in SysPop is crossed with another elite individual with a certain probability pc to produce two offspring which replace the worst two individuals in the population. One-point crossover is used, which swaps the Modules in the two Systems. Systems other than elite individuals are then mutated with a certain probability p m , by replacing one of their Modules with another
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randomly chosen Module from ModPop. Like stage 1 only mutation is used for ModPop, where each Module, not in elite individuals, is mutated with probability p m . For this purpose, either one of the randomly selected inputs is deleted or a new input, randomly chosen from the ones which are not present in the Module, is added to the Module. Discussion Requirement of domain knowledge has declined from stage-I to stage-II of the generational model and from stage-II of the generational model to the steady-state model. This in inline with the aim of automatic problem decomposition. From the stages one and two of the generational model it is learned that it is more computationally economical to evolve weights alongside the network architecture. Further, initializing parameters in Modules first and using these to initialize parameters in Systems (In other words, topologically identical Modules have the same initial weights in all the Systems they participate in) allows us to reduce fitness fluctuations in SysPop due to different weight initializations. These fluctuations also impede progress during evolution if there are big changes in ModPop corresponding to every generation of SysPop (as discussed in sec. 5.5.1). This is also observed in these generational models as increasing mutation probability for Modules resulted in poorer performances. Finally, the use of crossover in stage 2 did not significantly improve the performance of the model and hence it has not been incorporated in the steady-state model.



5.6



Chapter Summary



The Co-evolutionary Modules and Modular Neural Networks (CoMMoN) model is presented, which can be used to co-evolve MNNs alongside their constituent modules for the purpose of automatic problem decomposition. This co-evolutionary design of these MNNs (two-level RBF networks (sec. 4.3.2)) enables them to perform both of the desired types (task-oriented sequential and parallel) of decompositions. The CoMMoN model comprises of two populations. The first population consists of a pool of modules and the second population synthesizes complete systems (MNNs) by drawing elements from this pool. Modules represent a part of the solution, which co-operate with each other to form a MNN. In the CoMMoN model, both weights and topologies of these modules and MNNs are initialized randomly. Thereafter, in each generation, MNNs are evaluated on the basis of their 90



performance on the overall task, whereas modules are evaluated on the basis of contributions they make towards various MNNs they participate in. Two measures are discussed, which can be used to assess this contribution – (1) the summed fitness of a few good MNNs in which the module participates or (2) the frequency of appearance of the module during the last few generations can be used as these module fitness measures. Both the steady-state and the generational versions of the CoMMoN model are discussed. Various features of the steady-state CoMMoN model are described in detail, including the special mutation sequence (specific to the CoMMoN model). This sequence introduces a bias towards simpler network structures by giving preference to those mutation steps which make the structure simpler, over others. The generational version of the CoMMoN model is discussed within the stage-wise design process of the steady-state CoMMoN model. Using the test problems presented in chapter 3, it is shown in chapter 6 that the CoMMoN model is capable of designing and optimizing MNNs that perform both of the required types of problem decompositions. Further, it is also used (chapter 6) as a generic model to test various hypotheses that explain the evolution of modular systems in nature.
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Chapter 6



Automatic Problem Decomposition in the CoMMoN Model



I



n this chapter the CoMMoN model, described in chapter 5, is evaluated on various test problems presented in chapter 3. The model is to be assessed on the basis of its ability to perform



automatic problem decomposition. In various simulations presented in this chapter the CoMMoN model is used to design modular neural networks (MNNs), which eventually perform the problem decomposition. Comparing these MNNs with the problem structures (artificial problems only) we can determine how well the model has performed. For other problems, the performance of the evolved network against a fully-connected network gives us an indication of the usefulness of evolved network and the model itself. Further, these simulation help in understanding the usefulness of modularity in such an artificial neuro-evolutionary model and also contribute to the wider research area which deals with understanding the reasons for the evolution of modular natural complex systems. The primary aims of this chapter are (1) to understand the reasons for the evolution of modular natural complex systems and (2) to analyze how well the CoMMoN model performs based on such understanding and not to engineer the system into the best performer for the test problems. Sec. 6.1 presents a short discussion on origin of modularity in natural evolution and how artificial systems are used to support / refute various hypotheses explaining the abundance of modularity in natural systems. This is followed by a discussion on the evolution of modularity in the CoMMoN model in sec. 6.2. Sec. 6.2.1 presents simulations where the generalization performance of networks is used to evolve modularity. These simulations are carried out in conditions under which modu-
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lar systems generalize well (chapter 4). In these simulations evolutionary pressure to increase the overall fitness (based on generalization performance) of the two populations (ModPop and SysPop) provides the needed stimulus for the emergence of the sub-task specific modules. In secs. 6.2.1 and 6.2.3, performance measures other than the generalization performance are explored and two new hypotheses are proposed, which explain modularity as the consequence of changes in environments in which evolution takes place. The fitness of individuals is these simulations depends on their ability to adapt in these environments.



6.1



Origin of Modules in Natural Complex Systems



There are modular systems all around us in nature. The most cited example is the human brain, which is modular on several levels [52]. There are also various explanations / hypotheses for this abundance of modularity. These natural systems, which are a result of evolution (at the population level) and learning (at the level of the individual), have generated interest in modularity in evolution and development (embryogeny) [23, 110]. Various evolutionary and developmental mechanisms have been proposed to explain the origin of modules in natural complex systems. Most of these models [45] have direct relationship between modularity and selective advantage during evolution. Some of the reasons presented in these models for the evolution of modularity are evolvability, phenotypic robustness against environmental perturbations and ease of learning. Other models use the process of development (temporal succession [23, chapter 14] of phenotypical forms, from initial genetic information present in an individual just after birth to the final adult phenotype) to explain the presence of modules. Often artificial neuro-evolutionary simulations (commonly known as Evolutionary Artificial Neural Networks or EANNs) are used to advocate these mechanisms. These models deal with interaction between genetic modularity and learning. It has been argued [31] that during their lifetimes, individuals need to learn more than one tasks simultaneously and having a modular structure helps in avoiding conflicting messages from these tasks. The classic example being the “what” and “where” vision tasks. In Artificial Neural Network (ANN) literature this has been shown with the help of modular neural networks (MNNs) - as they outperform fully-connected structures on certain tasks [56, 113, 114]. Using EANN methods, attempts have also been made to illustrate that this 93



advantage of MNNs can lead to their evolution. In [31] it is shown that modularity can be evolved on the basis of this advantage. In this work an ANN’s architecture is genetically determined and evolved by mutation and selection, while its fitness is dependent on how well it performs on these “what” and “where” vision tasks, after training with backpropagation. This modular (non) interference based advantage, however, is not universal and depends on various factors involved in the training of the network. In [19] it is shown that this advantage depends crucially on the choice of error function used for training and a proper choice can lead to superior non-modular structures. Experiments in [65] show that this also depends on the choice of mode of training (batch or incremental) and learning algorithm. These results indicate that (a) it is possible to deal with modular interference with non-modular structures and (b) either the tasks and simulations considered are too simplistic to extract the benefits of modularity in complex systems or, simply, learning efficacy is not the reason behind the evolution of modularity. Other EANN models look at other aspects of modularity and suggest reasons other than modular interference for its evolution. It has been suggested that modularity in ANNs is expected to be much more beneficial in dynamic environments [53], where it can help improve the speed of learning. Modularity can also prove useful in evolving highly complex phenotypes. One to one mapping of these to genotypes results in a very high dimensional genotypic search space, which makes the problem intractable. In nature this problem is tackled through gene duplication (independent specialization of duplicate genes), which corresponds to an inherent modularization of the system development. This concept has been used in EANN systems for indirect genotypephenotype mapping [22, 43, 44] to solve the intractability problem. Further, some believe that during evolution, the genetic representation encodes the growth process, the organization of such a process inherently favors modular systems [111]. Recently, the presence of modularity in the human brain is also linked [21] with the physical brain constraints, such as the degree of neural connectivity.



6.2



Origin of Modules in the CoMMoN Model



Modularity has been recognized as one of the crucial aspects of development and evolution. Likewise, modularity should also play an important role in designing artificial complex developmental 94



and evolutionary systems. There has been some debate about whether one should build modularity into such systems. Modularity may not always result in improvement in performance of artificial complex systems and hard coded modularity may, sometimes, prove wasteful of computational resources. However, it may result in indirect gains elsewhere, e.g. it may result in the system being more robust against structural damage. The CoMMoN model does not have an in-built modularity, instead the need for modularity drives its evolution. From automatic problem decomposition point of view, we can expect the CoMMoN model to be able to evolve modular systems in favorable learning conditions (chapter 4). Further, it can also be used as a framework for testing hypotheses concerning the evolution of modularity in nature (sec. 6.1). As examples of the former, it is shown in sec. 6.2.1 that in favorable learning conditions, the CoMMoN model can be used to evolve MNNs with task-specific modules (modularity). As examples of the latter, the CoMMoN model is used (sec. 6.2.2 and 6.2.3) to support arguments that link the evolution of modularity with individuals’ adaptability in dynamic environments (sec. 4.6.1 and 4.6.2). In each of these sections simulations are presented with various test problems listed in chapter 3. For the artificial test problems we know the problem structure, which can be tested against the evolved network structure to evaluate how well the model has achieved parallel and sequential task-based decompositions. This is done here by monitoring the structural Modularity Index or SMI (sec. 4.3.3). Higher values of SMI indicate better match between the network structure and the problem-structure. For letter image recognition problem (sec. 3.3.1) we do not know what should the ideal decomposition be. For this problem (and its variant: Incomplete-Incremental Problem (sec. 3.3.2)) we can not assess the decomposition ability of the model, although by comparing the evolved structures with a fully-connected structure we can ascertain that the evolved structure is better in terms of performance. Both credit assignment strategies discussed in sec. 5.2.4 produce very similar results for various problems tested. Results listed here are with the credit assignment using a few good networks, unless stated otherwise. Parameter values for these experiments corresponding to the generational and steady-state CoMMoN models are listed in tables 6.1 and 6.3.
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6.2.1



Static Environment



We can expect the co-evolutionary model to find the built-in decomposition of the problem only if the corresponding modular neural network structure is better than other possible structures. The difference in performance between this structure and others provides the co-evolutionary model with the selection pressure towards this structure (problem decomposition). In this section simulations are presented to demonstrate how the CoMMoN model can be used for automatic problem decomposition. If a particular task decomposition is better in terms of the generalization performance on the overall task, it can be evolved using the CoMMoN model. This decomposition is reflected in the modularity of the System being designed, which if beneficial for the overall task provides the modular individual with a selective advantage and helps in the evolution of Systems with sub-task specific modules. These simulations are carried out in favorable conditions (incremental steepest descent or ISD learning with mean-squared error or MSE error function: discussed in chapter 4) in which we have observed earlier (sec 4.4 and 4.5) that modularity is beneficial for generalization performance. Below, simulations with the two generational 1 (sec. 5.5.3) and the steady-state (sec. 5.2) versions of the CoMMoN model are described. Parameter values for these experiments are listed in table 6.1. Generational CoMMoN model: Stage-1 Preliminary experiments with the generational CoMMoN model require a great deal of domain knowledge (sec. 5.5.3). For simulations presented here with the Averaging time series mixture problem (sec. 3.1.1), it is assumed that the combination function is linear and the System output is evaluated as the average of its Modules. These Systems have fixed number of Modules per System (two). A complementarity condition between the Modules of a System is also assumed which says that the Modules can not share inputs among themselves within a System. So only parallel decomposition (sec. 2.1), in Mackey-Glass (MG) and Lorenz (LO) modules, is required of the coevolutionary model, which it achieves. With these assumptions the co-evolutionary model converges to the pure-modular structure (see sec. 4.3.1 and fig. 4.5(b)) in all of the 30 runs conducted. A population is assumed to be converged when all elite individuals (sec. 5.5.3) in the system population 1



These results have also been published elsewhere [66].



96



Data Training data Validation data Testing data



500 points 500 points 500 points



Individuals Neurons per module 5 Neurons per combining 9 network (P) Lifetime learning Partial training per generation 20 epochs 0.01 Learning rate (η) 0.0 Momentum (µ) Co-evolution Module population size (A) 480 neurons Module population size (P) 80 RBF networks System population size 40 two-level RBF networks Number of generations 100 mutation probability (pm ) 0.2 0.8 crossover probability (pc ) Table 6.1: Parameter values used for experimentation with the generational CoMMoN model. Parameters marked with an A or a P are specific to either the Averaging or the Product problem, respectively.
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have the same structure. Once this structure is found it is trained on the Averaging problem for 100 epochs of ISD learning. The results on a test set are given in table 6.2. These results are comparable to the pre-trained pure-modular structure, results for which are also listed in the table. As the name suggests, modules in pre-trained pure-modular structure are trained separately from each other on individual sub-tasks. Since this structure has separate feedback available from all the modules, which is not the case with any other structure and its structure matches the problem-structure, it can be used as a base case / ideal solution to the combination problem. Problem



Runs



Evolved Structure



Averaging (stage 1) Product (stage 2)



30



pure-modular (Fig. 4.5(b))



5 2



pure-modular (Fig. 4.5(b)) incomplete-pure-modular (Fig. 6.1(a)) imbalanced (Fig. 6.1(b))



3



Performance Evolved Str. Pre-trained Str. 0.0751 (3.4754e-04) 0.0560 (8.8997e-04) 0.1175 (0.0491) 0.1137 (0.0524)



0.0933 (7.0329e-04)



0.2098 (0.0335)



Table 6.2: Normalized Root Mean-squared errors achieved by various structures (evolved using the generational CoMMoN model) after 100 epochs of incremental steepest descent or ISD learning (η = 0.01, µ = 0.00). These structures are also compared with the base case / ideal solution. Values in ‘Performance’ column are achieved by training corresponding network structures multiple (10) times with different weight initializations. Corresponding standard deviations are listed in braces.



In stage-1 of the experiments, with the combination function known and with the complementarity of inputs condition enforced, only the optimal feature decomposition for the Averaging problem needs to be discovered. The generational CoMMoN model is able to do this quite successfully because of two reasons. First one being the limited search space and second being the advantage of pure-modular structure over others as the combination function of the two modules is fixed (averaging), which suits the pure-modular structure. Generational CoMMoN model: Stage-2 In this stage we move further towards the aim of having an automatic decomposition. Assumptions about the combination function and complementarity of inputs are removed, so the only domain knowledge required is the number of modules in the system. But since the two problems (MG 98



and LO) are relatively independent (Sec. 3.1) we can still expect complementarity to be beneficial and the co-evolutionary model to discover it. Now the problem is much harder as it requires both parallel (MG and LO modules) and sequential (first, evaluation of MG and LO modules and then the combination module) decompositions. Here, the co-evolutionary model does not always converge to the pure-modular structure. This again can be attributed to the fact that the search space is much bigger as there are many different ways to decompose this problem, and there are other possible structures which are very close to the pure-modular structure in terms of the performance on the complete problem. For the Product problem (sec. 3.1.1), out of 10 runs the model only converges to the pure-modular structure five times. In another two runs it converges to an incomplete pure modular solution (fig. 6.1(a)), which after 100 epochs of ISD learning is equivalent to the puremodular structure in terms of performance on the combined problem. This is an interesting result as it indicates that all three inputs are not needed to solve the problem. The remaining three runs converge to a suboptimal solution consisting of two imbalanced structures (fig. 6.1(b)). Since we know that for a time series prediction problem the last time step is the most important one, this structure represents another good solution to the problem where modules M 1 and M2 are only focusing on the two most relevant inputs and the combination (M 3 ) is producing an ensemble effect of two very similar modules. Again, all these three structures obtained from all 10 runs are trained on the Product problem for 100 epochs of ISD learning and the results on a test set are given in table 6.2 alongside the results for a pre-trained pure-modular structure. At this point, the importance of the Combining-module being able to approximate the combination function (product in this case) needs to be emphasized. If it is unable to approximate the function properly the decomposition in terms of MG and LO modules would not be favored, which is quite expected because we are trying to evolve the structure for two modules while keeping the structure for the third fixed. Ideally Combining-module should be allowed to co-adapt with other modules (see next section). Steady-State CoMMoN Model Both generational models require a great deal of domain knowledge, which is not available for problems other than these simple test problems. None of the domain knowledge required in the
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Figure 6.1: Two modular solutions for the Product problem evolved using the generational CoMMoN model (stage-2). two generational models is required in the steady-state model (sec. 5.2). The Combining-module structure is also optimized to better approximate the combination function. In this section, simulation results are presented with Averaging, Whole-squared and Product (sec. 3.1.1) time series mixture problems, and the Letter Image Recognition Problem (sec. 3.3.1). The aim is to show that steady-state model can be used to decompose these problems and to design systems that match these problems structurally and generalize well. Time Series Mixture Problems For the time series mixture problems, the steady-state CoMMoN model is assessed on its ability to design Systems that have appropriate (1) number of Modules (two for both problems), (2) Module structure (matching the MG and LO subproblems) and (3) Combining-module structure. For these simulations, Systems in each generation are partially trained using ISD learning algorithm and MSE error function. MSE is also used to calculate the fitness of these Systems. One such simulation with the Averaging problem is shown in fig. 6.2. Fig. 6.2(a) shows the mean and the best fitness values among SysPop individuals, during the simulation run. Fig. 6.2(b) shows SMI of the fittest individual in the population and the average SMI of the whole population. This average SMI increases with the increase in the fitness and converges 100
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(c) Number of Modules (numMod) per System 3



Average numMod per System in SysPop numMod in fittest individual
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Figure 6.2: A typical simulation run with the steady-state CoMMoN model (ISD learning and MSE error function) applied to the Averaging time series mixture problem.
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Time series



Training data Validation data Testing data Partial training epochs Learning rate (η) Momentum (µ) Maximum Modules in a System



Boolean Function (no. of subtasks) One Two Three Data 500 4 16 50 500 4 16 7 500 4 16 7 Lifetime learning 20 20 0.01 0.01 0.0 0.0 Individuals 5 5



Letter Image Recognition Complete



Incremental



12000 4000 4000



1858 619 619 40 16



Co-evolution maxNodes (used in mutation) SysPop size ModPop size



4 30 SysPop size * Maximum Modules in a System



Table 6.3: Parameter values used for experimentation with steady-state CoMMoN model and various test problems. Learning rate and momentum parameters listed are specific to incremental steepest descent learning.



to a value of 0.67. The fittest structure at the end of generation 1999 corresponds to the structure shown in fig. 6.1(a), which is an incomplete pure-modular structure. Figure 6.2(c) shows the number of modules in a System averaged over SysPop members and the number of modules in the fittest individual throughout the simulation. Both of these converge to two as the evolution progresses. Figures 6.3(a), 6.3(b) and 6.3(c) show fitness values, SMIs and number of modules for a similar simulation run with Whole-squared problem. Here again a positive correlation between fitness and SMI is observed. Further, it is observed that the CoMMoN model is able to evolve a modular structure (fig. 6.3(b)) with appropriate number of modules (fig. 6.3(c)). Similar results are also achieved with Product problem. Cumulative results for multiple runs for each of these problems are summarized in table 6.4. With the help of these simple problems it is shown that (in favorable conditions for modularity) we can use the steady-state CoMMoN model to decompose a given problem into modules that match its sub-problems. This is achieved without any domain knowledge about the prob102
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(b) Structural Modularity Indices (SMIs) in SysPop 0.7 0.65 0.6 0.55 0.5 0.45 0.4 0.35 0.3
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(c) Number of Modules (numMod) per System 4



Average numMod per System in SysPop numMod in fittest individual
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Figure 6.3: A typical simulation run with the steady-state CoMMoN model (ISD learning and MSE error function) applied to the Whole-squared time series mixture problem.
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Problem Averaging Whole-squared Product



SMI 0.67 (0.13) 0.67 (0.11) 0.60 (0.26)



numMod 2.0 (0.00) 2.2 (0.42) 2.1 (0.32)



Table 6.4: Results with the steady-state CoMMoN model (ISD learning and MSE error function) applied to various time series mixture problems. SMI and numMod (number of modules) values corresponding to the best individual in the population are listed. Values are averaged over ten independent runs, with standard deviations in braces.



lem as there is no added mechanism favoring modularity in the model and it is evolved solely due to its contribution to the fitness of individuals. However, these favorable conditions, ISD learning and MSE function in this case, are very crucial to the evolution of modularity. This is evident from the simulation run shown in fig. 6.4. Other than the use of IRPROP learning (sec. 4.4) instead of ISD learning, this run is identical to the run shown in fig. 6.3. As observed earlier in sec. 4.4, IRPROP learning is capable of making up for the deficiency of structural information in a non-modular structure for these non-linear time series mixture problems. Hence it is not possible to evolve modularity in this case using IRPROP learning. For this simulation run (fig. 6.4), it is observed that the SMI values decrease with the increase in the fitness of individuals in SysPop (fig. 6.4(a) and 6.4(b)) and converge to zero (structure of the corresponding fittest individual at the end of evolutionary run is shown in fig. 6.5). Also the number of modules in each System in SysPop converges to one. Letter Image Recognition Problem For this problem we do not know the problem structure, hence we cannot assess the evolved structure on the basis of problem decomposition. However, what we can expect from the model is to discover decompositions, given certain learning conditions, which are good in terms of the classification performance for the problem. Evolved structure should be non-modular if modularity is not beneficial for this task. On the other hand, if it is beneficial we expect the evolved modular structure to be better than the nonmodular fully-connected structure. Since for classification problems cross-entropy (CE) error function is considered more appropriate [12, chapter 6] than MSE error function, CE error function is used for training. In addition, modified-IRPROP learning algorithm (sec. 4.6.1) 104
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(b) Structural Modularity Indices (SMIs) in SysPop 0.4 0.35 0.3 0.25 0.2 0.15 0.1 0.05 0
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(c) Number of Modules (numMod) per System 2.6 2.4 2.2 2 1.8 1.6 1.4 1.2 1 0.8
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Figure 6.4: A typical simulation run with the steady-state CoMMoN model (IRPROP learning and MSE error function) applied to the Whole-squared time series mixture problem.
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Figure 6.5: Structure of the fittest individual at the end of the simulation run shown in fig. 6.4. is used for its suitability to repair the damage locally after structural mutations (sec. 5.4). Figure 6.6 shows one such simulation run. Figures 6.6(a) and 6.6(b) show fitness values and number of modules for this simulation at different stages. At the end of 200 generations, it can be observed that the population is still not converged and there is still scope for improvement. However, the best possible decomposition for this problem is not being pursued here, instead the aim is to show that the resulting decomposition (after 200 generations in this case) is better than a fully-connected structure (which is to be used in absence of any domain knowledge). Model CoMMoN (modified-IRPROP learning and CE error function) Fully-connected RBF network C4.5 [35] C4.5+boosting [35]



Classification Accuracy 91.70 (0.02) 80.94 (0.06) 86.20 96.70



Table 6.5: Percentage correct classification achieved by various models on test set for the Letter Image Recognition problem. Values are averaged over ten independent runs, with standard deviations in braces.



Cumulative results for multiple runs for this setup are summarized in table 6.5. These results are also compared with a fully-connected network and with other results available for this problem in the literature. For an unbiased comparison with the fully-connected network, many fully-connected networks with different number of RBF units are tried and the one which gives the best performance, on validation set, is picked. For training these networks, early stopping is used (based on their validation set performance). These comparative results 106
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(b) Number of Modules (numMod) per System 8 7 6 5 4 3 2 1
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Figure 6.6: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and CE error function) applied to the Letter Image Recognition problem. 107



indicate that the CoMMoN model is capable of performing automatic problem decomposition for this problem and can be used to design networks which fare well against the best results available in the literature.



6.2.2



Adaptability to Related Tasks



Different factors associated with learning may influence (sec. 6.2.1) the evolution of modularity. Modularity does not always contribute to the fitness of individual in a given environment. Why then is modularity in such abundance in nature? Why have so many natural complex systems evolved to be modular? This is still an open research question and many possible mechanisms for the evolution of modularity have been suggested [45]. Answering this question completely is not attempted here and possibly there is no such unique and complete answer. Experiments presented in this section, however, show that encouraging an individual to adapt well to changes in an environment in addition to being fit in that existent environment can lead to the evolution of modularity, irrespective of the factors involved in learning. In the context of models dealing with the interaction between learning and evolution, the simulations presented in this and next section (sec. 6.2.3) have a dual purpose. The first one is to illustrate the relative independence of the evolution of modularity and various factors involved in training individuals, while considering adaptability of an individual. The second is more general and aims to demonstrate that the CoMMoN model can be used as a framework to test various hypotheses that explain the evolution of modularity. To support both of these, the CoMMoN model is used to test two hypotheses (relating adaptability and modularity) in this and the next section. These hypotheses are based on earlier findings (sec. 4.6) and make use of performance measures other than generalization ability to better exploit structural information built in a MNN and hence reduce the effect of various aforementioned factors involved in network training. The hypothesis that is tested in this section states that one of the reasons for the evolution of modularity can be the need to adapt quickly to a related environment after learning the current one. For this purpose individuals are made to learn a problem and then adapt to a related problem (examples given in sec. 3.1.2 and 3.2.1) in a given number of learning epochs. These individuals are then evaluated on the basis of their performance on both of the problems. The basic idea is
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that because these related problems are made up of same sub-problems a modular structure which has sub-task specific modules will be able to adapt to the related problem better than (say) a fullyconnected structure. This way the structural information built in an individual can prove much more useful than just making the individual learn a static task better. In the following, simulations with related problems constructed using the time series mixture problems and boolean function mixture problems are presented. As discussed in chapter 4, ISD learning and MSE error function provide favorable environment for the evolution of modularity, whilst IRPROP learning and CE error function do not. Here, modified-IRPROP (a variant of IRPROP discussed in sec. 4.6.1) and CE error function (for classification problems) are used to illustrate that modularity can be evolved irrespective of these factors. Time Series Mixture Problems Averaging-Difference problem is constructed using the Averaging and Difference problems (sec. 3.1.2). During its lifetime an individual learns the Averaging problem first and then adapts to the Difference problem, using modified-IRPROP learning. Fitness of individuals are calculated in the following manner. If MSE is used for training, the fitness of individual i is



f itnessi =



1 net net M SEproblem + M SEproblem + 1 2



(6.1)



net net are the MSEs achieved by the two-level RBF network and M SEproblem where M SEproblem 2 1



net (phenotype corresponding to the individual i), on the validation data set for the two related problems and  is a small constant to prevent very high values of fitness if the MSE approaches zero. If CE error function is used in training the individual, it replaces MSE in eq. 6.1 while calculating an individual’s fitness. This fitness function encourages individuals to do well in both the problems. One simulation with the Averaging-Difference problem is shown in fig. 6.7. Fig. 6.7(a) shows the mean and the best fitness values among SysPop individuals, during the simulation run. Fig. 6.7(b) shows the SMI of the fittest individual in the population and the average SMI of the whole population. This average SMI increases with the increase in the fitness and converges to a value of 0.83. The fittest structure at the end of generation 1999 is shown in fig. 6.8(a), which is again an incomplete pure-modular structure. 109



Fig. 6.7(c) shows the number of modules in a System averaged over SysPop members and the number of modules in the fittest individual throughout the simulation. Both of these converge to two as the evolution progresses. Figures 6.9(a), 6.9(b) and 6.9(c) show fitness values, SMIs and number of modules for a similar simulation run with the Whole-squared-Difference-squared problem. Here the individual is expected to learn the Whole-Squared problem first and then adapt to the Difference-Squared time series mixture problem. Again, a positive correlation between fitness and SMI is observed. Further, it is observed that the CoMMoN model is able to evolve a modular structure (fig. 6.9(b)) with appropriate number of modules (fig. 6.9(c)). Structure of the fittest individual at the end of evolutionary run is shown in fig. 6.8(b). Cumulative results for multiple runs for both of these problems are summarized in table 6.6. Problem Averaging-Difference Whole-squared-Difference-squared XOR-OR with MSE XOR-OR with CE



SMI 0.73 (0.08) 0.70 (0.13) 1.00 (0.00) 1.00 (0.00)



numMod 2.00 (0.00) 2.10 (0.32) 2.20 (0.42) 2.20 (0.42)



Table 6.6: Results with the steady-state CoMMoN model (modified-IRPROP learning and MSE error function) applied to various problems that test a network’s adaptability towards related tasks. SMI and numMod (number of modules) values corresponding to the best individual in the population are listed. Values are averaged over ten independent runs. The corresponding standard deviations values are listed in braces.



Boolean Function Mixture Problems



2



For the XOR-OR problem, where an individual learns a Composite XOR first and then adapts to Composite OR problem (sec. 3.2.1), simulation runs with modified-IRPROP learning and both - MSE and CE error functions are presented. Fitness calculation is same as described earlier for the time series mixture (related) problems. Figure 6.10 shows one simulation with MSE error function. Figure 6.10(a) shows the mean and the best fitness values among SysPop individuals, during the simulation run. Figure 6.10(b) shows the SMI of the fittest individual in the population and of the average SMI of the whole population. This average SMI increases 2



These results have also been submitted for publication elsewhere [63].
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Figure 6.7: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and MSE error function) applied to the Averaging-Difference problem.
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Figure 6.8: Structures of the fittest individuals at the end of the simulation runs shown in figs. 6.7 (a) and 6.9 (b). with the increase in the fitness and at the end of simulation (200 generations) this value is equal to 0.93. The fittest structure at the end of generation 199 is shown in fig. 6.11(a), which is a pure-modular structure. Fig. 6.10(c) shows the number of modules in a System averaged over SysPop members and the number of modules in the fittest individual throughout the simulation. At the end of the simulation the averaged value for number of Modules per System in the population is 2.53. This is because some of the individuals in SysPop have a duplicate module for one of the sub-problems. Structure of one such individual is shown in fig 6.11(b). Cumulative results for multiple runs for this problem are summarized in table 6.6. Earlier in sec. 6.2.1, the importance of various factors involved in training a network in the evolution of modularity is discussed. It is also discussed that ISD learning and MSE error function provide favorable environment for the evolution of modularity, whilst IRPROP learning and CE error function do not. Simulations presented here have shown that while considering adaptability to a related task, (modified) IRPROP can be used to evolve modularity. Now, the CE error function with modified IRPROP learning for the XOR-OR problem is used to observe the effect of CE error function in this scenario. One such simulation is shown in fig. 6.12. Figures 6.12(a), 6.12(b) and 6.12(c) show fitness values, SMIs and number 112
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Figure 6.9: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and MSE error function) applied to the Whole-squared-Difference-squared problem.
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Figure 6.10: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and MSE error function) applied to the XOR-OR problem.
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Figure 6.11: (a) Structure of the fittest individual at the end of the simulation run shown in fig. 6.10. (b) Structure of the fittest individual at the end of another independent run (with a duplicate module). of modules for this simulation. A positive correlation between fitness and SMI is observed. Further, it is also observed that the CoMMoN model is able to evolve a modular structure (fig. 6.12(b)) with appropriate number of modules (fig. 6.12(c)). Structure of the fittest individual at the end of evolutionary run is shown in fig. 6.11(a). Cumulative results for multiple runs for this setup are also summarized in table 6.6. These results indicate that better use of structural knowledge in this scenario has a limiting effect on the influence of error function used during training.



6.2.3



Incrementally More Complex Tasks



According to the hypothesis tested in this section, one of the reasons for the evolution of modularity is iterative evolution in successively more complex environments. This is closely linked to other arguments which relate evolution of modularity in complex organisms with gene-duplication [22, 80]. Gene-duplication is a process where new genes are created through the duplication of existing genes. These duplicated genes then have the ability to acquire new functions and take on new roles. The importance of gene-duplication is stressed [80] in the facilitation of evolution of complex organisms. In [22], an EANN system is used to demonstrate the evolutionary emergence of modularity at neural behavior level from gene-duplication. The rationale behind the hypothesis is that modules 115
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Figure 6.12: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and CE error function) applied to the XOR-OR problem.
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that are successful can be re-used and re-adapted for the newly added sub-task, very much like gene-duplication, instead of starting from scratch in each of the iterative steps. To test this hypothesis individuals are made to learn incrementally complex tasks after every few generations. Examples of such tasks are presented in sec. 3.2.2 and 3.3.2. In the following, simulations with each of these problems are presented. With these simulations the steady-state CoMMoN model is used as described earlier (sec. 5.2) in each of the successive steps. In between these steps the ModPop is kept fixed and all individuals from SysPop are mutated using the regular mutation sequence (sec. 5.3). This strategy along with the modified-IRPROP learning provides various individuals within SysPop to make use of successful modules (from previous steps) present in ModPop and re-adapt them for the new sub-task. In each successive step, instead of learning from scratch, old modules (which have been successful in the previous steps) are used for the old sub-tasks and are re-adapted for the newly added sub-task. Boolean Function Mixture Problem



3



For the simulations here, the incrementally complex boolean function mixture problems presented in sec. 3.2.2 are used. Simulations are divided into three evolutionary stages. At various stages we have different objective functions with different number of sub-tasks. One sub-task is added to the overall task in every stage. In stage-one the objective function is f 1 (= a ⊕ b), in stage-two it becomes g(f 1 , f2 ) (with f2 = c ⊕ d) and finally in stage-three it becomes g(f1 , f2 , f3 ) (with f3 = e ⊕ f). Combination function (g) is OR and a, b, c, d, e and f are all boolean variables. To test the adaptability towards these incrementally complex tasks the co-evolutionary model is given 1000, 2000 and 3000 generations to adapt to a task in the three stages, respectively. In each stage the collective inputs (all six) are provided and only the target values are changed in between the stages. Hence in stage-one (between generation 0 and 999) the task requires feature selection, in stage-two onwards both feature selection and decomposition are required. One such run with CE error function is shown in fig. 6.13. Figures 6.13(a), 6.13(b) and 6.13(c) show fitness values, SMIs and number of modules for this simulation at different stages. Again, a positive correlation between fitness and SMI values is observed. Further, it is observed that the CoMMoN model is able to evolve a modular 3



These results have also been submitted for publication elsewhere [63].
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structure (fig. 6.13(b)) with appropriate number of modules (fig. 6.13(c)). Structure of the fittest individual at the end of evolutionary run is shown in fig. 6.14(a).



MSE CE



stage-two SMI numMod 1 (0.00) 2.70 (0.48) 1 (0.00) 2.50 (0.53)



stage-three SMI numMod 0.88 (0.14) 3.20 (0.42) 0.83 (0.15) 3.30 (0.48)



Table 6.7: Results with the steady-state CoMMoN model (modified-IRPROP learning and both MSE and CE error functions) applied to incrementally complex boolean function mixture problem. SMI and numMod (number of modules) values corresponding to the best individual in the population at the end of stage-two and stage-three are listed. Values are averaged over ten independent runs. The corresponding standard deviation values are listed in braces.



Cumulative results for multiple runs for this setup are summarized in table 6.7. CE is used in 10 runs and MSE in the other 10 runs as error functions for training and fitness evaluation. Irrespective of the error function used, modular solutions are obtained at the end of both second and third stages. Although the resulting solutions do not always match the problem topology exactly, the average SMI values for the best solutions at the end of stage-three for cross entropy and mean-squared error runs are very high (0.83 and 0.88, respectively). Also, t-test (α = 0.05) on the two sets of values reveals that the two are not significantly different from each other. A couple of deviations from the exact problem-topology matching structure observed in these results are shown in Fig. 6.14(b) and 6.14(c). Letter Image Recognition Problem : As another example of the evolution of modularity in an incrementally complex environment, simulations with the incomplete-incremental letter image recognition problem (sec. 3.3.2) are presented. Like the incrementally complex boolean function mixture problem, there are three evolutionary stages. In the first stage the task is to distinguish between class ‘A’ and the rest. At the next stage it involves distinguishing between class ‘A’, class ‘B’ and the rest. At the third stage it involves distinguishing between class ‘A’, class ‘B’, class ‘C’ and the rest. For this problem, from the whole data set all instances of ‘A’(789), ‘B’(766), ‘C’(736) and ‘D’(805) are collected to construct a smaller data set with 3096 instances. This was further split randomly into three 118
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Figure 6.13: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and CE error function) applied to the incrementally complex boolean function mixture problem. Vertical (dotted) lines separate different evolutionary stages.
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Figure 6.14: (a) Structure of the fittest individual at the end of the simulation run shown in fig. 6.13. (b & c) Deviations from the exact problem-topology matching structure obtained at the end of stage-three of two other independent runs alongside corresponding SMI value calculations. Structure in (b) has an extra module and the structure in (c) has an extra connection.
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mutually-exclusive training, validation and test sets with 1858, 619 and 619 instances respectively. In each generation, individuals are evaluated on the basis of their performance on the current task. Since the task is made more and more complex by adding sub-tasks, a modular structure should be more appropriate for this dynamic environment. If it can make use of modules that are adapted for earlier tasks (in previous generations) in learning the current task it can learn the task better than a fully-connected structure which needs to start from scratch in every stage. This way the structural information, built in an individual, can prove more useful than just making the individual learn a static task better. Again for this problem we do not know the problem structure, hence we cannot assess the evolved structures on the basis of problem decomposition. Nevertheless, the evolved structure can be compared with fully-connected structures at every stage to scrutinize the influence of this modular approach to learning in this incremental environment. The purpose of these simulations is to show that the CoMMoN model can be used effectively to evolve modular solutions which can exploit the incremental nature of the task and also to support the hypothesis that evolution in an iteratively complex environment has contributed to the evolution of modularity. We can demonstrate this by showing that the difference in performance of a fully-connected structure and an evolved modular structure increases monotonically with each stage. In these simulations, modified-IRPROP and CE error function are used for learning. Figure 6.15 shows one such simulation run. The co-evolutionary model is given 100 generations for the first stage and 400 generations each for second and third to adapt to the task. One output is added at the end of each stage (corresponding to each newly added class), starting with two outputs in the first (corresponding to classes ‘A’ and the rest). Figures 6.15(a) and 6.15(b) show fitness values and number of modules for this simulation at different stages. At the end of the first and the third stage, the MNN evolved in this simulation run was able to classify all 619 test instances correctly, whereas at the end of stage two the corresponding evolved MNN misclassified one test instance. Cumulative results for multiple runs for this setup are summarized in table 6.8. These results are also compared with fully-connected networks. For unbiased comparisons, fully-connected networks are chosen in the following manner. For each stage many fully-connected networks with different number of RBF units are tried and the one which gives best the performance on validation set is
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Figure 6.15: A typical simulation run with the steady-state CoMMoN model (modified-IRPROP learning and CE error function) applied to the incomplete-incremental letter image recognition problem. Vertical (dotted) lines separate different evolutionary stages.
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Stage-one Stage-two Stage-three



Classification Accuracy Evolved System Fully-connected Network 100.00 (0.00) 99.69 (4.8e-3) 99.82 (1.8e-3) 97.69 (6.1e-3) 99.87 (1.5e-3) 95.06 (8.8e-3)



Table 6.8: Results with the steady-state CoMMoN model (modified-IRPROP learning and CE error function) applied to incomplete-incremental letter image recognition problem. Percentage classification accuracy achieved by the best individual in the population at the end of each stage are listed. Values are averaged over ten independent runs, with standard deviations in braces. Accuracies achieved by a fully-connected RBF network are also listed for each stage.



picked. For training these networks, early stopping is used based on their validation set performance. These comparative results indicate that for the three stages, the average rise in misclassification error using the evolved MNNs is much less than the rise with fully-connected networks. Hence it can be argued that the modular structures evolved in this scenario resulted from the incremental learning of the task.



6.3



Discussion



Since modular systems are prevalent in nature and because they evolved to be modular, they must have had selective advantages over other systems. It also suggests that it must be possible to evolve modular systems just on the basis of their contribution towards the fitness of an individual. The CoMMoN model uses this idea to design MNNs which perform problem decomposition without any domain knowledge. In general, automation of the problem decomposition process relies on the corresponding decomposition being beneficial for the problem being solved. Simulations presented in sec. 6.2.1 demonstrate that if modularity in the network structure improves its generalization performance it can be evolved successfully using the CoMMoN model. Experiments with artificial time series mixture problems indicate then in favorable conditions (ISD learning and MSE error function) the CoMMoN model successfully discovers the in-built structure of the problem. Evolved structures perform the required parallel and sequential decompositions that are required for the problem. This is achieved without any domain knowledge (steady-state version). In addition for the letter image recognition problem, the CoMMoN model is used to design a MNN which performs 123



significantly better than a fully-connected structure (which is most likely to be used in absence of any domain knowledge). Further, the evolved MNN performs well in comparison with the best results available for this problem in the literature. One would intuitively expect that a neural network with a structure matching the topology of a certain problem would always be able to solve that problem better than any other possible structure. This, however, is not true. Various factors, involved in training the network, influence how well it can learn the problem. In chapter 4 it is shown, for instance, that the IRPROP learning algorithm can make up for the lack of structural information in the network structure. CE error function for classification problems is also known to have similar characteristics. These observations lead to arguments which claim that generalization performance alone is insufficient in explaining the evolution of modular systems in nature. There are many theories that try to explain the evolution of modularity [45]. Two new hypotheses are proposed that explain modularity as the consequence of changes in environments in which evolution takes place. The first hypothesis tests the evolution of modularity in an environment which requires individuals to adapt to related tasks in each generation, whereas the second hypothesis tests evolution of modularity under long term changes in the tasks required (to be performed) by individuals over several generations 4 . It is argued that these dynamic environments allow for a better, more direct use of structural information present within modular systems hence limit the influence of other factors. This is supported by simulations in the two dynamic environments. The first dynamic environment is the one where individual is required to adapt to a related task (sec. 6.2.2) after learning the original task in each generation. In the second dynamic environment (sec. 6.2.3) changes take place after every few generations and the task to be solved becomes more and more complex. Both sets of simulation results indicate that selective advantage based on individuals’ ability to adapt in these two environments can results in evolution of modularity. This is observed using both MSE and CE error functions and ISD and (modified) IRPROP learning algorithms, which indicates the limited influence of various factors involved in training networks. Simulations with the two dynamic environments also show that the CoMMoN model can be used as a generic framework to validate other possible theories exploring the evolution of modularity in natural complex systems. 4 In related work [82], instead of changes to the required tasks, the available resources to individuals are varied to test the evolution of modularity
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6.4



Chapter Summary



Artificial neuro-evolutionary methods have long been used to explore possible reasons for the evolution of modular natural complex systems. CoMMoN and other artificial neuro-evolutionary models simulate interactions between genetic modularity and learning in individuals. Earlier artificial neuro-evolutionary simulations have shown that generalization performance alone is not sufficient to provide MNNs with the selective advantage necessary for their evolution. On the basis of understanding gained in chapter 4, regarding the usefulness of modularity in neural networks, it is learned that for simpler, static tasks modularity in neural networks does not provide a clear cut advantage because these problems can be learned equally well using non-modular structures. For such problems the difference between a modular and a non-modular structure (selective advantage) depends on other factors involved in network training (like learning algorithm and error function). For dynamic problems (considered in chapter 4), however, this difference is much more visible irrespective of other factors. Based on such understanding, the CoMMoN model is assessed for its problem decomposition (reflected in the evolution of modular neural networks) ability in three different setups. In each of these, the fitness of a MNN (which in turn determines its selection probability) is based on either its generalization performance in static tasks, or its adaptability towards related tasks or its adaptability towards increasingly more and more complex tasks, respectively. While considering static problems, the CoMMoN model is assessed on the two artificial mixture problems and the letter image recognition problem from the UCI machine learning repository. Using these experiments, it is shown that in learning conditions where modular structures have a clear advantage over other structures (e.g. incremental steepest descent learning using mean-squared error function), modularity can be evolved using the CoMMoN model. Although, in other learning conditions where this relative advantage is diminished (e.g. by using a learning algorithm that is capable of accounting for the deficiencies in network structure) modularity cannot be evolved. These results support earlier findings that generalization performance alone cannot account for the evolution of modularity. In the two dynamic environments, earlier considered in chapter 4, the benefits of modularity in terms of adaptability in the networks are much more clear. In the first environment, where 125



an individual is evaluated on the basis of its ability to adapt from a given task to a related task (sec. 6.2.2), experiments with time series mixture problems and boolean mixture problems indicate that modularity can be evolved irrespective of the learning conditions. Similar results are also achieved with the second environment, where an individual is evaluated on the basis of its ability to adapt to increasingly more and more complex tasks. Boolean function mixture problems and the incomplete incremental version of the letter image recognition problem is used in these simulations. In both of these, the possibility of the re-use of modules from one task to another provides modular structures with the selective advantage and limits the influence of other factors. Based on these experiments, two hypotheses, which link the usefulness of modularity with neural networks’ ability to adapt in changing environments, are presented to: partially explain the abundance of modularity in natural complex systems. Previous studies have not been able to show that there is always a clear cut advantage in having modularity in neural networks. It is argued that the advantage of modularity in neural networks is much more visible in dynamic environments like the ones considered here. Even with such simple dynamic tasks it is shown how adaptability benefits from modularity in neural networks. It is argued that dynamic environments like these might be partly responsible for such an abundance. demonstrate that the CoMMoN model can be used to explore such hypothesis, which address the issue of evolution of modularity in nature. Both of the proposed hypotheses are used to test the model for its ability to work as a generic framework for validating various hypotheses that try to explain the evolution of modular systems in nature. Experiments presented in this chapter contribute towards the understanding of evolution of modularity in nature with the help of these hypotheses. Further, they also show that the CoMMoN model can achieve problem decomposition (of both desired types: task-based parallel and sequential) whenever corresponding modularity in neural networks contribute to the fitness of individuals. This contribution may be in terms of generalization performance in static environments or in terms of re-use of modules in dynamic environments.
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Chapter 7



Conclusions and Future Work



N



ature has inspired this work in more than one ways. It has not only provided the motivation, but also influenced the implementation of the divide-and-conquer strategy in this work.



Modularity is present in abundance in natural complex systems, which are a result of evolution by natural selection. Taking cues from the evolution of modularity in nature, this work evolves MNNs which perform problem decomposition. In the following, significance of this work is discussed around two major contributions.



7.1



Automatic Problem Decomposition



The evolution of problem decomposition is based on selective advantages provided by any given decomposition during evolution. This advantage is derived from the generalization performance of the corresponding network in a static environment, whereas in dynamic environments the possibility of the re-use of modules also makes a contribution. In the following, automatic problem decomposition in the CoMMoN model is discussed.



7.1.1



Problem Decomposition



In terms of problem decomposition in general, it is shown that discovering the inbuilt structure in the problem might be different from decomposing that problem with respect to a certain objective (chapter 4). For instance, when using MNNs, a network which matches a known problem structure with its own topology might not be able to achieve best generalization performance on that problem. Various types of problem decompositions possible for machine learning problems are discussed 127



(sec. 2.1). Out of all these various types of decompositions, task-based decomposition techniques, namely task-specific unsupervised sequential and task-oriented parallel decompositions, are argued to be the ones which can benefit most from the automation of problem decomposition.



7.1.2



Automation: The CoMMoN Model



Automating problem decomposition has many benefits including no dependence on domain knowledge and human expertise and, therefore, the discovery of novel decompositions. It is observed that most of the previous work on automation of the problem decomposition process (which involves decomposition, subsolution and combination steps) lacks the automation in the decomposition step. Any model performing automatic problem decomposition should at least be able to incorporate task-based parallel and sequential decomposition techniques to gain the full advantage of problem decomposition (sec. 2.1). This automation is achieved using analogies of the evolution of modularity in natural complex systems (chapter 5). An artificial co-evolutionary simulation model is developed. Each individual in the simulation has a fitness associated with it, which depends on the objective of automatic problem decomposition. Objectives used in this work are generalization performance on a given task, robustness against environmental perturbations and adaptability in increasingly complex environments. The Co-evolutionary Modules and Modular Neural Networks (CoMMoN) model (sec. 5.2) coevolves MNNs and modules (which constitute those MNNs) simultaneously. Although, in principle it can be used to design and optimize any MNN, here it is used with two-level RBF networks for their suitability towards automatic problem decomposition (sec. 4.3.2). Modularity is evolved within the model if it is beneficial towards the fitness of individuals. This is shown using various test problems (chapter. 3). Using the time series and the boolean function mixture problem it is shown that when modularity helps in improving (1) the generalization performance of a network or (2) its robustness against environmental perturbations or (3) its adaptability towards increasingly complex tasks, it can be evolved using the CoMMoN model. Also, using the letter image recognition problem, it is shown that for this relatively bigger problem, the model can evolve a modular structure which is much better than a fully-connected structure. Although, this structure is not the best decomposition for the problem, while considering generalization performance (the population does
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not converge in the first 200 generations the simulation is run for and still there is scope for improvement), yet it clearly outperforms the fully-connected structure, which is to be used in the absence of any domain knowledge. Further, the evolved decomposition performs reasonably well compared to the best results known for this problem in the literature.



7.2



Understanding Modularity



This work contributes to the understanding of the role of modularity in neural networks, which has implications not only in artificial neuro-evolutionary simulations but also, broadly, in understanding the evolution of modularity in nature. It examines how various factors involved in training the network influence the usefulness of modularity in a network. Usefulness is observed not only in terms of its generalization performance, but also in terms of other performance measures discussed earlier. It suggests that modularity does not always contribute favorably towards generalization performance on static tasks. However, the structural information resulting from modularity can be exploited in dynamic tasks.



7.2.1



Modularity and Learning



How the presence of modularity in a neural network influences its performance, in presence of various learning conditions, is assessed (chapter 4). For this assesment, the generalization ability of the network in static environments and its adaptability in dynamic environments are considered as performance measures. In addition, suitability of the type of network is also considered. It is argued that RBF networks should be preferred over MLPs for data-tuple oriented parallel problem decomposition because of their local characteristics. Unlike MLPs, they provide automatic datatuple oriented parallel decomposition and, hence, should be preferred when the knowledge about the type of decomposition required is unavailable. In static environments, the mode of learning, the learning algorithm and the error function are all found to be crucial. Batch learning, in gradient descent and other more sophisticated algorithms, averages gradient calculation over all data points losing correlations among them and does not benefit from modularity in structure either. Further, these more sophisticated algorithms (IRPROP and Quasi-Newton (BFGS)) and evolution strategy are all capable of making up for the lack of 129



structural information within a neural network. Cross-entropy error function for classification problems is found to have a similar effect. All of these indicate that the contribution made by modularity in the network structure, towards its generalization performance, depends on various conditions involved in its training. With appropriate learning conditions it is possible to make a (say) fully-connected structure generalize better than a modular structure. The dependence on these learning conditions are not so critical in dynamic tasks. MNNs and fully-connected networks are compared for their adaptability towards these tasks. Adaptability is assessed with respect to a change in the current task to a (1) different but related task and (2) more complex task. With these tasks both the learning algorithm and the error function have limited influence due to the possibility of re-use of modules from one (sub-) task to another. To summarise these results; both the performance measure being considered and the learning conditions influence the effect of modularity in neural networks. Designing a MNN as a modular solution to a given problem requires an understanding of this effect. One needs to consider both the performance measure (as an objective) and the learning conditions in this design process. Automation incorporates the objective function relative to which a decomposition is to be performed and results in a decomposition which is appropriate not only to that objective but also under the given learning conditions. This is another motivation for the automation of problem decomposition process.



7.2.2



Modularity and Evolution



The CoMMoN model evolves neural networks using a fitness metric based on the performance of the individual on the given task. This leads to the evolution of MNNs. The issue of evolution of modularity is of prime importance not only in the artificial neuro-evolutionary methods (automatic problem decomposition), but also in evolutionary biology (understanding why natural systems have evolved to be modular). In literature there are arguments and counter arguments for having built-in modularity in EANN systems. Based on the experiments conducted in this work, it can be argued that modularity does not always contribute to the performance of the network. At the same time, it can be evolved if it does contribute. In terms of contribution to the discussion on various reasons for the evolution of modularity in nature, this work proposes two hypotheses (sec. 7.2.1) that argue
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that evolution in dynamic environments might have contributed to the evolution of modularity. These hypotheses supplement many other theories available that explain the evolution of natural modular systems. The CoMMoN model can be used as a general framework to test these and other new theories. As examples of these, the model is used to test the two proposed hypotheses. In these tests, modularity is successfully evolved in the dynamic environments mentioned earlier.



7.3



Future Work



Future work directions, some stemming from the limitations of this work and others from potentially interesting extensions, are listed in the following. Real World Applications The true potential of the automatic problem decomposition can only be observed by applying it to complex real world problems. Although, for these problems the ideal decomposition will not be known like the Letter Image Recognition Problem used in this work, yet one can assess the system based on how well it solves the problem compared to solving the problem monolithically. Incorporation of Development Modeling the developmental process (embryogeny), in the genetic representation during evolution, will be an interesting extension to this work. One such representation is cellular encoding [43]. Here, using a process analogous to development in individuals in nature, starting from a single cell the network representation grows by cell division. Using such a representation in our model has two advantages. It will help in dealing with the intractability problem associated with the evolution of neural networks. Also, modeling the developmental process will enable us to examine other theories that attribute the presence of modularity in nature to this process of development. Modeling such a process, however, would require domain knowledge [117] and is not very much suited to automatic problem decomposition. Detailed Analysis of Credit Assignment Strategies Two different credit assignment strategies for evaluating modules in a two population co-evolutionary model are used, with little difference between them in terms of their performance. A detailed empirical analysis of these and various other strategies, in such a two-level co-evolutionary framework, is very desirable. 131



One such study with single level cooperative co-evolutionary methods (sec. 2.3.2) can be found in [125].
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Appendix A



Error Derivatives for an RBF Network m
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Figure A.1: An RBF network with Gaussian hidden units. Let us assume that the RBF network, m, has nInp m input units, nHidm (Gaussian) hidden units and nOupm output units. The k-th output of this network (fig. A.1) for pattern p:
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m where bm k is bias at the k-th output, w jk is the weight between the k-th output and j-th hidden m unit, µm ij is the i-th component of the center of the j-th hidden unit, σ ij is the i-th component of



the width of the j-th hidden unit and x pi is the i-th component of the input vector. For the p-th input pattern as stimulus, the mean-squared error is calculated as:
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where tpk is the k-th component of the target output for the input pattern p. The partial derivative of E p w.r.t. a parameter z: m
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is calculated for different parameters in the network, using eq. A.1:
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where Gm is the output of j th hidden unit in the network: j
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The error derivatives are calculated by substituting the values of the term eq. A.3.
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These partial derivatives (eq. A.6) are used to obtain the set of weight update equations (with mean-squared error function) for various learning algorithms. For instance, when using the incremental steepest descent learning algorithm, after presenting the network with pattern p, the set of weight update equations for a single output RBF network are:
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where η is the learning rate. Also note that the subscript k and the superscript m are dropped. Now let us consider the cross entropy error function [12, pages 237–240]. Using the softmax activation function for the network output units the cross entropy error, for the p-th input pattern as stimulus, is calculated as:
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where C > 1 is the class-dimension. The partial derivative of CE p w.r.t. a parameter z:  mp p C  X exp{ykm } δyk δCE p p tk − Pc =− p m δz δz k 0 =1 exp{yk 0 }
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Using eq. A.9 in place of eq. A.3, the set of weight update equations corresponding to cross entropy error function can be calculated.
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Appendix B



Error Derivatives for a Two-level RBF Network c
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Figure B.1: A two-level RBF network. Index ‘c’ represents parameters corresponding to the Combining-module. Let us assume that the two-level RBF network (fig. A.1) has nM od modules other than the Combining-module. Let us also assume that the Combining-module has nHid c (Gaussian) hidden units and nOupc output units. The k-th output of this network for pattern p is:
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where superscript c is used for the parameters of the Combining-module and y m is the output of modules m for pattern p (eq. A.1). For this two-level RBF network the partial derivative of mean-squared error (eq. A.2) w.r.t. a parameter z can be calculated as: c
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For parameters z in one of the modules m other than the Combining-module c
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From eq. B.4 and B.5 c
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Now, using eq. B.3, B.6 and A.4, the (mean-squared) error derivatives for various parameters in the module m are calculated:
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For parameters in the Combining-module, substituting the values of
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from eq. A.4 in eq. B.2,



(mean-squared) error derivatives can be calculated:
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Using eq. A.9 in place of eq. B.2, the set of weight update equations corresponding to cross entropy error function can also be calculated.
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