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A Fuzzy Neural Tree Based on Likelihood Özer Ciftcioglu, Senior Member, IEEE Department of Architecture Delft University of Technology | Maltepe University Delft, The Netherlands | Maltepe - Istanbul, Turkey [email protected] | [email protected] Abstract—A novel type of fuzzy neural system is presented. It involves the neural tree concept and is termed as fuzzy neural tree (FNT). Each tree node uses a Gaussian as a fuzzy membership function so that the approach uniquely is in align with both the probabilistic and possibilistic interpretations of fuzzy membership, thereby presenting a novel type of network. The tree is structured by the domain knowledge and parameterized by likelihood. The FNT is described in detail pointing out its various potential utilizations, in which complex modeling and multi-objective optimization are demanded. One of such utilizations concerns design. This is exemplified and its effectiveness is demonstrated by computer experiments in the realm of Architectural design. Keywords—Fuzzy logic; neural tree; knowledge modeling; evolutionary computation; likelihood; probability possibility



I. INTRODUCTION Neural and neuro-fuzzy computation received much attention in literature for several decades, and their common features are well identified. However, in the existing works, the role of neural or neuro-fuzzy system is to form a model between input-output data set pairs that are available from sensor measurements. Therefore the utilization of neural networks and neuro-fuzzy systems has been mainly in the engineering domain for diverse applications. Due to this fact, utilization of neuro-fuzzy systems in soft sciences has remained to be relatively marginal. Because of the curse of dimensionality, fuzzy logic is restricted to modeling systems with low complexity. On the other hand, neural networks can have the possibility to deal with complex systems. Based on this view we can understand that neuro-fuzzy systems are especially suitable for modeling systems with a complexity degree that is somewhere between low and high complexity. This interesting phenomenon occurs perhaps due to the transparency of fuzzy logic in contrast to the black-box character of neural-network modeling or computation. As to expert knowledge processing that happens in expert systems, one needs transparency. However one needs also ability to deal with the expert knowledge’s complexity. Emphasizing this dilemma and as to knowledge modeling, one should note that fuzzy logic applications are praised as transparent, knowledge-driven solutions, yet they do not handle complexity. On the other hand neural network solutions are praised for their learning capability, although they operate with data-driven strategy due to their black-box nature. Conventionally, depending on their strength in applications, such systems are called neuro-fuzzy systems or vice versa. Fuzzy-neural computation is a matter of convenient utilization of neural computation, where fuzzy logic exclusively takes place as an antecedent in that



Michael S. Bittermann Department of Architecture Maltepe University Maltepe - Istanbul, Turkey [email protected] computation. The consequent part generally is a neural network, which is subject to defuzzification interpretation [1]. Next to neural networks one other important method in neural computation is due to neural tree structure. A neural tree is quite similar to a feed-forward neural network in the sense that it has a feed-forward structure with nodes and weights and a single or multiple outputs. However, it is not built layer by layer but node by node, so that a neural tree has more free dimensions compared to a strictly defined feed forward type neural network. In a node of the neural tree described in this paper the nonlinear processor works as a fuzzy logic operator. Thus the present work uses neural tree in fuzzy logic form, so that our model is referred to as a fuzzy neural tree (FNT). Although there are many neural tree structures and relatively few fuzzy tree structures in the literature, according to the best knowledge of the authors there is no report of fuzzy neural tree structure working with fuzzy logic principles [2]. Therefore FNT represents a novel neural tree paradigm, which uniquely activates fuzzy logic concept with respect to both antecedent and consequent domains. This way, all model components of a fuzzy neural tree, such as neurons and connections, uniquely have an interpretation in relation to the specific linguistic variables that constitute the domain knowledge being modeled. Due to this, FNT is distinct from the previously reported neural tree paradigms. In these paradigms weights and activation functions at the neurons are subject to identification without need for interpretability as to the model constituents. Such neural trees are nonparametric models at their best, where the model error is the difference between given output values associated with the input patterns and the values provided by the neural tree outputs. In the neural trees reported in the literature the model parameters are determined by supervised training e.g., [3-6] or selforganization, e.g. [7]. Therefore such neural tree models can also be referred to as data-driven neural tree models, yielding a black-box type of modeling. That is, the model constituents do not have an intelligible interpretation, as their role is restricted to forming mathematical object through the model error minimization. The novelty of the neural system presented in this work is in twofold. On one side FNT works according to the fuzzy logic principles, and on the other side the fuzzy set of membership function is formed by a likelihood function thereby processing probabilistic/possibilistic knowledge in the tree in terms of likelihood. Based on this, the research explores new potentials of neural tree systems for real-life soft computing solutions in various disciplines and multidisciplinary areas, where transparency of a model is demanded [8]. This is the case when the problem domain is complex, expert knowledge is



soft, and multi-facetted linguistic concepts are involved. Examples of such areas are design science disciplines, such as architectural design, industrial design, and urban design. For this exploration, the coordination of the fuzzy logic and neural network concepts in a compact neuro-fuzzy modelling framework with probabilistic/possibilistic interpretations is endeavored, introducing some novel peculiarities for solid interesting gains in interdisciplinary implementations. Mention may be made of an interesting area along this line is the architectural building design, for instance. Further, next to representing a complex, non-linear relation between input and outputs of a data set, it satisfies the consistency condition of possibility. Due to this additional property, the fuzzy neural tree emulates a human-like reasoning, and permits the direct integration of existing expert knowledge during the model formation. The new framework is introduced as fuzzy neural tree with Gaussian type fuzzy membership functions being reminiscent of radial basis functions (RBF) type networks. The paper aims to explain the fuzzy neural tree in more explicit form with application in Architectural design. The organization of the paper is as follows. Section II describes the fuzzy neural tree concept starting with the neural tree and joining fuzzy logic to it as a tree structured fuzzy neural system development. Section III describes the probabilistic/possibilistic base underlying fuzzy-neural tree. Section IV describes probabilistic-possibilistic approach for membership function in a unified form. Section V gives computer experiments in the area of architectural design. This is followed by discussion and conclusions.



II. FUZZY NEURAL TREE Broadly, a neural tree can be considered as a feed-forward neural network organized not layer by layer but node by node. The nodes comprise nonlinear functions for processing the incoming information. In fuzzy neural networks, this nonlinear function is treated as a fuzzy logic element like membership function or possibility distribution. Therefore, fuzzy logic is integrated into a neural tree with the fuzzy information processing executed in the nodes of the tree. A generic description of a neural tree subject to analysis in this research is as follows. Neural tree networks are in the paradigm of neural networks with marked similarities in their structures. A neural tree is composed of terminal nodes that also termed as leaf nodes, non-terminal nodes that are also termed as internal or inner nodes, and weights of connection links between the pairs of nodes. The non-terminal nodes represent neural units and the neuron type is an element introducing a non-linearity simulating a neuronal activity. In the present case, this element is a Gaussian function which has several desirable features for the goals of the present study; namely, it is a radial basis function ensuring a solution and the smoothness. At the same time it plays the role of possibility distribution in the tree structure which is considered to be a fuzzy logic system as its outcome is based on fuzzy logic operations thereby providing associated reasoning. In a conventional neural network structure there is a hierarchical layer structure where each node at the lower level is connected to all nodes of the upper layer nodes. However, this is very restrictive to represent a general system. Therefore, a more relaxed network model is necessary and this is accomplished by a neural-tree, the properties of which are as defined above. An instance of a neural tree is shown in figure 1. Each terminal node, also



called leaf, is labeled with an element from the terminal set T=[x1, x2, … , xn] where xi is the i-th component of the external input x which is a vector. Each link (i,j) represents a directed connection from node i to node j. A value wij is associated with each link. In a neural tree, the root node is an root node
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Fig. 1.



... ...



level 1



... level 2



Structure of a neural tree



output unit and the terminal nodes are input units. A nonterminal node should have minimally multiple inputs to be meaningful although a single input is also valid for operation. It may have single or multiple outputs. An internal node having a single input is considered to be a trivial case. This is because in this case output of the node is approximately equal to the input that it is to be considered equal. This is due to the consistency condition which is to be widely seen later in the text. The node outputs are computed in the same way as computed in a feed-forward neural network. In this way, neural trees can represent a broad class of feed-forward networks that have irregular connectivity and non-strictly layered structures. In conventional neural tree structures generally connectivity between the branches is avoided. They are used for pattern recognition, progressive decision making, or complex system modeling. In contrast with such works, in the present research connectivity between the branches is possible, and the fuzzy neural tree structure is in a fuzzy logic framework for knowledge modeling, where fuzzy probability/possibility as element of soft computing is central. Added to this, the fuzzy neural tree functionality is based on likelihood representing fuzzy probability/possibility. This is another important difference between the existing neural trees in literature and the one in this work. Although in literature a family of likelihood functions is used to define a possibility as the upper envelope of this family [9, 10], to the authors’ best knowledge there is no likelihood function approach in the context of neural tree. In the fuzzy neural tree, the output of ith terminal node is denoted yi and it is introduced to a nonterminal node. The detailed view of node connection from terminal node i to internal node j is shown in figure 2a and from an internal node i to another internal node j is shown in figure 2b.



(a) (b) (c) Fig. 2. The detailed structure different type of node connection types



The connection weight between the nodes is shown as wij. In the neural network terminology, a node is a neuron and wij is the synaptic strength between the neurons. This means, it represents the strength of connection between the nodes involved. In the fuzzy neural tree it is between zero and unity. Figure 3 shows some membership functions for the terminal nodes.



Fig. 3. Membership functions at the terminal nodes



III. PROBABILISTIC BASE UNDERLYING FUZZY NEURAL TREE



The premise of the motivation of this work is to implement soft computing methodology for complex system analysis and design, where transparency of the model is demanded. For this purpose a novel fuzzy neural-tree concept is developed. It is especially for both knowledge modeling and expert knowledge modeling, making use of fuzzy logic for transparency. Fuzzy logic operates with fuzzy sets, where membership function is a very important concept [2]. The related concepts and fuzzy logic is extensively treated in literature, e.g., Belohlavek [11]. To determine what the appropriate measurement of membership should be, it is important to consider the interpretation of membership that the investigator intends. Here, the different ways may be laid down that have been proposed in the past, though it should be noted that there might be others. Five different views of membership have been identified and neatly exemplified by Bilgiç and Türkşen [12]. The vague predicate “John (x) is tall (T)” is represented by a number t in the unit interval [0, 1]. There are several possible answers to the question “What does it mean to say t=0.7?”: 1. Likelihood view: 70% of a given population agreed with the statement that John is tall. 2. Random set view: when asked to provide an interval in height that corresponds to “tall,” 70% of a given population provided an interval that includes John’s height in centimeters. 3. Similarity view: John’s height is away from the prototypical object, which is truly “tall” to the degree 0.3 (a normalized distance). 4. Utility view: 0.7 is the utility of asserting that John is tall. 5. Measurement view: When compared to others, John is taller than some, and this fact can be encoded as 0.7 on some scale. In this work we propose a sixth way of interpretation as possibility measure due to Zadeh [13, 14] and further works are e.g. by Dubois and Prade [15, 16], and Alola et al. [17]; namely, 6. Possibilistic view: 70% of a given population possibly agreed with the statement that John is tall All these six different views of membership identification fall into two essential categories. These categories can be seen as probabilistic and possibilistic. As it will be shortly seen, in this work both categories are integrated into fuzzy neural tree consistently in a unified manner. Membership functions and probability measures of fuzzy sets are extensively treated in literature [18]. To start with we refer to figure 2a. We assume the input to an input node, namely a terminal node, is a Gaussian random variable, which is instructive to start with. This is due to the random set view given above, and this view can be extended due to the well-known central limit theorem in probability. In the fuzzy neural tree introduced in this work, all the processors operating in the internal nodes are Gaussian. Since the inputs to neural tree are also Gaussian random variables, due to functions of random variable theorem [19] all the processes in the tree are to be considered Gaussian. In a neural tree for each



terminal input we define a linear or Gaussian fuzzy membership function as seen in figure 3, whose associated membership provides a probabilistic/possibilistic value for that input. Referring to figure 2, let us consider two consecutive nodes as shown in figure 2c. In the neural tree, any fuzzy probabilistic/possibilistic input delivers an output at any non-terminal node. Due to Gaussian considerations given above, we can consider this probabilistic/possibilistic input value of a node as a random variable x which can be modelled as a Gaussian probability density around a mean xm. The probability density is given by 1
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where xm is the mean;  is the width of the Gaussian. Definition: Assuming a statistical model parameterized by a fixed and unknown  the likelihood L() is the probability of the observed data x considered as a function of . The likelihood function of the mean value xm is given by [20] 
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where  is the unknown mean value xm. Likelihood function is considered to be as a fuzzy membership function or fuzzy probability, converting the probabilistic uncertainty to fuzzy logic terms. θ is a general independent variable of the likelihood function, and the likelihood is between 0 and 1. L(θ) plays the role of fuzzy membership function and the likelihood at the node output is given by y j  Lj ( j )



(3) Referring to figure 2c, we consider the input xj of node j as a random variable given by



x j  yi wij
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where wij is the synaptic connection weight between the node i and node j seen in figure 2. In the same way as described above, the pdf of xj is given by 1
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and the likelihood function of the mean value =xmj with respect to the input xj is given by
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where  is the likelihood parameter. Using (3) in (6), we obtain
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We consider the neural tree node status where the likelihood is maximum for the input is maximum, namely Lj(j)=1 for Li(i)=1 . In (7) using Li(i)=1 we obtain (8)  j  wij for the maximum likelihood Lj(j)=1. Hence, from (7) and (8), we obtain that likelihood Lj(j) is maximum for Li(i)=1 as was designed. Li(i) is the likelihood of the preceding node.
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Referring to (9) two important observations are as follows. (a) The likelihood Lj(j) is the probability of observed data as a function of  via Li(i) which is the likelihood of the preceding node output. With other words, each likelihood output of a node is dependent on the probability of the outcome of the preceding node output, which is the observed data in this likelihood context. (b) For Li(i)=1 the likelihood Lj(j) is maximum being independent of j. However for Li(i)≠1, the likelihood Lj(j) is dependent on j . In (9), we see the variation of Lj(j) with respect to j while Li(i) is a parameter. For Li(i) close to unity or j is close to zero likelihood Lj(j) is close to maximum. To see this we take the derivative of (10) that we obtain     1   y 1 1 2  j  yi  1   j  yi  1   j yi  e 2 yj '   (11) 2 2  yi  yj’=0 gives  jmax  0 (12) yi  1 (13)  j  yi  1   j yi  0 (14) yi (12) and (13) correspond precisely to what has been said above. From (14) we obtain  j  yi  1   j yi (15) 2
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(21)  2 i 1 e y j  L j ( j )  e j In (20) n is the index number of the number of inputs to the node j. The variation of Lj(θj) with θj for a single input to a node is shown in figure 4, where yi=1-θj . 



Referring to (3), from (9) we can also write



L j ( j )  e



j 



 2 ( yi 1) 2 2 j



(1 yi )



Fig. 4. Plot of Lj(θj) versus θj for a single input to a node, where σ=0.2



Conversely, Lj(yi) with yi is shown in figure 5, where θj=1-yi.
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(17) refers to a minimum of (9), which is given by L j ( j ) min  e
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The selection of j is based on Shannon’s information theorem. Namely, j is selected to be  j  1  yi . (19) The rationale for this selection is as follows.j refers to the connection of the node i to the node j. From the information theoretic viewpoint yi is a probability and it contains no information when it is unity. In this case we do not have to convey any information from node i to node j, and therefore j=0. From other side if yi is zero, it contains information that it goes to infinity. Therefore, we connect the node i to node j with total connectivity, that means j=1 in the case of single input. For a multiple input case, which is the non-trivial or actual situation, j is selected in a normalized form for defuzzification in the rule-chaining process through from node to node process in the tree.



Fig. 5. Plot of Lj(yi) versus yi for a single input to a node, where σ=0.2



For a leaf node, i.e., an input node to the tree, we define a Gaussian or linear fuzzy membership function, which serves as a fuzzy likelihood function indicating the likelihood of that input relative to its ideal value, which is equal to unity. This input is shown as xi in figure 2a, and the likelihood is shown as yi in the same figure.



IV. PROBABILISTIC-POSSIBILISTIC APPROACH FOR MEMBERSHIP FUNCTION IN A UNIFIED FORM A. Fuzzy Neural Tree with Logical AND Operation The likelihood function in its normalized form is considered to be as a fuzzy probability, being a membership function of a fuzzy set. To unify likelihood function concept of fuzzy membership function with the possibility interpretation, at this point we take a possibilistic view for the membership function departing from fuzzy probabilistic view. In this case, membership function can also be considered as a possibility distribution, so that the fuzzy membership function represents also a possibility distribution function [13, 14]. These are due to the axioms of possibility measure or a fuzzy possibility distribution (Ai) of a fuzzy event Ai given below I
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where Π represents the possibility, and Π(Ai) is the instantiation of (Ai). In the probability theory, the probability of the intersection of independent events is given by I
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In fuzzy logic the same intersection operation is given by I



Ai , i  I , min iI (  Ai ) A j  Ai i 1
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From the possibility viewpoint, the independence is not defined. In place of that we define interaction. In possibility theory we say that two events are independent or noninteractive to express that they are not interdependent. Independence is a stronger condition than non-interaction, because in the latter case independence does not apply. However, still we can consider the equation given in (23). This is not standard from the standpoint of set theory. However, they could have been introduced by Zadeh in his quest for developing possibility-like measures for fuzzy sets [13, 14]. Based on these views, here we consider one additional possibility relation naturally derived from (23) as follows. I
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If all the possibilities of events are equal, the outcomes of logical AND or OR operations are the same, and equal to the possibility of any event in those operations. This important result will be used later in this work, where it will be named as consistency condition. One can note that the possibilistic equations (22) and (23) are similar to those probabilistic fuzzy logic operations applied to fuzzy sets, referring to the likelihood function interpretation of the fuzzy membership functions. Therefore, the approach used for fuzzy neural tree operation is named in this work as probability/possibility approach, where established conventional both, fuzzy probability and fuzzy possibility, operations are equally valid. However, in contrast to the conventional equivalence of fuzzy probabilistic and fuzzy possibilistic operations through the fuzzy membership functions, in this work a difference is recognized and implemented in such a way that fuzzy possibilistic computations are conservative estimate of fuzzy probabilistic computations and this will be exemplified later in the sequel. We can summarize the work presented above as follows. i. Node outputs always represent a likelihood function which at the same time represents a fuzzy probability/possibility function. ii. Li(i)=1 corresponds to a fuzzy probability/possibility equal to unity and it propagates in the same way so that the following fuzzy likelihood Lj(j) component for the corresponding input yi is also unity, as seen in (10). iii. In the same way, if all the probabilistic/possibilistic inputs to the neural tree are unity, then all the node outputs of the neural tree nodes are also unity, providing a probabilistic/possibilistic integrity where the maximum likelihood prevails throughout the tree. iv. Any deviation from unity at a leaf node output causes associated deviations from the maximum likelihood throughout the tree. Explicitly, any probabilistic/possibilistic deviation from unity at the neural tree input will propagate throughout the tree via the connected node outputs as



estimated likelihood representing a probabilistic/possibilistic outcome in the model. Thus, any deviation from unity at a leaf node output is a degree of deviation from its ideally desired value which corresponds to unity in a fuzzy membership function. If the membership value is unity then it propagates as unity throughout the model as maximum likelihood. v. Each inner node in the tree represents a fuzzy probabilistic/possibilistic rule. In a fuzzy modeling the shape and the position of a fuzzy set are essential questions. In the present neural tree approach all the locations are normalized to unity and the shape of the membership function is naturally formed as Gaussian based on the probabilistic considerations in terms of likelihood. vi. Each input to a node is assumed to be independent of the others so that the fuzzy memberships of the inputs can be thought as forming a joint multidimensional fuzzy membership. The dependence among the inputs is theoretically possible but actually it is out of concern because each leaf node has its own stimuli or its own membership function, and they are not common to the others, in general. However joint membership concept is not central to the computations. yi propagates to the following node output yj in a way determined by the likelihood function. If there is more than one input to a node, assuming that the inputs are independent, the output is given according the relation L ( )  L1 ( 1 ) L 2 ( 2 ) ... L n ( n )
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For a multiple input case of two node inputs, (27) becomes L j ( j )  L1 (1 ) L2 (2 ) 
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For a case of n multiple inputs, in view of (10) and (27), we write L j ( )  y j  f ( y i )  exp[ 
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where n is the number of inputs to the node and j is the common width of the Gaussians. As it is seen from (29), the previous node output yi plays important role in the following node output and this role is weighted by the connection weight θj given by (20). It is interesting to note that in fuzzy logic terms, the likelihood function (27) can be seen as a two-dimensional fuzzy membership function with respect to the weighted node outputs x1 and x2. In this case the neural tree node output can be seen as a fuzzy rule, which can be stated as IF [ y i1  x1 AN D y i 2  x 2 ] T H E N [ y j given by (29)]
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The output of an internal neural tree is determined by (29) as a product operation for the sake of computational accuracy, rather than min or max operation. However, in these computations the Gaussian width j in (29) is assumed to be known, although it is not determined yet. To determine j we impose the fuzzy probability/possibility measure for the cases all the inputs to a node are equal as probabilistic/possibilistic condition, as expressed in (23). In the same way, for the logical OR operation, to determine j we impose the fuzzy possibility measure for the cases all the inputs to a node are



equal as probabilistic/possibilistic condition. By these impositions there is no sacrifice of accuracy involved. We can determine the Gaussian width j by learning the input and output association given in Table 1 for 6 inputs, as an example. TABLE I



INPUTS AND OUTPUT OF NODE WITH SIX INPUTS FOR POSSIBILISTIC CONSISTENCY



In1 .1 .2 … .9



In2 .1 .2 … .9



In3 .1 .2 … .9



In4 .1 .2 … .9



In5 .1 .2 … .9



In6 .1 .2 … .9



output .1 .2 … .9



If all the inputs are 0.1 then output is 0.1; if all the inputs are 0.2 then output is 0.2; … and so on. For all the inputs are unity, i.e. yi=1, then output is inherently unity irrespective to the weights of the system which means if the probability/possibility of all events at the input is unity, then probability/possibility of the output should be, and indeed is unity. If at the terminal nodes the inputs are fuzzy probabilities/possibilities, then this result remains the same matching the consistency condition given by [13, 14, 16, 2123]. P( A)  ( A) A U (31) where P(A) is the fuzzy probability measure; U is the universe of discourse; Π(A) is the possibility measure. Incidentally, if Π(A) is equal to zero, then P(A) is also zero but the converse may not be true. The implementation of inequality (31) is due to conservative estimate of fuzzy possibility Π(A), which is TABLE II



OPTIMAL SIGMA VALUES FOR POSSIBILISTIC CONSISTENCY DEPENDING ON THE NUMBER OF INPUTS OF A NODE



Nr. of inputs 2 3 4 5



σ AND 0.299 0.244 0.212 0.189



σ OR 0.295 0.241 0.208 0.186
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Fig. 6. Description of the consistency condition for two-dimensional antecedent space (left); one-dimensional consequent space (right)



As the inputs tend all together to be the same, then the knowledge processing at the node proportionally tends to be possibilistic. This is the important property established in this work, unifying the probabilistic and possibilistic computations in a fuzzy-neural computation.



B. Fuzzy-Neural Tree with Logical OR Operation



equal to fuzzy probability P(A), during consistency conditions computations. The optimal sigma values are given in table 2. It is interesting to note that, j having been determined using Table I, (21) can be written in the form L j ( )  y j  exp( 



function value is equal to the same input value. In particular in the neural tree the membership function value is equal to the fuzzified node output. This is illustrated in figure 6a. Referring to this figure, it is clear that in a node multi-dimensional fuzzy membership function has a maximum at the point where all inputs are unity. Considering that the inputs are between zero and one, as a node only one half of multidimensional Gaussian fuzzy membership function enters into the computation. Its extension beyond unity is not to be considered in any computation. We are using Gaussian multi-dimensional fuzzy membership functions for likelihood computation; however, the consistency condition of possibility forces us to approximate the multi-dimensional Gaussian membership function to a virtually continuous triangular multi-dimensional membership function. Referring to this approximation, the exact triangular multi-dimensional fuzzy membership function is shown in figure 6b. The knowledge processing at a node is probabilistic, proportionally to the values of the inputs that they differ from each other.



(32)



which means, for each input there is an associated Gaussian width j that is determined by the weight wij=1-yi . If θj is zero, the respective ij is infinite so that the input via the weight θj has no effect on the output, as the multiplication factor at the logic AND operation becomes unity. Theoretically, if all the inputs are zero, i.e. yi=0, then there is still a finite node output. This is due to the fact that the Gaussian does not vanish at the point where its independent variable vanishes. From the possibilistic view point, this implies that even in the event probability or likelihood vanishes, the possibility remains finite. However the preceding node output never totally vanishes as far as yi is concerned or it does not make sense to consider if terminal node output xi vanishes. This is because a zero input becomes trivial throughout the model. The consistency condition refers to virtually multidimensional triangular fuzzy membership functions in a continuous form, where in the case all inputs variables are equal, the multidimensional membership



A general n-weights case for a node, the knowledge model should be devised somewhat differently for logical OR operation, and referring to figure 2, this can be accomplished as follows. The logic OR operation is fulfilled by means of the de Morgan’s law which is given below. y1  y2  y1  y2 (33) where the complement of y is given by yi  1  yi (34) Hence for OR operation corresponding to the AND operation in (21) becomes
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where θj is given by (20). To obtain the counterpart of (29) for the node j, we take the complement of the incoming node outputs yi and carry out the logic AND operation. After this operation complement of this outcome gives the desired final result in (35) as yj for logical OR operation. In words, first we take the complement of the yi, afterwards we execute multiplication and finally we take the complement of the multiplication. It is important to note that in this computation



the Gaussian is likelihood representing a probabilistic/possibilistic entity. In this case the neural tree node output can be seen as a fuzzy rule which can be stated as IF [ yi1  y1 OR yi 2  y2 ] THEN [ y j1 given by (35)]
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If all the yi inputs in (29) are zero, the output is also zero. However, if all the inputs are unity, i.e. yi=1, then the node output is apparently not exactly unity because the exponent in (31) given by exp[
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(37)



i



remains small but finite. From the probabilistic/possibilistic view point, this implies that when the event fuzzy probability/possibility yi is 1, the outcome possibility remains less than 1, which apparently does not conform to (24) and (25). This is due to the fact that the Gaussian does not vanish at the point where its independent variable vanishes. From the possibilistic view point, this implies that in the event possibility is unity, likelihood remains less than unity conforming to (31). Actually the preceding node output is never exactly unity as far as yi is concerned since such an output becomes trivial throughout the model otherwise. On the other hand, as the degree of association θj given by (20) goes to zero, the effect of yi on output yj in (37) vanishes, the result being consistent.



V. COMPUTER EXPERIMENTS The experiments address to an Architectural design problem, which is an actual design case, where the penultimate nodes of a fuzzy neural tree play the role of objective functions. The problem concerns the optimal positioning of an ensemble of residential housing units on their respective lots, and they are labeled H1-H18. The site is shown in figure 7 from a bird’s eye view, where the lot divisions are shown by means of black lines. The north direction is upward in the figure. Two objectives are involved in the experiment. One refers to visual perception aspects of the houses and the other one to the size of their gardens. The perceptual objective is all houses are wanted and desired to have a high visual privacy, meaning that the houses should be



Fig. 7. The instantiated Pareto solution marked by an arrow in figure 8



minimally exposed to visual perception from the other buildings around it. The second objective is all gardens are wanted and desired to be large. The gardens are represented in the figure as green surface patches. The two objectives are soft, due to the linguistic nature of privacy and largeness attributes. Moreover, the statements ‘all houses and all gardens are wanted and desired to have…’ imply that the imprecise attributes of each house should be aggregated appropriately. This is accomplished by means of two logic AND operations, one at inner node I1 and the other at I2 of the fuzzy neural tree seen in figure 6. Referring to the figure, the first objective is the output of node I1 denoted by F1(f(x))=L1(θ). The second objective is the output of node I2 denoted by F2(f(x))=L2(θ). Both objectives are likelihoods given by (29) and subject to maximization. The connection weights wT1I1, wT2I1,… wT36I2 in the model are assigned according to (20), so that every stimulus pattern has an associated distinct weight pattern in the tree model. In figure 6 the privacies of every house are denoted by OT1,…,OT18. Due to direct sunlight considerations, the living rooms will be situated at the south façades of the buildings, and for these rooms visual privacy is a desirable property in general. Therefore the privacy objective measurement is executed for the south facades of the buildings, as, In order to quantify the visual privacy at the input of the terminals T1-T18, a probabilistic perception model is employed [24] and the perceptions of a façade from other buildings are fused [25] yielding the unions of perceptions f1(x),…, f18(x), which form the input values for the nodes T1-T18.



=L1(θ) =L2(θ) 



Fig. 6 Fuzzy neural tree model of the housing problem



REFERENCES [1] [2] [3] [4] [5] Fig. 8 Actual implementation of membership functions at terminals T1-T18 (upper left); and garden size at T21 (lower left); Pareto optimal front (right)



The privacies are considered as fuzzy statements related to each union of perceptions via a fuzzy membership function. The membership function used in the terminals T1-T18 is shown in figure 8 upper left, and the membership degrees are the visual privacies. In figure 6 the performances of the gardens are denoted by OT19-OT37. The performance of a garden is considered as a fuzzy statement related to the size of the garden via fuzzy membership function, where the membership degree is the garden performance. The membership functions at the terminals T19-T36 are exemplified for T21 in figure 8 lower left. The likelihoods F1(f(x))=L1(θ) and F2(f(x)=L2(θ)) in figure 6 are used to identify optimized housing layout configurations. This is accomplished by a Pareto-dominance based multi-objective evolutionary algorithm NSGA-II [26] with population size 300. The resulting Pareto front solutions are shown as black points in objective function space in figure 8 right. One of the Pareto optimal solutions is shown in figure 7 and marked by an arrow in the figure.
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ACKNOWLEDGMENT This work has been accomplished under the auspice of TÜBİTAK (Scientific and Technological Research Council of Turkey.) Contract No. 1059B211400884. The support is gratefully acknowledged.



[6] [7] [8] [9] [10]



[11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22]



[23] [24] [25] [26] [27] [28]



J.-S. R. Jang, "ANFIS: Adaptive-network based fuzzy inference system," IEEE Trans. Systems Man and Cybernetics, vol. 23, pp. 665685, 1993. L. A. Zadeh, "Fuzzy sets," Information and Control 8 (3), pp. 338-353, 1965. A. Sankar and R. J. Mammone, "Growing and pruning neural tree networks," IEEE Trans. Computers, vol. 42, pp. 291-299, 1993. G. L. Foresti and C. Micheloni, "Generalized neural trees for pattern classification," Neural Networks, IEEE Transactions on, vol. 13, pp. 1540-1547, 2002. G. Foresti and T. Dolso, "An adaptive higher-order neural tree for pattern recognition," IEEE Trans. Systems, Man, Cybernetics - Part B: Cybernetics, vol. 34, pp. 988-996, 2004. B. Biswal, M. Biswal, and S. J. Mishra, R. , "Automatic classification of power quality events using balanced neural tree," IEEE Trans. Industrial Electronics, , vol. 61, pp. 521 - 530, 2014 H.-H. Song and S.-W. Lee, "A self-organizing neural tree for large-set pattern classification," IEEE Trans. Neural Networks, vol. 9, pp. 369380, 1998. F. Hoffman, M. Koppen, F. Klawonn, and R. Roy, Soft Computing: Methodologies and Applications. Berlin: Springer 2005. D. Dubois and H. Prade, "A semantics for possibility theory based on likelihoods," J. of Mathematical Analysis and Applications pp. 205, 359-380, 1997. Li(i) Li(i) D. Dubois and H. Prade, "A semantics for possibility theory based on likelihoods," in Int. Joint Conf. of Fourth IEEE Int. Conf. on Fuzzy Systems and Second Int. Fuzzy Engineering Symposium - Fuzzy Systems 1995, Yokohama, Japan, 1995, pp. 1597-1604. R. Belohlavek and G. J. Klir, Concepts and Fuzzy Logic. Boston: Massachusetts Institute of Technology, 2011. T. Bilgiç and I. B. Türkşen, "Measurement of membership functions: Theoretical and empirical work.," in Fundamentals of Fuzzy Sets, D. Dubois and H. Prade, Eds., ed Boston: Kluwer, 1999, pp. 195-232. L. A. Zadeh, "Fuzzy Sets as a Basis for a Theory of Possibility," Fuzzy Sets and Systems, vol. 1, pp. 3-28, 1978. O. Ciftcioglu. D. Dubois and H. Prade, "When Upper Probabilities are Possibility Measures " Fuzzy Sets and Systems, vol. 1992, pp. 65-74, 1992. D. Dubois, L. Foulloy, G. Mauris, and H. Prade, "ProbabilityPossibility Transformations, Triangular Fuzzy Sets, and Probabilistic Inequalities," Reliable Computing, vol. 10, pp. 273-297, 2004. A. A. Alola, M. Tunay, and V. Alola, "Analysis of Possibility Theory for Reasoning under Uncertainty," Int. J. of Statistics and Probability, vol. 2, pp. 12-23, 2013. N. D. Singpurwalla and J. M. Booker, "Membership Functions and Probability Measures of Fuzzy Sets," J. of the Statistical Association, vol. 99, pp. 867-877, 2004. A. Papoulis, Probability, Random Variables and Stochastic Processes. New York: McGraw-Hill, 1965. Y. Pawitan, In All Likelihood: Statistical Modelling and Inference Using Likelihood. New York: Clarendon Press Oxford, 2001. M. Delgado and S. Moral, "On the concept of possibility-probability consistency," Fuzzy Sets and Systems, vol. 21, p. 9, 1987. D. Dubois and H. Prade, "On several representations of an uncertain body of evidence," in Fuzzy Information and Decision Process, M. M. Gupta and E. Sanchez, Eds., ed Amsterdam: North Holland, 1982, pp. 167-182. D. Dubois and H. Prade, "Unfair coins and necessity measures: towards a possibilistic interpretation of histograms," Fuzzy Sets and Systems, vol. 10, p. 6, 1983. M. S. Bittermann, I. S. Sariyildiz, and Ö. Ciftcioglu, "Visual perception in design and robotics," Integrated Computer-Aided Engineering, vol. 14, pp. 73-91, 2007. O. Ciftcioglu and M. S. Bittermann, "Fusion of perceptions in architectural design," presented at the eCAADe 2013 Computation and Performance, Delft, Netherlands, 2013. K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, "A fast and elitist multi-objective genetic algorithm: NSGA-II," IEEE Transactions on Evolutionary Computation, vol. 6, pp. 182-197, 2000. M. Glykas, Fuzzy Cognitive Maps vol. 247. Warsaw: Springer, 2010. W. Pedrycz, "The Design of Cognitive Maps: A Study in Synergy of Granular Computing and Evolutionary Optimization," Expert Systems with Applications, vol. 37, pp. 7288-7294, 2010.



























[image: C205 A Fuzzy Neural Tree Based on Likelihood.pdf]
C205 A Fuzzy Neural Tree Based on Likelihood.pdf












[image: C208 Fuzzy Neural Tree in Evolutionary Computation for ...]
C208 Fuzzy Neural Tree in Evolutionary Computation for ...












[image: C208 Fuzzy Neural Tree in Evolutionary Computation for ...]
C208 Fuzzy Neural Tree in Evolutionary Computation for ...












[image: C208 Fuzzy Neural Tree in Evolutionary Computation for ...]
C208 Fuzzy Neural Tree in Evolutionary Computation for ...












[image: C227 Fuzzy Neural Tree for Knowledge Driven Design.pdf  ...]
C227 Fuzzy Neural Tree for Knowledge Driven Design.pdf ...












[image: A Novel Blind Watermarking Scheme Based on Fuzzy ...]
A Novel Blind Watermarking Scheme Based on Fuzzy ...












[image: IMAGE ENHANCEMENT BASED ON FUZZY LOGIC AND ...]
IMAGE ENHANCEMENT BASED ON FUZZY LOGIC AND ...












[image: View-invariant action recognition based on Artificial Neural ...]
View-invariant action recognition based on Artificial Neural ...












[image: Prediction of Software Defects Based on Artificial Neural ... - IJRIT]
Prediction of Software Defects Based on Artificial Neural ... - IJRIT












[image: Prediction of Software Defects Based on Artificial Neural ... - IJRIT]
Prediction of Software Defects Based on Artificial Neural ... - IJRIT












[image: Image Retrieval Based on Wavelet Transform and Neural Network ...]
Image Retrieval Based on Wavelet Transform and Neural Network ...












[image: Bayesian ART-Based Fuzzy Inference System: A New ...]
Bayesian ART-Based Fuzzy Inference System: A New ...












[image: Multiobjective Genetic Algorithm-Based Fuzzy ...]
Multiobjective Genetic Algorithm-Based Fuzzy ...












[image: Multiobjective Genetic Algorithm-Based Fuzzy ...]
Multiobjective Genetic Algorithm-Based Fuzzy ...












[image: Learning Hierarchical Fuzzy Rule-based Systems for a Mobile ...]
Learning Hierarchical Fuzzy Rule-based Systems for a Mobile ...












[image: Multiobjective Genetic Algorithm-Based Fuzzy ...]
Multiobjective Genetic Algorithm-Based Fuzzy ...












[image: A Fuzzy-Interval Based Approach For Explicit Graph ...]
A Fuzzy-Interval Based Approach For Explicit Graph ...












[image: A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link]
A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link












[image: A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link]
A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link












[image: Generating a Fuzzy Rule-Based Brain-State-Drift ...]
Generating a Fuzzy Rule-Based Brain-State-Drift ...












[image: A Disruption Predictor Based on Fuzzy Logic Applied to ...]
A Disruption Predictor Based on Fuzzy Logic Applied to ...












[image: Fuzzy Based QOS in WSN - IJRIT]
Fuzzy Based QOS in WSN - IJRIT












[image: Fuzzy Based QOS in WSN - IJRIT]
Fuzzy Based QOS in WSN - IJRIT












[image: C++ Neural Networks and Fuzzy Logic:Preface]
C++ Neural Networks and Fuzzy Logic:Preface















C205 A Fuzzy Neural Tree Based on Likelihood.pdf






Whoops! There was a problem loading this page. Retrying... Whoops! There was a problem loading this page. Retrying... Page 3 of 59. 17. wlucb rbd3 ihe ... 






 Download PDF 



















 3MB Sizes
 0 Downloads
 231 Views








 Report























Recommend Documents







[image: alt]





C205 A Fuzzy Neural Tree Based on Likelihood.pdf 

of neural tree systems for real-life soft computing solutions in. various disciplines and multidisciplinary areas, where. transparency of a model is demanded [8].














[image: alt]





C208 Fuzzy Neural Tree in Evolutionary Computation for ... 

Page 1 of 8. 1. Fuzzy Neural Tree in Evolutionary Computation. for Architectural Design Cognition. Ã–zer Ciftcioglu, Senior Member, IEEE. Department of Architecture. Delft University of Technology | Maltepe University. Delft, The Netherlands | Maltep














[image: alt]





C208 Fuzzy Neural Tree in Evolutionary Computation for ... 

C208 Fuzzy Neural Tree in Evolutionary Computation for Architectural Design Cognition.pdf. C208 Fuzzy Neural Tree in Evolutionary Computation for ...














[image: alt]





C208 Fuzzy Neural Tree in Evolutionary Computation for ... 

Page 3 of 8. C208 Fuzzy Neural Tree in Evolutionary Computation for Architectural Design Cognition.pdf. C208 Fuzzy Neural Tree in Evolutionary Computation ...














[image: alt]





C227 Fuzzy Neural Tree for Knowledge Driven Design.pdf ... 

Page 1 of 4. Abstract. A neural tree structure is considered with nodes of. neuronal type, which is a Gaussian function playing. the role of membership function.














[image: alt]





A Novel Blind Watermarking Scheme Based on Fuzzy ... 

In this paper, a novel image watermarking scheme in DCT domain based on ... health professionals and manipulated and managed more easily [13],[15] .... log),(. (8). And 'entropy' is an indication of the complexity within an image. A complex ..... dif














[image: alt]





IMAGE ENHANCEMENT BASED ON FUZZY LOGIC AND ... 

Whoops! There was a problem loading more pages. Retrying... IMAGE ENHANCEMENT BASED ON FUZZY LOGIC AND THRESHOLDING TECHNIQUES.pdf.














[image: alt]





View-invariant action recognition based on Artificial Neural ... 

View-invariant action recognition based on Artificial Neural Networks.pdf. View-invariant action recognition based on Artificial Neural Networks.pdf. Open.














[image: alt]





Prediction of Software Defects Based on Artificial Neural ... - IJRIT 

studied the neural network based software defect prediction model. ... Neural Networks models have significant advantage over analytical models because they ...














[image: alt]





Prediction of Software Defects Based on Artificial Neural ... - IJRIT 

IJRIT International Journal of Research in Information Technology, Volume 2, Issue .... Software quality is the degree to which software possesses attributes like ...














[image: alt]





Image Retrieval Based on Wavelet Transform and Neural Network ... 

The best efficiency of 88% was obtained with the third method. Key Words: .... Daubechies wavelets are widely used in signal processing. For an ..... Several procedures to train a neural network have been proposed in the literature. Among ...














[image: alt]





Bayesian ART-Based Fuzzy Inference System: A New ... 

Here, the antecedent label Ai,k of rule Rk is defined using .... The chosen (i.e., winning) rule Rkp is subsequently defined ... complies with (11) is conducted.














[image: alt]





Multiobjective Genetic Algorithm-Based Fuzzy ... 

Sep 30, 2009 - vector-based categorical data clustering algorithm (CCDV) ..... Note that the mapping Map should be one to one to ensure .... B. Visualization.














[image: alt]





Multiobjective Genetic Algorithm-Based Fuzzy ... 

Sep 30, 2009 - On the other hand, if a data point has certain degrees of belongingness to each cluster, ... A. Mukhopadhyay is with the Department of Computer Science and. Engineering ... online at http://ieeexplore.ieee.org. Digital Object ...














[image: alt]





Learning Hierarchical Fuzzy Rule-based Systems for a Mobile ... 

mobile robot control must be capable of coping with a high dimensional .... space into a fixed number of linguistic symbols. ... discount rate. The estimated convergence time can .... National Students Conference of National Alliance of.














[image: alt]





Multiobjective Genetic Algorithm-Based Fuzzy ... 

699 records - A. Mukhopadhyay is with the Department of Computer Science and. Engineering, University of Kalyani, Kalyani-741235, India (e-mail: anirban@ ...... [Online]. Available: http://leeds-faculty.colorado.edu/laguna/articles/mcmot.pdf.














[image: alt]





A Fuzzy-Interval Based Approach For Explicit Graph ... 

Aug 22, 2010 - Muhammad Muzzamil Luqman1,2, Josep Llados2, Jean-Yves Ramel1, Thierry Brouard1. 1 Laboratoire d'Informatique, UniversitÃ© FranÃ§ois ...














[image: alt]





A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link 

number of edges, node degrees, the attributes of nodes and the attributes of edges in ... The website [2] for the 20th International Conference on Pattern Recognition. (ICPR2010) ... Graph embedding, in this sense, is a real bridge joining the.














[image: alt]





A Fuzzy-Interval Based Approach for Explicit Graph ... - Springer Link 

Computer Vision Center, Universitat AutÃ³noma de Barcelona, Spain. {mluqman ... number of edges, node degrees, the attributes of nodes and the attributes.














[image: alt]





Generating a Fuzzy Rule-Based Brain-State-Drift ... 

1 Centre for Artificial Intelligence, University of Technology Sydney, Australia. 2 DataNova, NY ... information of brain state-drift occurring in both simulated and.














[image: alt]





A Disruption Predictor Based on Fuzzy Logic Applied to ... 

Electronic Systems Engineering, University of Catania, 95125 Catania, Italy. (e-mail: .... This neural-networks predictor was also tested online as re- ported in [9]. ...... Bachelor's degree in electrical engineering from the. University of Catania 














[image: alt]





Fuzzy Based QOS in WSN - IJRIT 

Keywords: Fuzzy Logic, Quality of Service (QOS), Wireless Sensor Network (Wsn). 1. ... requirement such as the performance measure associated with event ...














[image: alt]





Fuzzy Based QOS in WSN - IJRIT 

The system results are studied and compared using MATLAB. It gives better and .... yes/no; high/low etc. Fuzzy logic provides an alternative way to represent.














[image: alt]





C++ Neural Networks and Fuzzy Logic:Preface 

provided with the capacity to handle large input data sets. You use the ... You will find ample room to expand and experiment with the code presented in this ...


























×
Report C205 A Fuzzy Neural Tree Based on Likelihood.pdf





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















