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Outline



• Learning with kernels, SVM. • Learning kernels. • Repeat:



•



Discuss new idea - convex vs. non-convex optimization, - linear vs. non-linear kernel combinations, - few vs. many kernels, - L1 vs. L2 regularization; Experimental check; Until conclusion. Future directions. page 3



Optimal Hyperplane: Max. Margin (Vapnik and Chervonenkis, 1965)



w



margin (x2 − x1 )



w·x+b=1 w · x + b = −1



w·x+b=0



• Canonical hyperplane: for support vectors, w · x + b ∈ {−1, +1}.



. For points on opposite side, • Margin: ρ = 1/||w|| w · (x − x ) 2 2ρ =



2



||w||



1



=



||w||
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Soft-Margin Hyperplanes 2 !w!



(CC & Vapnik, 1995)



ξi ξk



ξj w · x + b = −1



w·x+b=1 w·x+b=0



• Support vectors: points along the margin and outliers.
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Optimization Problem



• Constrained optimization problem minimize



1 !w!2 + C 2



m !



ξi



i=1



subject to yi [w · xi + b] ≥ 1 − ξi ∧ ξi ≥ 0, i ∈ [1, m].



• Properties • C is a non-negative real-valued constant. • Convex optimization. • Unique solution. page 6



SVMs Equations



• Lagrangian: for all w, b,!α



i



≥ 0, βi ≥ 0,



m



L(w, b, ξ, α) = 12 !w!2 + C i=1 ξi !m !m − i=1 αi [yi (w · xi + b) − 1 + ξi ] − i=1 βi ξi .



• KKT conditions: ! m i=1



∇w L = w − αi yi xi = 0 !m ∇w b = − i=1 αi yi = 0 ∇ξi L = C − αi − βi = 0



!m



⇐⇒ w = i=1 αi yi xi . !m ⇐⇒ i=1 αi yi = 0. ⇐⇒ αi + βi = C.



∀i ∈ [1, m], αi [yi (w · xi + b) − 1 + ξi ] = 0 βi ξi = 0. page 7



Dual Optimization Problem



• Constrained moptimizationmproblem !



1 ! maximize αi − αi αj yi yj (xi · xj ) 2 i=1 i,j=1 m ! αi yi = 0. subject to ∀i ∈ [1, m], 0 ≤ αi ≤ C ∧ i=1



• Solution



!m # " h(x) = sgn αi yi (xi · x) + b ,



b = yi −



i=1 m !



αj yj (xj · xi ) for any SV xi j=1 with αi < C. page 8



SVMs - Kernel Formulation (Boser, Guyon, and Vapnik, 1992)



• Constrained optimization problem m !



m ! 1 max αi − αi αj yi yj K(xi , xj ) α 2 i,j=1 i=1



subject to 0 ≤ αi ≤ C, i = 1, . . . , m and



• Solution



n !



αi yi = 0



i=1



m ! h(x) = sign( αi yi K(x, xi ) + b). i=1



For any supportmvector such that 0 < αi < C, b = yi −



!



αj yj K(xi , xj ).



j=1 page
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Margin Bound (Bartlett and Shawe-Taylor, 1999)



• Fix ρ > 0 . Then, for any δ > 0 , with probability at least 1−δ , the following holds: !ρ (h) + O R(h) ≤ R



"#



R2 /ρ2 log2 m + log m



1 δ



$



.



fraction !of training points with ! margin less than ρ : !{xi : yi h(xi ) < ρ}! . m



generalization error.
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Kernel Ridge Regression (Saunders et al., 1998)



• Optimization problem:



max −λα! α − α! Kα + α! y α



• Solution:



h(x) =



m !



αi K(xi , x)



i=1



with



α = (K + λI)



−1



y.
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Outline



• Learning with kernels, SVM. • Learning kernels. • Repeat:



•



Discuss new idea - convex vs. non-convex optimization, - linear vs. non-linear kernel combinations, - few vs. many kernels, - L1 vs. L2 regularization; Experimental check; Until conclusion. Future directions. page 12



Learning the Kernel



• SVM: max α



2α 1 − α Y KYα !



!



!



subject to α y = 0 ∧ 0 ≤ α ≤ C !



Structural Risk Minimization: select the kernel that minimizes an estimate of the generalization error.



• What estimate should we minimize? page 13



Minimize an Independent Bound (Chapelle,Vapnik, Bousquet & Mukherjee, 2000)



• Alternate SVM and gradient step algorithm: 1. maximize the SVM problem over α → α!



2. gradient step over bound on generalization error: - margin bound: T = R2 /ρ2 - span bound:



T =



1 m



!m



! 2 Θ(α i Si − 1). i=1
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Reality Check (Chapelle,Vapnik, Bousquet & Mukherjee, 2000)



Selecting the width of a Gaussian kernel and the SVM parameter C. page 15



Kernel Learning & Feature Selection



• Rank-1 kernels (xki )! = µk xki ,



µk ≥ 0,



d !



k=1



(µk )p ≤ Λ



• Alternate between solving SVM and gradient step - the margin bound: R2 /ρ2 ,



(Weston et al., NIPS 2001).



- the SVM dual: 2α! 1 − α! Y! Kµ Yα



(Grandvalet & Canu: NIPS 2002).
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Reality Check, Feature Selection (Chapelle,Vapnik, Bousquet & Mukherjee, 2000)



• Comparison with existing methods: (Weston et al., NIPS 2001)
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Kernel Learning Formulation, II (Lanckriet et al., 2003)



Structural Risk Minimization problem: min max



K∈K



α



2α" 1 − α" Y" KYα



subject to 0 ≤ α ≤ C ∧ α y = 0 "



K $ 0 ∧ Tr[K] ≤ Λ



where Λ > 0 determines the family of kernels.
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SVM - Linear Kernel Expansion QCQP problem:



(Lanckriet et al., 2003)



min max F (µ, α) = 2α! 1 − α! Y! µ



α



subject to 0 ≤ α ≤ C ∧ α! y = 0 µ≥0∧



p "



k=1



!" p



k=1



#



µk Kk Yα



µk Tr(Kk ) ≤ Λ.



L1 regularization page 19



Computational Complexity



• In general: SDP; • Non-negative linear combinations: QCQP, SILP (SVM-wrapper solution);



• Rank-1 kernels: QP.
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Reality Check (Lanckriet et al., 2003)
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Other Redeeming Properties



• Speed; • Ranking properties; • Feature selection, model understanding.
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Reality Check (Lanckriet, De Bie, Cristianini, Jordan, & Noble, 2004)



• Classification performance on the cytoplasmic ribosomal class



Measuring the performance wrt a ranking criteria
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Reality Check (Sonnenburg et al., 2004)



• Importance weighting in a DNA sequence around a so-called splice site.
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Learning Kernels - Theory



• Linear classification, L regularization:



(Lanckriet et al., 2003)



1



"



1/ρ ! R(h) ≤ Rρ (h) + O p m



2



#



! hides logarithmic factors, O



!ρ (h) fraction of training points with margin < ρ . R
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Learning Kernels - Theory



• Linear classification, L



1



(Srebro & Ben-David, 2006)



regularization:



!ρ (h) + O " R(h) ≤ R



#$



p + 1/ρ2 m



%



! hides logarithmic factors, O



!ρ (h) fraction of training points with margin < ρ . R
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Hyperkernels (Ong, Smola & Williamson, 2005)



• Kernels of kernels, infinitely many kernels. • m kernel parameters to optimize over. 2



K(x, x! ) =



m !



βi,j K((xi , xj ), (x, x! ))



i,j=1



∀x, x! ∈ X,



βi,j ≥ 0



• SDP problem. page 27



Reality Check, Hyperkernels (Ong, Smola & Williamson, 2005)



!



d " # K (x, x! ), (x!! , x!!! ) =



j=1



!



$



1−λ



2 1 − λ exp − σj (xj − x!j )2 + (x!!j − x!!! j )



%"
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Learning Kernels - Theory



• Regression, KRR L



2



• • •



regularization:



(CC et al, 2009)



"# $ # ! R(h) ≤ R(h) +O p/m + 1/m



additive term with number of kernels p . technical condition (orthogonal kernels). suggests using larger number of kernels p .
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KRR L2, Problem Formulation



• Optimization problem: min max −λα" α −



µ∈M



α



p !



µk α" Kk α + 2α" y



k=1



2 2 M = {µ : µ ≥ 0 ∧ #µ − µ # ≤ Λ }. with 0



L2 regularization
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Form of the Solution min max −λα" α −



µ∈M



α



p !



µk α" Kk α +2α" y



k=1



"



#$



%



µ! v



(von Neumann)



max −λα! α + 2α! y + min −µ! v α



max α



µ∈M



−λα! α + 2α! y − µ! 0 v −Λ"v" ! "# $



(solve min. prob.)



standard KRR with µ0 -kernel K0 .



α=



!" p



k=1



µk Kk + λI



#−1



y



with



!



v µ = µ0 + Λ !v! vk = α! Kk α page 31



Algorithm Algorithm 1 Interpolated Iterative Algorithm Input: Kk , k ∈ [1, p] α! ← (K0 + λI)−1 y repeat α ← α! v ← (α# K1 α, . . . , α# Kp α)# v µ ← µ0 + Λ $v$ α! ← ηα + (1 − η)(K(α) + λI)−1 y until $α! − α$ < # page 32



Reality Check, KRR, Rank-1(CC Kernels et al, 2009) Reuters (acq) 0.62



baseline L



baseline L2



0.6



1



L



L1



2



1.45



0.58



RMSE



RMSE



Kitchen



1.5



0.56



1.4 0.54 0.52 2000



3000



4000



5000



6000



1.1 1.05 1 0.95



1000



2000



3000 4000 # of bigrams



5000



6000



RMSE / baseline error



RMSE / baseline error



1000



1.35 0



1000



2000



3000



4000



2000 3000 # of bigrams



4000



1.04 1.02 1 0.98 0



1000
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Hierarchical Kernel Learning



• Example: polynomial kernels: • Sub kernel: !q" Ki,j (xi , x!i ) =



j



(1 + xi x!i )j ,



• Full kernel:



K(x, x ) = !



(Bach, 2008)



i ∈ [1, p],



j ∈ [0, q]



!p



! q (1 + x x i i) i=1



• Convex optimization problem, complexity



polynomial in the number of kernels selected, sparsity through L1 regularization and hierarchical selection criteria. page 34



Reality Check, HKL
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Summary



• Does not consistently and significantly outperform unweighted combinations.



• L regularization may work better than L . • Large number of kernels helps performance. 2



1



• Much faster. • Great for feature selection. • What about using non-linear combinations of kernels?



page 36



Non-Linear Combinations - Examples



• DC-Programming algorithm (Argyriou et al., 2005) • Generalized MKL (Varma & Babu, 2009) • Other non-linear combination studies. • Non-convex optimization problems. • Theoretical guarantees? • Can they improve performance substantially? page 37



DC-Programming Problem (Argyriou et al., 2005)



• Optimize over a continuously parameterized set of kernels.



• Kernels with bounded norm; Gaussians with the variance restricted to lie " in a bounded interval. # Kσ (x, x! ) =



• Alternate steps:



d !



exp



i=1



(xi − x!i )2 − σi2



- estimate new Gaussian; - fit the data. page 38



Reality Check, DC-Programming (Argyriou et al., 2005)



Learning the σ (s) in a Gaussian kernel, DC formulation. page 39



Generalized MKL (Varma & Babu, 2009)



• Product kernel, GMKL: • •



Gaussian: Kσ (x, x! ) = Polynomial: Kd (x, x! ) =



d !



exp



i=1 ! d " i=1



"



(xi − x!i )2 − σi2 #p



1 + µi xi x!i ,



#



µi ≥ 0



• Non-convex optimization problem, gradient



descent algorithm alternating with solving the SVM problem. page 40



Reality Check, GMKL
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Future directions



• Get it to work! • Can theory guide us to how? • Should we change paradigm?



page 42
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