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Introduction Welcome to the exciting world of Cisco certification! If you’ve picked up this book because you want to improve yourself and your life with a better, more satisfying, and more secure job, you’ve done the right thing. Whether you’re striving to enter the thriving, dynamic IT sector, or you’re seeking to enhance your skill set and advance your position within your company or industry, being Cisco certified can seriously stack the odds in your favor in helping you to attain your goals! Cisco certifications are powerful instruments of success that markedly improve your grasp of all things internetworking. As you progress throughout this book, you’ll gain a complete understanding of data center technologies that reaches far beyond Cisco devices. By the end of this book, you’ll have comprehensive knowledge of how Cisco Nexus and UCS technologies work together in your data center, which is vital in today’s way of life in the networked world. The knowledge and expertise that you’ll gain here is essential for and relevant to every networking job, and it is why Cisco certifications are in such high demand—even at companies with few Cisco devices! Although it’s common knowledge that Cisco rules the routing and switching world, the fact that it also rocks the voice, data center, and security worlds is now well recognized. Furthermore, Cisco certifications equip you with indispensable insight into today’s vastly complex networking realm. Essentially, by deciding to become Cisco certified, you’re proudly announcing that you want to become an unrivaled networking expert—a goal that this book will put you well on your way to achieving. Congratulations in advance on the beginning of your brilliant future! The CCNA Data Center certification will take you way beyond the traditional Cisco world of switching and routing. The modern data center network includes technologies that were once the private domain of other groups. But with network convergence and virtualization taking the data center to new places, you must now learn all about storage and storage networking, network convergence, the virtualization of servers, and network services. Moreover, as you will see in this book, we will take a deep look at new server designs and deployment models.



Why Should You Become Certified in Cisco Data Center Technologies? Cisco, like Microsoft and other vendors who provide certification, created the certification process to give administrators a specific set of skills and equip prospective employers with a way to measure those skills or match certain criteria. Rest assured that if you make it through the CCNA Data Center exams and are still interested in Cisco and data centers, you’re headed down a path to certain success!



What Does This Book Cover? This book covers everything that you need to know to pass the Introducing Cisco Data Center Technologies (640–916) exam. The Introducing Cisco Data Center Technologies exam is the second of two exams required to become CCNA Data Center Certified. The first CCNA Data Center exam is called Introducing Cisco Data Center Networking (DCICN), and it is exam number 640–911. A great resource for learning about data center networking and exam preparation for the first CCNA Data Center exam is CCNA Data Center—Introducing Cisco Data Center Networking Study Guide: Exam 640–911 by Todd Lammle and John Swartz (Sybex, 2013). All chapters in this book include review questions and hands-on labs to help you build a strong foundation. You will learn the following information in this book: Chapter 1: Data Center Networking Principles We get right down to business in the first chapter by covering a broad array of data center principles and concepts, such as Ethernet and storage networks, data center design, and technologies specific to data center networking, such as data center interconnects, FabricPath, and virtual PortChannels. Chapter 2: Networking Products In this chapter, we take a close look at the Cisco networking products found in the data center, such as the complete Nexus family of switch products and the MDS storage networking product models. Chapter 3: Storage Networking Principles This chapter provides you with the background necessary for success on the exam as well as in the real world with a thorough presentation of storage technologies and principles. Traditionally, storage has been handled by specialized engineers working only with SAN and storage technologies. In the modern data center with converged LAN and SAN networks, it becomes necessary to learn storage technologies. This chapter provides the background needed to master converged networks covered in Chapter 6. Chapter 4: Data Center Network Services Chapter 4 covers the topic of network services, such as load balancing and wide area network acceleration. This is a small but important part of the exam. Chapter 5: Nexus 1000V We now start to take a deep look at network and device virtualization, which is a central part of modern data centers. We use the software virtual switch from Cisco, the Nexus 1000V, to demonstrate both this important product and the concepts of virtualization. Chapter 6: Unified Fabric In this chapter, we use the MDS SAN and Nexus LAN product lines to show how to converge LAN and SAN switching onto a single switching fabric. We look at the standards developed to ensure lossless switching to protect the storage traffic and the concepts of fabric extensions. Chapter 7: Cisco UCS Principles This chapter takes us away from networking and into the world of Unified Computing. We look at the Cisco UCS product line and demonstrate how to



set up a UCS cluster. We introduce the UCS Manager and look at how it manages the complete UCS. Chapter 8: Cisco UCS Configuration This chapter covers how to use the UCS Manager to set up and configure the Cisco Unified Computing System. We explore the concepts of polices and pools and discuss how they interact with each other in a Cisco-based server solution. Appendix A: Answers to Written Labs This appendix contains all of the answers to the written labs found at the end of each chapter. Appendix B: Answers to Review Questions This appendix contains all of the answers to the review questions found at the end of each chapter.



Interactive Online Learning Environment and Test Bank We’ve worked hard to provide some really great tools to help you with the certification process. The interactive online learning environment that accompanies CCNA Data Center: Introducing Cisco Data Center Technologies Study Guide: Exam 640–916 provides a test bank with study tools to help you prepare for the certification exam and increase your chances of passing it the first time! The test bank includes the following: Sample Tests All of the questions in this book are provided, including the assessment test, which you’ll find at the end of this introduction, and the review questions at the end of each chapter. In addition, there is an exclusive practice exam with 110 questions. Use these questions to test your knowledge of the study guide material. The online test bank runs on multiple devices. Flashcards The online test bank includes 100 flashcards specifically written to hit you hard, so don’t get discouraged if you don’t ace them at first! They are there to ensure that you’re ready for the exam. Questions are provided in digital flashcard format (a question followed by a single correct answer). You can use the flashcards to reinforce your learning and provide lastminute test prep before the exam. Other Study Tools A glossary of key terms from this book and their definitions is also available as a fully searchable PDF. Go to http://sybextestbanks.wiley.com to register for and gain access to this interactive online learning environment and test bank with study tools.



How to Use This Book If you want a solid foundation for preparing for the Introducing Cisco Data Center Technologies exam, then look no further. We’ve spent hundreds of hours putting together this book with the sole intention of helping you to pass the exam as well as really learning how to



configure and manage Cisco data center products correctly! This book is loaded with valuable information, and you will get the most out of your study time if you understand why the book is organized the way it is. Thus, to maximize your benefit from this book, we recommend the following study method: 1. Take the assessment test that’s provided at the end of this introduction. (The answers are at the end of the test.) It’s OK if you don’t know any of the answers; that’s why you bought this book! Carefully read over the explanations for any question you get wrong, and note the chapters in which the material relevant to them is covered. This information should help you plan your study strategy. 2. Study each chapter carefully, making sure that you fully understand the information and the test objectives listed at the beginning of each one. Pay extra-close attention to any chapter that includes material covered in questions that you missed. 3. Complete all hands-on labs in each chapter, referring to the text of the chapter so that you understand the reason for each step you take. Try to get your hands on some real equipment, or download the UCS simulator from www.cisco.com, which you can use for the hands-on labs found only in this book. 4. Answer all of the review questions at the end of each chapter. (The answers appear in Appendix A.) Note down the questions that confuse you, and study the topics they address again until the concepts are crystal clear. And again, and again—do not just skim these questions! Make sure that you fully comprehend the reason for each correct answer. Remember that these are not the exact questions that you will find on the exam, but they’re written to help you understand the chapter material and ultimately pass the exam! 5. Try your hand at the practice exam questions that are exclusive to this book. The questions can be found at http://sybextestbanks/wiley.com. 6. Test yourself using all of the flashcards, which are also found at the download link. These are a wonderful study tool with brand-new, updated questions to help you prepare for CCNA Data Center exam! To learn every bit of the material covered in this book, you’ll have to apply yourself regularly and with discipline. Try to set aside the same time period every day to study, and select a comfortable and quiet place to do so. We’re confident that if you work hard, you’ll be surprised at how quickly you learn this material! If you follow these steps and really study—doing Hands-On Labs every single day in addition to using the review questions, the practice exam, and the electronic flashcards—it would actually be hard to fail the Cisco exam. You should understand, however, that studying for the Cisco exams is a lot like getting in shape—if you do not go to the gym every day, it’s not going to happen!



Where Do You Take the Exams?



You may take the Introducing Cisco Data Center Technologies (DCICT) or any Cisco exam at any of the Pearson VUE authorized testing centers. For information, check out www.vue.com or call 877–404-EXAM (3926). To register for a Cisco exam, follow these steps: 1. Determine the number of the exam that you want to take. The Introducing Cisco Data Center Technologies exam number is 640–916. 2. Register with the nearest Pearson VUE testing center. At this point, you will be asked to pay in advance for the exam. At the time of this writing, the exam costs $250, and it must be taken within one year of your payment. You can schedule exams up to six weeks in advance or as late as the day you want to take it. However, if you fail a Cisco exam, you must wait five days before you are allowed to retake it. If something comes up and you need to cancel or reschedule your exam appointment, contact Pearson VUE at least 24 hours in advance. 3. When you schedule the exam, you’ll get instructions regarding all appointment and cancellation procedures, the ID requirements, and information about the testing-center location.



Tips for Taking Your Cisco Exams The Cisco exams contain about 65–75 questions, and they must be completed in about 90 minutes or less. This information can change by exam. You must get a score of about 80 percent to pass the 640–916 exam, but again, each exam may be different. Many questions on the exam have answer choices that at first glance look identical—especially the syntax questions! So remember to read through the choices carefully because close just doesn’t cut it. If you get commands in the wrong order or forget one measly character, you’ll get the question wrong. So, to practice, do the hands-on exercises at the end of each chapter over and over again until they feel natural to you. Also, never forget that the right answer is the Cisco answer. In many cases, more than one appropriate answer is presented, but the correct answer is the one that Cisco recommends. On the exam, you will always be told to pick one, two, or three options, never “choose all that apply.” The Cisco exam may include the following test formats: Multiple-choice single answer Multiple-choice multiple answer Drag-and-drop Router simulations Here are some general tips for exam success: 1. Arrive early at the exam center so that you can relax and review your study materials. 2. Read the questions carefully. Don’t jump to conclusions. Make sure that you’re clear about exactly what each question asks. “Read twice, answer once” is what we always tell



students. 3. When answering multiple-choice questions about which you’re unsure, use a process of elimination to get rid of the obviously incorrect answers first. Doing this greatly improves your odds when you need to make an educated guess. 4. You can no longer move forward and backward through the Cisco exams, so double-check your answer before clicking Next, since you can’t change your mind. After you complete an exam, you’ll get an immediate, online notification on whether you passed or failed, a printed examination score report that indicates your pass or fail status, and your exam results by section. (The test administrator will give you the printed score report.) Test scores are automatically forwarded to Cisco within five working days after you take the test, so you don’t need to send your score to them. If you pass the exam, you’ll receive confirmation from Cisco, typically within two to four weeks, sometimes a bit longer.



DCICT Exam Objectives Following are the major objectives of the DCICT exam: Candidates will demonstrate knowledge of Cisco data center products and technologies including the UCS, MDS, and Nexus series of products. The exam requires in-depth knowledge of network services, storage concepts, networking, device virtualization, and UCS server management and configuration. Exam takers will show their skills in using and configuring Cisco data center technology, including Nexus features, MDS SAN operations, the UCS server system, converged networking, and network services such as load balancing. This study guide has been written to cover the CCNA Data Center 640–916 exam objectives at a level appropriate to their exam weightings. The following table provides a breakdown of this book’s exam coverage, showing you the weight of each section and the chapter where each objective or subobjective is covered: Objective/Subobjective 1.0 Cisco Data Center Fundamentals Concepts 1.1a LAN 1.1.b SAN 1.2 Describe the Modular Approach in Network Design 1.3 Describe the data center core layer 1.4 Describe the data center aggregation layer 1.5 Describe the data center access layer 1.6 Describe the collapse core model



Percentage of Exam 30%



Chapters 1 1 1 1 1 1 1 1



1.7 Describe FabricPath 1.8 Identify key differentiator between DCI and network interconnectivity 1.9 Describe, configure, and verify vPC 1.10 Describe the functionality of and configuration of port channels 1.11 Describe and configure virtual device context (VDC)



1 1



1.12 Describe the edge/core layers of the SAN 1.13 Describe the Cisco Nexus product family 1.14 Configure and verify network connectivity 1.15 Identify control and data plane traffic 1.16 Perform initial set up 2.0 Data Center Unified Fabric 2.1 Describe FCoE 2.2 Describe FCoE multihop 2.3 Describe VIFs 2.4 Describe FEX products 2.5 Perform initial set up 3.0 Storage Networking 3.1 Describe the SAN initiator and target 3.2 Verify SAN switch operations 3.3 Describe basic SAN connectivity 3.4 Describe the storage array connectivity 3.5 Verify name server login 3.6 Describe, configure, and verify zoning 3.7 Perform initial set up 3.8 Describe, configure, and verify VSAN 4.0 DC Virtualization 4.1 Describe device Virtualization 4.2 Describe Server Virtualization 4.3 Describe Nexus 1000v 4.4 Verify initial set up and operation for Nexus 1000 5.0 Unified Computing



1 2 1 1 1 6 6 6 6 6 6 3 3 3 3 3 3 3 3 3 5 5 5 5 5 7,8



1 1 1



20%



18%



14%



17%



5.1 Describe and verify discovery operation 5.2 Describe, configure, and verify connectivity



7,8 7,8



5.3 Perform initial set up 5.4 Describe the key features of UCSM 6.0 Data Center Network Services 6.1 Describe standard ACE features for load balancing



6,7,8 7,8 4 4



1%



6.2 Describe server load balancing virtual context and HA 6.3 Describe server load balancing management options 6.4 Describe the benefits of Cisco Global Load Balancing Solution



4 4 4



6.5 Describe how the Cisco global load balancing solution integrates with local Cisco load balancers 6.6 Describe Cisco WAAS needs and advantages in the data center



4 4



Exam objectives are subject to change at any time without prior notice and at Cisco’s sole discretion. Please visit Cisco’s certification website (http://www.cisco.com/c/en/us/training-events/training-certifications/exams/currentlist/dcict.html) for the latest information on the DCICT exam.



Assessment Test 1. Which of the following is characteristic of a virtual device context (VDC)? A. Allows Layer 2 access across a Layer 3 network B. Allows multiple load balancers on one virtual appliance C. Allows one Nexus to appear as multiple virtual switches D. Separates the control and forwarding planes on a Nexus 5500 2. Fabric Path networking is supported on what Cisco switching platforms? (Choose two.) A. Nexus 2000 B. 1000V C. Nexus 7000 series D. MDS 9000 series E. Catalyst 6513 F. Nexus 5500 3. What part of a Nexus 7000 switch controls the data plane? A. CMP B. UCSM C. Crossbar fabric D. Supervisor module 4. Which Nexus products support Layer 3 switching? (Choose two.) A. 2248PP B. 5548 C. 5010 D. 7008 E. 2148T 5. Fabric Path requires what Spanning Tree options to be set? A. STP is required on the edge of the Fabric Path domain. B. MST is the suggested configuration for STP over Fabric Path. C. STP is not required when Fabric Path is used.



6. Fibre Channel uses what to identify specific ports? A. UUID B. MAC C. WWPN D. FN_AL 7. The Cisco ACE load balancer uses what as its default predictor? A. Least loaded B. Response time C. Round R-robin D. Least connections 8. What command is used to display all connected VEMs on a 1000V VSM? A. show vem brief B. show 1000v modules C. show inventory D. show module E. show chassis 9. The Nexus 1000V virtual Ethernet switch contains which of the following features? (Choose three.) A. Routing B. Cisco Discovery Protocol C. NX-OS command line D. Load balancing E. Distributed line cards 10. When connecting a server to a storage device, what protocols can be used? (Choose three.) A. FTP B. NFS C. iSCSI D. Fibre Channel E. Secure Copy 11. To enable lossless traffic in FCoE, IEEE 802.1p is used. How many CoS bits are used?



A. 2 B. 3 C. 4 D. 8 E. 16 12. The virtualization software that runs on a server that allows guest operating systems to run on it is called what? A. KVM B. Hypervisor C. VMware D. UCS E. Virtualization 13. The Cisco UCS system was designed to address what issues? (Choose three.) A. Separate Ethernet and Fibre Channel networking B. Difficulty managing a large number of servers C. Lack of management system integration D. Issues encountered when replacing or upgrading a server E. Cloud hosting form factors 14. The UCS fabric interconnect redundant configuration requires how many interconnects? A. Two B. Three C. Four D. Six 15. What process monitors the addition and removal of components in a UCS system? A. Discovery daemon B. Scavenger process C. Finite state machine D. Hardware arbitration E. SNMP agent 16. UCS Manager Sstorage pools contain which of the following? (Choose two.)



A. WWPN B. UUID C. LUN D. WWNN 17. When performing the initial setup on fabric interconnects, what are the two installation modes available? A. SNMP B. GUI C. SMTP D. Console E. CLI 18. Which FEX product supports only 1 G on all ports? A. 2148T B. 2148E C. 2232TM D. 2248TP E. 2232PP 19. What Nexus product line supports high-density 40 G interfaces and softwaredefined networking? A. 7018 B. 7700 C. 5596 D. 9000 20. On the MDS 9000 series SAN switches, what provides for the equivalent of physical separation of the switching fabric? A. VLAN B. LUN C. Zone D. FLOGI E. VSAN



Answers to Assessment Test 1. C. A virtual device context allows a physical Nexus switch to be partitioned into several logical or virtual switches. Answer A describes OTV, answer B is not an accurate topology, and answer D is not related to VDC. We introduce VDCs in Chapter 1, “Data Center Networking Principles”1 of this Study Guide. 2. C, F. Of the choices given, only the Nexus 5500 and 7000 offer Fabric Path support, as described in Chapter 1. 3. C. The unified crossbar fabric in the Nexus 7000 interconnects the line cards data plane, and it is inserted in the backplane. CMP and UCSM are UCS products, and the supervisor module manages the control plane and not the data plane. We will take a deep dive into the Nexus product line in Chapter 2, “Networking Products.” 4. B and D. Only the Nexus 5500 series and the Nexus 7000 series have Layer 3 support, as described in Chapter 2. 5. C. Fabric Path is a Spanning Tree replacement, and it does not require that STP be active, as covered in Chapter 1. 6. C. The World Wide Port Name is used in Fibre Channel to identify unique port names such as a host bus adapter with a single port. The other answers offered are not relevant. Storage networking and unified fabrics are covered in Chapter 3, “Data Center Networking Technologies” and Chapter 6, “Unified Fabric.” 7. C. Roundrobin is the default predictor on the ACE load balancer, and it can be changed to the other options listed. We will discuss networking services in Chapter 4, “Data Center Network Services.” 8. D. show module is the only valid 1000V command, and it displays information on connected virtual Ethernet modules. See Chapter 5, “Nexus 1000V” 5 for additional information. 9. B, C, and E. The 1000V is a virtualized Nexus running the same NX-OS operating system as the hardware Nexus versions. The feature set is found in the stand-alone Nexus switches, and it is included in the virtual switch as well. See Chapter 5 for additional information. 10. B, C, and D. When connecting to a remote storage Network File System, iSCSI and Fibre Channel are used. Secure copy and FTP are file transfer and not storage protocols. See Chapter 6, “Unified Fabric”6 for more information. 11. B. Three bits are available for CoS marking in the 802.1p header to map traffic classes, which is covered in Chapter 6. 12. B. A hypervisor runs on bare metal servers, and it allows virtual machines, sometimes



called guest operating systems, to run on top of it. This is investigated in Chapter 7, “Cisco UCS Principles.” 13. A, B, and D. The UCS was specifically designed to overcome the challenges of integrating LAN and SAN into a common fabric, how to manage a large number of server instances with a single applications, and ease of migrations and upgrade issues seen on common server hardware architecture. These are covered in Chapter 7. 14. A. A UCS fabric interconnect is formed when A and B switches are running the UCSM code for redundancy. There is no allowance for two fabric interconnects in a cluster, as described in Chapter 8, “Cisco UCS Configuration.” 15. A. The finite state machine in the UCS monitors all hardware additions and removals. All other selections are not valid for the UCS. UCS details are covered in Chapter 8. 16. A and D. The UCS Manager uses storage pools dynamically to assign World Wide Node Names and World Wide Port Names to the server hardware. UCS Manager details are covered in Chapter 8. 17. B and D. The console and graphical user interface are the two options presented when initially configuring a fabric interconnect module and are discussed in Chapter 8. 18. A. The 2148T is an older Nexus 2000 product that did not support 10 G interfaces. The Nexus 2000 product line is covered in Chapter 2. 19. D. The Nexus 9000 series is designed to support SDN and has high-density 40 G Ethernet line cards, as described in Chapter 2. 20. E. A virtual storage area network (VSAN) provides for the separation of storage traffic in a SAN switching fabric. This is covered in detail in Chapter 6.
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Chapter 1 Data Center Networking Principles THE FOLLOWING CCNA DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 1.0 Cisco Data Center Fundamentals Concepts 1.1 Describe network architectures for the data center and describe the purpose and functions of various network devices 1.1.a LANw 1.1.b SAN 1.2 Describe the modular approach in network design 1.3 Describe the data center core layer 1.4 Describe the data center aggregation layer 1.5 Describe the data center access layer 1.6 Describe the collapse core model 1.7 Describe FabricPath 1.8 Identify key differentiators between DCI and network interconnectivity 1.9 Describe, configure, and verify vPC 1.10 Describe the functionality of and configuration of port channels 1.11 Describe and configure virtual device context (VDC) 1.12 Describe the edge/core layers of the SAN 1.13 Describe the Cisco Nexus product family 1.14 Configure and verify network connectivity 1.15 Identify control and data plane traffic 1.16 Perform initial set up



Data Center Networking Principles With the rise of cloud computing and advances in modern data center technologies, Cisco has released a host of new products and technologies designed specifically to meet and address the unique needs of data center networking, including LAN, SAN, and computing platforms of a scalable and resilient data center. The explosive growth in this area has also created a need for knowledgeable and certified technical staff to make sense of it all and to implement and support data center operations. We will cover the technologies, products, and protocols for the Introducing Cisco Data Center Technologies 640–916 CCNA Data Center exam in this book. We will begin with an overview and then a detailed look at the networking architecture of the data center.



The Data Center LAN There are unique LAN requirements for the data center, which Cisco has addressed with the Nexus family of data center switching products. The Nexus product line is designed for nextgeneration data center switching and, as you will see, it has many features that are specific to the networking challenges found in large data centers. Many services and technologies are used primarily in data centers, such as the convergence of LAN data and SAN storage traffic into one unified switching fabric, as shown in Figure 1.1. With 10 Gigabit Ethernet, the most common LAN transport, many new technologies have been implemented to make use of all of the bandwidth available and not let any redundant channels sit idle as a backup. These new technologies include FabricPath, virtual PortChannels, TRILL, and others that we will investigate as we progress through this chapter.
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FIGURE 1.1 Data center LAN The data center LAN is engineered for maximum throughput and extremely high redundancy, scalability, and reliability. With the introduction of 10, 40, and 100 Gigabit Ethernet, the speed of the switching fabric and interconnections is constantly increasing as the bandwidth requirements of the applications grow exponentially. To reduce cabling and hardware requirements inside the data center, the Cisco Nexus product line has features such as device virtualization, where one physical switch can be divided into several logical switches using one chassis. Traditionally, the storage area network and the local area network were separate entities with their own hardware and cabling, as shown in Figure 1.2. To reduce the hardware and cabling in the racks, technologies within the Nexus switches allow the LAN and SAN to share the same unified switching fabric. Figure 1.3 shows the hardware reduction when data and storage share the same fabric. This also reduces the cost, power, and cooling requirements in the data center.



FIGURE 1.2 Separate data center LAN/SAN networks



FIGURE 1.3 Unified data center network



The Data Center SAN Storage area networking has traditionally been separate from the LAN and managed by a specialized group of storage engineers. With the Nexus, MDS, and Unified Computing Systems from Cisco, storage area networking can be converged with data traffic to reduce equipment cost and power and heating requirements, consolidate cabling, and improve manageability. Storage networks use a different set of protocols than the Ethernet used in LANs. Common storage protocols include SCSI and Fibre Channel. With the convergence of the SAN and LAN networks, new protocols such as iSCSI and FCoE have arrived. The Internet Small Computer System Interface (iSCSI) protocol allows SCSI storage traffic to traverse a traditional local area Ethernet network using IP as its transport protocol.
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Fibre Channel over Ethernet (FCoE) was developed to encapsulate the Fibre Channel protocol inside an Ethernet frame. Specialized cards inside the servers called converged network adapters (CNAs) combine FCoE and traditional Ethernet into one connection to the Nexus switching fabric. The server sees the network and storage connections as separate entities, as if a storage host bus adapter and an Ethernet LAN card were installed. Storage area networking will be discussed in a later chapter.



Network Design Using a Modular Approach The modular approach to networking creates a structured environment that eases troubleshooting, fosters predictability, and increases performance. The common architecture allows for a standard design approach that can be replicated as the data center network expands. Several different designs can be used based on unique needs.



The Data Center Core Layer At the heart of the data center network is the aptly name Core, as shown in Figure 1.4. Data flows from the edge of the network at the Access layer to a consolidation point known as the Distribution layer. The various Distribution layer switches all connect to the Core to exchange frames with other endpoints in the data center and to communicate with the outside world. The Core is the heart of the network, and it is designed to be very high speed with low latency and high redundancy.



FIGURE 1.4 Data center Core network The Core is just as it sounds—the center of the data center network where all of the server farms and communication racks meet and interconnect. The Core is generally a Layer 3 routed configuration consisting of very-high-speed redundant routers that are designed to route traffic and not add many services, which slow forwarding down, since they are intended to be high performance and highly reliable. The Core interconnects the various Aggregation layer switches and performs high-speed packet switching. The high-density and highly redundant Nexus 7000 series switches are generally used for core switching and routing.



The Data Center Aggregation Layer The purpose of the Aggregation layer is to consolidate the Access layer switches where the server farms connect and provide the Layer 2 switching to the Layer 3 routing boundary. Many services are found here, such as access control lists, monitoring and security devices, as well



Technet24.ir



as troubleshooting tools, network acceleration, and load-balancing service modules. The Aggregation layer is sometimes referred to as the services layer. The Aggregation layer consolidates the Access layer and connects to the Core. Figure 1.5 illustrates an aggregated data center network.



FIGURE 1.5 Data center aggregated network The Aggregation layer is a highly redundant pair of switches, such as the Nexus 5000 or Nexus 7000 series.



The Data Center Access Layer The Access layer is the edge of the data center network where Nexus switches connect servers and storage systems to the network, as shown in Figure 1.6. The Nexus 2000 and Nexus 5000 series switches are common Access layer switches.



FIGURE 1.6 Data center Access layer network Access switches, sometimes referred to as top-of-the-rack switches, generally are in each rack, near the servers, and have dense 1 Gigabit or 10 Gigabit Ethernet ports connecting the hosts to the network. This top-of-rack design keeps cabling short and consolidated. The highdensity 48- or 96-port switches and FEX line cards are placed as near to the servers as possible in order to keep the cabling runs short and allow for more cost-effective cabling options. The Access layer switches are found in greater numbers than the Aggregation layer and Core layer switches. The Access layer connects to the Aggregation layer using multiple redundant high-speed connections that are generally multiple 10G Ethernet interfaces bundled together in a port channel. Quality of Service (QoS) marking is provided at the Access layer to identify the traffic priorities properly as they enter the network.



The Collapsed Core Model
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In many data center designs, the Aggregation layer and Core layer can be combined into a collapsed core design. Figure 1.7 shows a basic collapsed core design. As you will see later in this chapter when employing a feature in the NX-OS operating system, a Nexus 7000 switch can be virtualized and act as two or more physical switches in the same chassis. This allows for a consolidation of power, cooling, and rack space by fully utilizing the Nexus chassis to provide the services of both the Aggregation and Core layers on the data center design model.



FIGURE 1.7 Collapsed core model



FabricPath Modern data centers have many bandwidth-intensive applications that put a demand on the Access, Aggregation, and Core layer Nexus platforms. The common transport is 10 Gigabit Ethernet, which has an expense associated with it. The traditional way of preventing switching loops and broadcast storms was to use the 802.1d Spanning Tree Protocol or one of its variants. The downside to doing this is that many of the links were blocked and unused until there was a failure of one of the primary forwarding links. This is a very inefficient use of resources, which led to the development of multipath load-sharing technologies such as FabricPath and TRILL. With FabricPath, the Nexus switches use custom silicon line cards and NX-OS features to build a topology map of the network and compute a shortest-path-first algorithm, which allows all links to be active and forwarding. If there should be a link failure, the convergence time is extremely fast. FabricPath is a modern replacement for the Spanning



Tree Protocol, and it is shown in Figure 1.8.



FIGURE 1.8 FabricPath If this sounds like routing Layer 2 MAC address frames, it is! What is the world coming to, anyway? The routing protocol used is Intermediate System to Intermediate System (IS-IS), which is independent from TCP/IP and has definable fields that fit well with FabricPath. IS-IS is a link-state protocol very similar to OSPF, which calculates the shortest path to the destination. IS-IS also allows multiple paths to the destination, which overcomes a weakness in Spanning Tree that would block all links other than the one to the root switch. In fact, Spanning Tree is disabled and replaced by FabricPath. There is a newer Spanning Tree replacement standard called Transparent Interconnection of Lots of Links (TRILL). TRILL is an IEEE standard, and it was written by the original designer of Spanning Tree. FabricPath is a Cisco proprietary implementation. Both FabricPath and TRILL accomplish the same goals. They are unique technologies that are generally found only in data center environments. To use these technologies, custom silicon chips had to be developed to encapsulate the Layer 2 frames. There are also license requirements to enable the FabricPath feature. Cisco NX-OS requires the Enhanced Layer 2 license to be installed before enabling FabricPath. Exercise 1.1 provides an example of enabling the fabric path feature in NX-OS and entering a



Technet24.ir



basic configuration. The CCNA Data Center certification does not require an in-depth knowledge of FabricPath, but it is helpful to know when working in a modern Nexus-based data center.



EXERCISE 1.1 Configuring FabricPath on a Nexus Switch 1. Install the feature: N7K-1(config)#install feature-set fabricpath



2. Enable the feature: N7K-1(config)# feature-set fabricpath



3. Verify that fabricpath is enabled: N7K-1# show feature-set Feature Set Name ID State —————————————————— fabricpath 2 enabled



4. Assign the fabricpath (IS-IS) switch IDs: Spine1(config)#fabricpath switch-id 1 Spine2(config)#fabricpath switch-id 2 Spine3(config)#fabricpath switch-id 3 Spine4(config)#fabricpath switch-id 4



5. Define the VLANs that will be transported with fabricpath: Spine1(config)#vlan 100–200 Spine1(config-vlan)#mode fabricpath Spine2(config)#vlan 100–200 Spine2(config-vlan)#mode fabricpath Spine3(config)#vlan 100–200 Spine3(config-vlan)#mode fabricpath Spine4(config)#vlan 100–200 Spine4(config-vlan)#mode fabricpath



6. Enable fabric path on the interface: N7K-1(config-if)#switchport mode fabric path N7K-1#Show fabricpath isis adjacency Fabricpath IS-IS domain: default Fabricpath IS-IS adjacency database: System ID SNPA Level State Hold Time Interface 002a.fa75.c812 N/A 1 UP 00:00:23 port-channel1 N7K-1# show fabricpath switch-id FABRICPATH SWITCH-ID TABLE Legend: '*'—this system



========================================================================= SWITCH-ID SYSTEM-ID FLAGS STATE STATIC EMULATED —————+————————+——————+—————-+—————————— *100 002a.53be.866 Primary Confirmed Yes No 101 002a.23e4.c663 Primary Confirmed Yes No 1102 002a.23e4.c663 Primary Confirmed No Yes 1103 002a.23e4.c663 Primary Confirmed No Yes Total Switch-ids: 4



N7K-1# show fabricpath route FabricPath Unicast Route Table 'a/b/c' denotes ftag/switch-id/subswitch-id '[x/y]' denotes [admin distance/metric] ftag 0 is local ftag subswitch-id 0 is default subswitch-id FabricPath Unicast Route Table for Topology-Default 0/100/0, number of next-hops: 0 via——, [60/0], 80 day/s 00:51:18, local



How Do We Interconnect Data Centers? There are unique requirements for interconnecting data centers as well as many options for doing so. Cisco has developed Overlay Transport Virtualization (OTV), as shown in Figure 1.9, to encapsulate Layer 2 frames inside a Layer 3 packet and send it over a routed network to a remote data center. This MAC-inside-IP approach allows VLANs to be extended between data centers. Some of the applications for VLAN extension are for disaster recovery, activeactive data centers, and the requirements of many server virtualization products to be on the same VLAN for the dynamic movement of virtual machines and virtual storage.
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FIGURE 1.9 Overlay Transport Virtualization Many types of tunneling protocols have been developed over the years including Layer 2 Forwarding, Point-to-Point Tunneling Protocol, generic routing encapsulation, and certain types of Multiprotocol Label Switching (MPLS), which is provided by the public carriers. OTV stands out as a protocol specifically designed for interconnecting data centers, because it has many features designed to prevent network issues from propagating across the network to the remote data center. OTV has high availability, Spanning Tree suppression, failure isolation, built-in loop prevention, dynamic encapsulation, multipoint data center support, redundancy, and scalability. While it is a very complex protocol, it is relatively easy to set up and operate, with the complexity largely hidden behind the scenes. OTV is supported only on Nexus 7000 series and ASR 1000 routers with specific software licenses and line cards.



Virtual Port Channels In the modern data center, much of the architecture is designed to ensure maximum uptime, fast failover, and full utilization of all of the available bandwidth in order to maximize throughput. With standard Spanning Tree configurations, only one Ethernet interface can be active to prevent loops from forming in the network. The concept of combining multiple Ethernet interfaces into one logical interface eventually came along and allowed for additional bandwidth and active ports. Though this design works well, ultimately the concept of virtual PortChannels (vPCs) was developed by Cisco and is now common in the data center. With standard port channels, all interfaces are grouped in a bundle originating in one switch and terminating in another. This is due to the requirement of each switch’s control plane to



recombine the traffic at each end. vPC’s are illustrated in Figure 1.10.



FIGURE 1.10 Virtual PortChannels A virtual PortChannel basically lies to the connected switch and fools it into believing that it is connected to one switch when in reality it is connected to two upstream switches. The advantage of vPCs is that all of the links can be used and not put into blocking mode as would be the case with the Spanning Tree Protocol. This provides for additional throughput, better utilization of expensive 10G connections, very fast failover, and active-active connections from the downstream port channel switch to the upstream vPC switch. Another advantage is that dual-homed servers can form a port channel and run in active-active mode, thereby increasing server bandwidth from the network. To provide for stability, each of the two vPC switches maintains a completely independent control plane so that both devices can work independently of each other. The function used to combine port channels across multiple chassis has never been standardized, so each vendor has its own implementation. Thus, mixing and matching occurs when setting this up. A Nexus switch running vPC will talk only to other Cisco devices that support vPCs, which include routers and firewalls as well as the Nexus switching family of products. Any device that supports either static or dynamic LACP port channels can connect to a vPCenabled pair of switches, because it is completely unaware that it is talking to two switches
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and is still convinced that there is only one switch. Listing 1.1 shows the basic vPC configuration and commands that are used in configuring virtual PortChannels in NX-OS. Listing 1.1: Virtual PortChannel configuration N7K-1# show run vpc !Command: show running-config vpc !Time: Sat Sep 20 10:33:39 2014 feature vpc vpc domain 201 peer-switch peer-keepalive destination 172.16.1.2 source 10.255.255.1 vrf vpckeepalive peer-gateway interface port-channel1 vpc peer-link interface port-channel21 vpc 21 interface port-channel22 vpc 22 interface port-channel100 vpc 100 interface port-channel101 vpc 101 interface port-channel102 vpc 102 interface port-channel103 vpc 103 interface port-channel104 vpc 104 interface port-channel200 vpc 200 interface port-channel201 vpc 501



The vPC role defines the master and backup switches and the switch that takes management control during a failover. Listing 1.2 is an example showing the role of the virtual PortChannels per switch. Listing 1.2: Role of vPC per switch N7K-1# show vpc role vPC Role status —————————————————————————— vPC role : primary Dual Active Detection Status : 0 vPC system-mac : 00:23:04:ce:43:d9 vPC system-priority : 32667 vPC local system-mac : b3:87:23:ec:3a:38 vPC local role-priority : 32667



The vPC peer keepalive is a communication channel between the two vPC-speaking switches, and it provides for health checks and graceful failover during a network interruption: N7K-1# show vpc peer-keepalive vPC keep-alive status : peer is alive —Peer is alive for : (11010015) seconds, (443) msec —Send status : Success —Last send at : 2014.09.20 14:44:29 203 ms —Sent on interface : Po10 —Receive status : Success —Last receive at : 2014.09.20 14:44:29 707 ms —Received on interface : Po10 —Last update from peer : (0) seconds, (412) msec vPC Keep-alive parameters —Destination : 172.16.1.2 —Keepalive interval : 1000 msec —Keepalive timeout : 5 seconds —Keepalive hold timeout : 3 seconds —Keepalive vrf : vpc-keepalive —Keepalive udp port : 3200 —Keepalive tos : 192



The vPC peer link interconnects the two vPC switches, and it is recommended to use a port channel of at least two 10 Gigabit interfaces to cross-connect the switches. The peer link is for data traffic that needs to cross from one switch to another in case of a failure of broadcast or multicast traffic: N7K-1# show vpc statistics peer-link port-channel1 is up admin state is up, Hardware: Port-Channel, address: 3200.b38723.ec3a (bia 3200.b38723.ec3a) Description: INTERCONNECT TO N7K-2 MTU 9216 bytes, BW 50000000 Kbit, DLY 10 usec reliability 255/255, txload 1/255, rxload 11/255 Encapsulation ARPA, medium is broadcast Port mode is trunk full-duplex, 10 Gb/s Input flow-control is off, output flow-control is off Auto-mdix is turned off Switchport monitor is off EtherType is 0x8100 Members in this channel: Eth1/10, Eth1/11, Eth1/12, Eth1/13, Eth1/14 Last clearing of "show interface" counters 1w2d 0 interface resets 30 seconds input rate 2312842168 bits/sec, 326853 packets/sec 30 seconds output rate 54908224 bits/sec, 18376 packets/sec Load-Interval #2: 5 minute (300 seconds) input rate 1.57 Gbps, 254.97 Kpps; output rate 65.88 Mbps, 17.80 Kpps RX 2656098890478 unicast packets 3488139973 multicast packets 1065572884 broadcast packets 2660652603335 input packets 2510549942324604 bytes
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597047427 jumbo packets 0 storm suppression packets 0 runts 0 giants 0 CRC 0 no buffer 0 input error 0 short frame 0 overrun 0 underrun 0 ignored 0 watchdog 0 bad etype drop 0 bad proto drop 0 if down drop 0 input with dribble 1622248 input discard 0 Rx pause TX 176774626032 unicast packets 3605583220 multicast packets 1197006145 broadcast packets 181577215397 output packets 97473344394685 bytes 23357961 jumbo packets 0 output error 0 collision 0 deferred 0 late collision 0 lost carrier 0 no carrier 0 babble 31541967 output discard 0 Tx pause



Listing 1.3 is an example of a vPC trunk connecting to a downstream switch, such as a Nexus 5000, which is configured as a regular port channel: Listing 1.3: Show VPC statistics VPC 100 N7K-1# show vpc statistics vpc 100 port-channel100 is up admin state is up, vPC Status: Up, vPC number: 100 Hardware: Port-Channel, address: 3200.b38723.ec3a (bia 3200.b38723.ec3a) Description: vPC TO DOWNSTREAM 5K-1 and 2 MTU 9216 bytes, BW 20000000 Kbit, DLY 10 usec reliability 255/255, txload 2/255, rxload 4/255 Encapsulation ARPA, medium is broadcast Port mode is trunk full-duplex, 10 Gb/s Input flow-control is off, output flow-control is off Auto-mdix is turned off Switchport monitor is off EtherType is 0x8100 Members in this channel: Eth6/18, Eth6/19 Last clearing of "show interface" counters 6w5d 0 interface resets 30 seconds input rate 317316592 bits/sec, 58271 packets/sec 30 seconds output rate 214314544 bits/sec, 51157 packets/sec Load-Interval #2: 5 minute (300 seconds) input rate 283.62 Mbps, 51.76 Kpps; output rate 212.04 Mbps, 46.53 Kpps RX 265673077175 unicast packets 587638532 multicast packets 77788213 broadcast packets 266338503920 input packets 233085090809109 bytes 578180403 jumbo packets 0 storm suppression packets 0 runts 0 giants 0 CRC 0 no buffer 0 input error 0 short frame 0 overrun 0 underrun 0 ignored 0 watchdog 0 bad etype drop 0 bad proto drop 0 if down drop 0 input with dribble 10 input discard 0 Rx pause TX 217921592575 unicast packets 433277238 multicast packets 375222491 broadcast packets



218730092304 output packets 118403825418933 bytes 11548617 jumbo packets 0 output error 0 collision 0 deferred 0 late collision 0 lost carrier 0 no carrier 0 babble 6278758 output discard 0 Tx pause



Understanding Port Channels Port channeling is the process of logically connecting multiple physical interfaces into one larger and higher-bandwidth logical interface for additional speed and redundancy (see Figure 1.11). The benefits of creating port channels are increased bandwidth and link redundancy. There can be two to eight links aggregated into a single EtherChannel, and hundreds of EtherChannels can be configured on a Nexus switch.



FIGURE 1.11 Port channels Traffic is distributed down an assigned link based on a hash of the configured load-balance algorithm. Methods used to distribute traffic are a MAC address, IP address, or Layer 4 port. They do not need to match on each end of the link, but traffic distribution will be uneven if not. Best practice is to have the load-balance algorithm match on each end of the link, but it is not required. N5K-1#show Etherchannel load-balance
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N5K-1#port-channel load-balance 



Broadcast and multicast traffic is all sent down only one assigned link. If a link goes down, traffic is dynamically moved over to another link, but it does not move back if the link comes back up. There are two supported link aggregation protocols. The first is a static type of configuration where it is enabled and always on. The second method is a dynamic negotiation based on the Link Aggregation Control Protocol (LACP). An older Cisco proprietary link aggregation approach called Port Aggregation Protocol (PaGP) is not supported in NX-OS, so all connected devices must support either LACP or static port channels. To form an EtherChannel between two switches, some base conditions must be met. All ports must be the same duplex and speed, and interfaces grouped in a bundle are redundant (the traffic flows fail over). No interfaces in a bundle can be SPAN ports (no sniffing), and interfaces grouped in a bundle must be in the same VLAN/trunk (configured on real interfaces using the range command). Also, any changes to a port channel interface affect all bundle ports with which it is associated. Any changes to individual ports affect only that port and none of the others in the bundle. LACP is based on the industry standard protocol 802.3ad, and it has three modes of operation: Passive: This LACP mode places a port in a passive negotiation state. In this state, the port responds to the LACP packets that it receives but does not initiate LACP packet negotiation (default). Active: This LACP mode places a port in an active negotiating state. In this state, the port initiates negotiations with other ports by sending LACP packets. On: This LACP mode forces the interface to channel without LACP negotiations. Port channels can be either Layer 2 bridged with VLANs or a Layer 3 IP port channel interface routed port using the no switchport command. LACP uses a priority value of system priority plus MAC address. The lowest value is allowed to make decisions about which ports will actively participate in an EtherChannel and which ports will be held in a standby site: N5K-1(config-if)#channel-group  mode  N5K-1(config)#interface range fastethernet 0/1—2 N5K-1(config-if)#channel-group 5 mode passive | active



If one end of the port channel is configured as passive, the other end must be active in order to negotiate the port channel successfully. The default is passive, so you must pay attention to the configurations on both ends. One mode creates a group, which is not a mode but a forced static configuration. It is neither active nor passive and does not send out negotiation packets. The port channel is hard-



configured without using LACP when On is used. Configuring the channel group as On creates a new interface, port-channel 1, and statically configures an EtherChannel with no LACP negotiations: N5K-1(config-if)#channel-group 1 on



To configure a port channel, use the interface configuration command channel-group, and add it to the group that shares the same port channel number that you assign. This also creates a port channel interface, such as Interface Po1. The configuration is shown in Listing 1.4. Listing 1.4: Using the interface configuration command N5K-1(config-if)#interface FastEthernet0/1 N5K-1(config-if)#switchport trunk encapsulation dot1q N5K-1(config-if)#channel-group 1 mode active N5K-1(config-if)#interface FastEthernet0/2 N5K-1(config-if)#switchport trunk encapsulation dot1q N5K-1(config-if)#channel-group 1 mode active



To view port channel configurations and statistics, use the following commands: N5K-1#show lacp counters N5K-1#show lacp internal N5K-1#show lacp neighbor N5K-1#show lacp sys-id N5K-1#show lacp port-channel



The following is a port channel load-balancing configuration: N5K-1# show port-channel load-balance System: source-dest-ip Port Channel Load-Balancing Addresses Used Per-Protocol: Non-IP: source-dest-mac IP: source-dest-ip source-dest-mac



You may need to modify the load-balance metric in situations where the traffic load over individual links is not optimal. This could be caused by a single MAC address that matches a configuration, which directs all traffic down the same Ethernet link. By modifying the loadbalance metric for your environment, you can balance traffic optimally over all Ethernet links in the port channel. The following options allow you to adjust the load-balance metrics system-wide: destination-ip Destination IP address destination-mac Destination MAC address destination-port Destination TCP/UDP port source-dest-ip Source & Destination IP address source-dest-mac Source & Destination MAC address source-dest-port Source & Destination TCP/UDP port source-ip Source IP address
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source-mac Source MAC address source-port Source TCP/UDP port N7K-1# show port-channel capacity Port-channel resources 1600 total 10 used 1590 free 0% used N7K-1# show port-channel compatibility-parameters * port mode Members must have the same port mode configured. * port mode Members must have the same port mode configured, either E,F or AUTO. If they are configured in AUTO port mode, they have to negotiate E or F mode when they come up. If a member negotiates a different mode, it will be suspended. * speed Members must have the same speed configured. If they are configured in AUTO speed, they have to negotiate the same speed when they come up. If a member negotiates a different speed, it will be suspended. * MTU Members have to have the same MTU configured. This only applies to ethernet port-channel. * shut lan Members have to have the same shut lan configured. This only applies to ethernet port-channel. * MEDIUM Members have to have the same medium type configured. This only applies to ethernet port-channel. * Span mode Members must have the same span mode. * load interval Member must have same load interval configured. * negotiate Member must have same negotiation configured. * sub interfaces Members must not have sub-interfaces. * Duplex Mode Members must have same Duplex Mode configured. * Ethernet Layer Members must have same Ethernet Layer (switchport/no-switchport) configured. * Span Port Members cannot be SPAN ports. * Storm Control Members must have same storm-control configured. * Flow Control Members must have same flowctrl configured. * Capabilities Members must have common capabilities. * Capabilities speed Members must have common speed capabilities. * Capabilities duplex Members must have common speed duplex capabilities. * rate mode Members must have the same rate mode configured.



* Capabilities FabricPath Members must have common fabricpath capability. * Port is PVLAN host Port Channel cannot be created for PVLAN host * 1G port is not capable of acting as peer-link Members must be 10G to become part of a vPC peer-link. * EthType Members must have same EthType configured. * port Members port VLAN info. * port Members port does not exist. * switching port Members must be switching port, Layer 2. * port access VLAN Members must have the same port access VLAN. * port native VLAN Members must have the same port native VLAN. * port allowed VLAN list Members must have the same port allowed VLAN list. * port Voice VLAN Members must not have voice vlan configured. * FEX pinning max-links not one FEX pinning max-links config is not one. * Multiple port-channels with same Fex-id Multiple port-channels to same FEX not allowed. * Port bound to VIF Members cannot be SIF ports. * Members should have same fex config Members must have same FEX configuration. * All HIF member ports not in same pinning group All HIF member ports not in same pinning group * vPC cannot be defined across more than 2 FEXes vPC cannot be defined across more than 2 FEXes * Max members on FEX exceeded Max members on FEX exceeded * vPC cannot be defined across ST and AA FEX vPC cannot be defined across ST and AA FEX * Slot in host vpc mode Cannot add cfged slot member to fabric po vpc. * Untagged Cos Params Members must have the same untagged cos. * Priority Flow Control Params Members must have the same priority flow control parameters. * Untagged Cos Params Members must have the same untagged cos. * Priority Flow Control Params Members must have the same priority flow control parameters. * queuing policy configured on port-channel queuing service-policy not allowed on RW HIF-ports and RW HIF-Po. * Port priority-flow-control PFC config should be the same for all the members * Port-channel with STP configuration, not compatible with HIF HIF ports cannot be bound to port-channel with STP configuration
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* Port Security policy Members must have the same port-security enable status as port-channel * Dot1x policy Members must have host mode as multi-host with no mab configuration. Dot1X cannot be enabled on members when Port Security is configured on port channel * PC Queuing policy Queuing policy for the PC should be same as system queuing policy * Slot in vpc A-A mode Cannot add Active-Active hif port to vpc po. * PVLAN port config Members must have same PVLAN port configuration. * Emulated switch port type policy vPC ports in emulated switch complex should be L2MP capable. * VFC bound to interface. Cannot add this interface to the port channel. * VFC bound to port channel Port Channels that have VFCs bound to them cannot have more than one member * VFC bound to FCoE capable port channel Port Channels that have VFCs bound to them cannot have non fcoe capable member * VFC bound to member port of port channel. Fail to add additional interface to port channel * vfc bound to member port of hif po, Two members cannot be on the same fex Fail to add additional interface to port channel * Flexlink config Features configured on member interface must be supportable by Flexlink.



To look at the port channel statistics, use the commands shown in Listing 1.5: Listing 1.5: Viewing port channel statistics N7K-1# show port-channel database port-channel1 Last membership update is successful 1 ports in total, 1 ports up First operational port is Ethernet1/40 Age of the port-channel is 11d:00h:06m:26s Time since last bundle is 11d:00h:07m:20s Last bundled member is Ethernet6/36 Ports: Ethernet6/36 [active ] [up] * port-channel2 Last membership update is successful 2 ports in total, 0 ports up Age of the port-channel is 11d:00h:06m:26s Time since last bundle is 11d:00h:07m:20s Last bundled member is Ethernet6/38 Ports: Ethernet6/37 [active ] [individual] Ethernet6/38 [active ] [individual] N7K-1# show port-channel internal max-channels Max port channels=4096



N7K-1# show port-channel summary Flags: D—Down P—Up in port-channel (members) I—Individual H—Hot-standby (LACP only) s—Suspended r—Module-removed S—Switched R—Routed U—Up (port-channel) M—Not in use. Min-links not met ———————————————————————————————————————— Group Port- Type Protocol Member Ports Channel ———————————————————————————————————————— 1 Po1(SU) Eth LACP Eth3/18(P) 2 Po2(SD) Eth LACP Eth3/20(I) Eth1/45(I) N7K-1# show port-channel traffic ChanId Port Rx-Ucst Tx-Ucst Rx-Mcst Tx-Mcst Rx-Bcst Tx-Bcst ———————-———-———-———-———-———-——— 1 Eth3/18 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% ———————-———-———-———-———-———-——— 2 Eth3/20 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 2 Eth1/5 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% ———————-———-———-———-———-———-———N7K-1# show port-channel usage Total 2 port-channel numbers used ============================================ Used: 1—2 Unused: 3—4096 (some numbers may be in use by SAN port channels) interface port-channel1 description DOWNLINK TO N5K-1 switchport mode trunk spanning-tree port type network speed 10000 vpc peer-link interface port-channel2 description DOWNLINK TO N5K-2 switchport mode trunk speed 1000



N7K-1# show interface port-channel1 port-channel1 is up Hardware: Port-Channel, address: 000c.ae56.ac59 (bia 000c.ae56.bd82) MTU 1500 bytes, BW 10000000 Kbit, DLY 10 usec reliability 255/255, txload 1/255, rxload 1/255 Encapsulation ARPA Port mode is trunk full-duplex, 10 Gb/s Input flow-control is off, output flow-control is off Switchport monitor is off EtherType is 0x8100 Members in this channel: Eth 2/44, Eth2/45
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Last clearing of "show interface" counters never 30 seconds input rate 264560 bits/sec, 290 packets/sec 30 seconds output rate 253320 bits/sec, 284 packets/sec Load-Interval #2: 5 minute (300 seconds) input rate 199.38 Kbps, 152 pps; output rate 267.90 Kbps, 140 pps RX 13285983170 unicast packets 95062519784 multicast packets 15003626146 broadcast packets 123352129100 input packets 30102124993337 bytes 3012858323 jumbo packets 0 storm suppression packets 0 runts 0 giants 0 CRC 0 no buffer 0 input error 0 short frame 0 overrun 0 underrun 0 ignored 0 watchdog 0 bad etype drop 0 bad proto drop 0 if down drop 0 input with dribble 0 input discard 0 Rx pause TX 17914869680 unicast packets 1548068310 multicast packets 231568384 broadcast packets 19694506383 output packets 17726936415623 bytes 8484408762 jumbo packets 9 output errors 0 collision 0 deferred 0 late collision 0 lost carrier 0 no carrier 0 babble 0 output discard 0 Tx pause 2 interface resets interface Ethernet1/39 description PORT-CHANNEL-1 switchport mode trunk channel-group 1 mode active interface Ethernet1/40 description PORT-CHANNLE-1 switchport mode trunk channel-group 1 mode active



Going Virtual with Virtual Device Contexts Can you take a chainsaw and cut that nice and expensive Nexus switch into many individual platforms? I would not recommend it, but the wonderful world of virtualization allows one big physical Nexus switch to be portioned and act as if it were many switches! With virtual device contexts (VDCs), you can assign a section of the line card ports and management processor control to various devices, and it acts as if it were its own standalone Nexus switch, as shown in Figure 1.12. To communicate between VDCs, you need to cable out of one line card port in one VDC and into the other VDC port on the same switch.



FIGURE 1.12 Virtual device contexts VDCs can be used to create a collapsed backbone design or in multitenant data centers. Each customer can have control over their own virtual device context, totally independent of other customers connected to the same Nexus switch. The following are steps to create new VDCs and assign ports to them: 1. Create a virtual device context called VDC-2: N7K-1(config)# vdc VDC-2 Note: Creating VDC, one moment please ... N7K-1(config-vdc)# 2014 SEP 30 00:43:18 N7K-1 %$ VDC-1 %$ %VDC_MGR- 2VDC_ONLINE: vdc 2 has come online



2. Create another virtual device context called VDC-3: N7K-1(config)# vdc VDC-3 Note: Creating VDC, one moment please ... N7K-1(config-vdc)# 2014 SEP 30 00:47:08 N7K-1 %$ VDC-1 %$ %VDC_MGR-2VDC_ONLINE: vdc 3 has come online



3. Show the default and two new VDCs configured: N7K-1(config-vdc)# show vdc vdc_id vdc_name state mac —————————-————— 1 N7K-1 active 00:65:30:c8:c4:0a 2 VDC-2 active 00:65:30:c8:fb:61 3 VDC-3 active 00:65:30:c8:21:b6



4. Assign line card Ethernet interfaces to be used by VDC-2 in the chassis:
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N7K-1(config-vdc)# vdc vdc-2 N7K-1(config-vdc)# allocate interface ethernet 1/10, e1/11, e1/12, e1/13 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y N7K-1(config-vdc)# allocate interface ethernet 2/10, e2/11, e2/12, e2/13 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y N7K-1(config-vdc)# allocate interface ether 3/1 – 10 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y



5. Display the Ethernet interfaces assigned to VDC-1: N7K-1(config-vdc)# sh vdc vdc-2 membership vdc_id: 2 vdc_name: VDC-2 interfaces: Ethernet1/10 Ethernet1/11 Ethernet1/12 Ethernet1/13 Ethernet2/10 Ethernet2/11 Ethernet2/12 Ethernet2/13 Ethernet3/1 Ethernet3/2 Ethernet3/3 Ethernet3/4 Ethernet3/5 Ethernet3/6 Ethernet3/7 Ethernet3/8 Ethernet3/9 Ethernet3/10



6. Assign line card Ethernet interfaces to be used by VDC-3 in the chassis: N7K-1(config-vdc)# vdc vdc-3 N7K1(config-vdc)# allocate interface ethernet 7/10, e7/11, e7/12, e7/13 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y N7K-1(config-vdc)# allocate interface ethernet 8/10, e8/11, e8/12, e8/13 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y N7K-1(config-vdc)# allocate interface ether 8/20—24 Moving ports will cause all config associated to them in source vdc to be removed. Are you sure you want to move the ports (y/n)? [yes] y



7. Display the Ethernet interfaces assigned to VDC-2: N7K-1(config-vdc)# sh vdc vdc-3 membership vdc_id: 3 vdc_name: VDC-3 interfaces: Ethernet7/10 Ethernet7/11 Ethernet7/12 Ethernet7/13 Ethernet8/10 Ethernet8/11 Ethernet8/12 Ethernet8/13 Ethernet8/20 Ethernet8/21 Ethernet8/22 Ethernet8/23 Ethernet8/24



8. Perform the following to log into a VDC:



Use the "switchto vdc " command to log into a new context: N7K-1# switchto vdc vdc-2 N7K-1-vdc-2# N7K-1-vdc-2#exit N7K-1#



Storage Networking with Nexus The NX-OS operating system in the Nexus line has its roots in storage networking and the Cisco MDS line of storage area network switching products. To reduce costs, complexity, cabling, power, and cooling in the data center, the storage networks can share the same switching fabric as used in the Nexus products. With converged network adapters in the server systems, the cabling can be greatly reduced in the equipment racks at the access to the network. SAN and LAN traffic can connect over the same 10 Gigabit Ethernet cabling and can be consolidated in the switches. The storage traffic can be consolidated in this way and then interconnected to the storage network to access the storage controllers and systems. Developments in shared fabric technologies allow Fibre Channel to be encapsulated into Ethernet frames and to share the LAN switching fabric. With enhancements to quality of service and flow control mechanisms, the SAN traffic can be safeguarded against packet loss to which it is insensitive. Later in the book, we will take a deeper look into the consolidation of LAN and SAN traffic into a shared switching fabric.



Configuring and Verifying Network Connectivity To configure basic network connectivity on the Nexus 7000 and Nexus 5000 series, an IP address and subnet mask must be configured on the dedicated Ethernet management interface called mgmt0. This is can be done through the serial port or, as you will see later, through a specialized series of configuration questions when in setup mode. N5K-1# config t Enter configuration commands, one per line. End with CNTL/Z. N5K-1(config)# interface mgmt0 N5K-1(config-if)# ip address 192.168.1.5/24 N5K-1(config-if)# exit N5K-1(config-if)# ip route 0.0.0.0/0 192.168.1.1



The management interfaces of the networking equipment in the data center do not generally use the same Ethernet interfaces that carry user traffic. This is done for security purposes, because we can place the management networks behind a firewall to protect access. Separating the management network also provides another connection path into the Nexus switches if there is a problem with the user data VLANs. The management network is sometimes called the outof-band network (OOB), and it uses a separate external switch to interconnect all of the management ports.
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Identifying Control and Data Plane Traffic We will now dig a little deeper into the architecture of both switches and routers in order to become familiar with the concepts of how management and regular data traffic are separated inside the Nexus switches. Data takes one forwarding path through a Nexus switch, and management traffic is separate and uses its own control plane, as we will detail below.



Data Plane The data plane, shown in Figure 1.13 (sometimes known as the user plane, forwarding plane, carrier plane, or bearer plane), is the part of a network that carries user traffic.



FIGURE 1.13 Data plane The data plane is for packets transiting through the switch and is the data traffic to and from servers and other devices in the data center. The data plane is what the network really exists for, and the control and management planes allow the setup and management in order to provide correct forwarding in the data plane. It is important to remember that the data plane carries traffic that transits through the switches and routers and not to them. The data plane on a Nexus 7000 uses a unified crossbar fabric. The fabric cards are circuit cards that insert into the 7000 chassis and supply bandwidth to each card in the chassis. The



bandwidth is scalable by adding additional fabric modules.



Control Plane The control plane, illustrated in Figure 1.14, consists of all traffic that is destined to the Nexus switch itself. This can be network management traffic, SSH, Telnet, routing protocols, Spanning Tree signaling a protocol analyzer, ARP, VRRP, and any other traffic that the Nexus uses to communicate with other devices.



FIGURE 1.14 Control plane Closely related to the control plane, and sometimes used interchangeably, is the Nexus management plane. The management plane is used to manage the Nexus switch with terminal emulation protocols, such as SSH and Telnet, and is under control of network management systems using the Simple Network Management Protocol (SNMP). The control and management planes are managed by the Nexus supervisor CPU. A built-in protection mechanism in NX-OS that’s used to protect the control plane from security denial-of-service (DoS) attacks is called Control Plane Policing (CoPP). CoPP provides security by rate-limiting traffic from the outside as it enters the control plane. If there is a flood of traffic from legitimate protocols, such as BGP, OSP, or Spanning Tree, it’s possible that the CPU can peg at 100 percent and deny SSH, Telnet, and SNMP connections for managing the switch. All routing and switching could also be affected. CoPP is on by default, and while it can be modified, changing the parameters is not recommended unless there is a very good reason for doing so.
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Performing the Initial Setup When powering up a Nexus switch that has no configuration set up, you can perform a process to set the base configuration. You can run this at any time, but it is usually performed only at initial setup. When a new VDC is created, a setup script is run for that VDC since it comes up initially with a blank configuration. Connect a serial cable into the console port of the switch, and power the switch up to access the setup utility. When the Nexus cannot find a configuration, it will prompt you to see if you want to run the setup. You will need to know several items. It is always a good idea to use strong passwords to access the Nexus. A strong password must consist of eight characters that are not consecutive such as “abc” or that do not repeat such as “ddee.” Also avoid using dictionary words, and use both uppercase and lowercase characters. You must use at least one number in a strong password. If the password does not meet these requirements, it will not be accepted. Also, remember that the passwords are case sensitive. For security reasons, all console traffic should be encrypted by enabling the SSH protocol and disabling Telnet. There is an option to make all of the Ethernet ports either routed Layer 3 or switched Layer 2 and to have them enabled or disabled by default. In most environments, the Nexus will mainly have Layer 2 ports. You can change this on a per-port basis later as needed. Most of the Cisco switching product line leaves the Layer 2 ports enabled by default and the Layer 3 ports disabled. Listing 1.6 provides the setup dialog session on a Nexus 7000 series switch. Listing 1.6: Setup dialog session on a Nexus 7000 series switch ——System Admin Account Setup—— Do you want to enforce secure password standard (yes/no) [y]: y Enter the password for "admin":  Confirm the password for "admin":  ——Basic System Configuration Dialog VDC: 1—— This setup utility will guide you through the basic configuration of the system. Setup configures only enough connectivity for management of the system. Please register Cisco Nexus7000 Family devices promptly with your supplier. Failure to register may affect response times for initial service calls. Nexus7000 devices must be registered to receive entitled support services. Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip the remaining dialogs. Would you like to enter the basic configuration dialog (yes/no): yes Create another login account (yes/no) [n]:yes



Enter the User login Id:  Enter the password for "user1":  Confirm the password for "user1":  Enter the user role (network-operator|network-admin|vdc-operator|vdc-admin) [network-operator]:  Configure read-only SNMP community string (yes/no) [n]: yes SNMP community string:  Enter the switch name:  Enable license grace period? (yes/no) [n]: yes Continue with Out-of-band (mgmt0) management configuration? [yes/no]: yes Mgmt0 IPv4 address:  Mgmt0 IPv4 netmask:  Configure the default-gateway: (yes/no) [y]: yes IPv4 address of the default-gateway:  Configure Advanced IP options (yes/no)? [n]: yes Configure static route: (yes/no) [y]: yes Destination prefix:  Destination prefix mask:  Next hop ip address:  Configure the default network: (yes/no) [y]: yes Default network IP address [dest_prefix]:  Configure the DNS IP address? (yes/no) [y]: yes DNS IP address: ipv4_address Configure the default DNS domain? (yes/no) [y]: yes DNS domain name:  Enable the telnet service? (yes/no) [y]: yes Enable the ssh service? (yes/no) [y]: yes Type of ssh key you would like to generate (dsa/rsa):  Number of key bits :  Configure NTP server? (yes/no) [n]: yes NTP server IP address:  Configure default interface layer (L3/L2) [L3]:  Configure default switchport interface state (shut/noshut) [shut]:  Configure best practices CoPP profile (strict/moderate/lenient/none) [strict]:  Configure CMP processor on current sup (slot 5)? (yes/no) [y]: yes cmp-mgmt IPv4 address: 
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cmp-mgmt IPv4 netmask:  IPv4 address of the default gateway:  Configure CMP processor on standby sup (slot 5)? (yes/no) [y]: yes cmp-mgmt IPv4 address:  cmp-mgmt IPv4 netmask:  IPv4 address of the default gateway:  Would you like to edit the configuration? (yes/no) [y]: yes Use this configuration and save it? (yes/no) [y]: yes



When you save the configuration, it will be stored in NVRAM to survive a reboot. Several other parameters are automatically added, such as the boot and NX-OS image locations.



Summary In this introductory chapter covering the Cisco data center products, we discussed the different design methods, protocols, and technologies that make up the modern data center. You learned that LAN and SAN data can now be sent simultaneously across a unified switching fabric that provides many advantages over using separate networks. We looked in depth at the Nexus features that are used in the data center, such as virtualization, which allows a single Nexus switch to be divided into separate logical switches. We introduced overlay transport and showed how it can be used to interconnect data centers to make them appear as if they were locally connected. With 10 Gigabit Ethernet interfaces now being used in the data center, we examined different methods for using all of the links in a parallel and redundant fashion in order to increase speed and efficiency. We introduced technologies such as FabricPath and virtual PortChannels that can be used to accomplish this. We also covered the basic setup and configuration of Nexus switches and the functions of the internal data and control planes. All of this will be expanded and explored in greater detail as we progress throughout the book.



Exam Essentials Understand and be able to identify the modular data center design. It is important to know the architecture of the modern data center. Know that the Access layer connects the servers and endpoints and that it is where QoS marking takes place. The Distribution layer interconnects the Access layer switches to the Core, and it provides network services such as firewalls, monitoring, load balancing, and routing. The Core is where the high-speed switching takes place, and it is the heart of the data center network. A collapsed core design is achieved by using virtual device contexts and performing the aggregation and core functions in the same physical Nexus switch. Know the Nexus features that are used in the data center network environment.



Understand all parts of virtual PortChannels, and recognize the VPC peer link and peer keepalive link functions. Know that a virtual PortChannel allows for redundancy, fast failover, and better link utilization in the data center. Overlay Transport Virtualization is used to interconnect data centers at the VLAN level across a Layer 3 routed network. OTV encapsulates VLANs inside a Layer 3 IP packet and routes it to the remote site where it is de-encapsulated, and both ends of the network appear to be locally connected. Know what FabricPath is and what it does. FabricPath is a replacement for the Spanning Tree Protocol, and it allows all network links interconnecting the Access, Aggregation, and Core layers to be active at the same time. FabricPath uses a multipath routing approach to allow many paths from the sender to the receiver and enable very fast reroutes should a link fail. Understand the products that make up the Cisco Nexus family. The Nexus 7000 series is the chassis-based platform that is located at the Aggregation and Core layers of the data center network. It has redundant supervisor modules and peer supplies. Additional slots are available for line cards to provide I/O Ethernet connections to upstream and downstream switches and connected devices. The Nexus 7000 has slots for fabric modules that interconnect the line cards and provide the switching bandwidth for data plane traffic. The Nexus 5000 series provides connectivity at the Access layer, Aggregation layer, and in small networks at the Core layer. It is a fixed I/O unit that comes in 48- and 96-port models. The Nexus 5000 series does not have redundant supervisors, and Nexus 5000 switches are typically deployed in pairs. The 2000 FEX series consists of remote line cards that contain no control plane and connect to upstream Nexus 5000 or Nexus 7000 switches. Know that the 2000 FEX series is a logical extension of I/O, much like a line card in a chassis-based switch. The Nexus 1000 is a software-only switch that resides in virtual systems such as VMware in order to provide switching for the hypervisor and virtual machines. Know the difference between control plane and data plane traffic. Control plane traffic consists of traffic going into and coming out of the Nexus switch. The control plane handles all routing protocol traffic, Spanning Tree, and OTV and sends control information between switches. Data plane traffic is user traffic that passes through the Nexus switches. Know that port channels are individual Ethernet interfaces bundled into one high-speed logical interface. Port channels are found in all data center designs. They provide added bandwidth for interconnecting switches and connecting server farms to the Access layer of the network. By combining multiple links, they also provide extremely fast failover if a link goes down. This failover is much faster than most other redundancy options. When configuring port channels, you can set them up either statically or dynamically by using the Link Aggregation Control Protocol (LACP). Traffic flows are assigned to a particular port channel using a loadbalancing or hashing approach to even out the flows.
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While it may not be necessary to go too deep into virtualization on the Nexus 7000 series, know that it can be logically divided into multiple separate switches all residing in the same chassis by using virtual device contexts.



Written Lab 1 You can find the answers in Appendix A. 1. Examine the diagram in Figure 1.15. Identify the vPC port types in the blanks provided. A. _______________________________ B. _______________________________ C. _______________________________



FIGURE 1.15 VPC diagram



Review Questions The following questions are designed to test your understanding of this chapter's material. For more information on how to obtain additional questions, please see the Introduction. You can find the answers in Appendix B.



1. Which of the following is one function of the data center Aggregation layer? A. QoS marking B. Network services C. Server farm connections D. High-speed packet switching 2. Which data center devices support virtual port channels? (Choose two.) A. MDS series switches B. Nexus 2000 series switches C. Nexus 5000 series switches D. Nexus 7000 series switches 3. Which of the following links interconnect two Nexus switches configured for vPC and pass server traffic between data planes? A. vPC interconnect link B. vPC peer link C. vPC keepalive link D. vPC port channel link 4. What is needed to scale the data plane bandwidth on a Nexus 7000? A. Fabric modules B. Additional interface modules C. Redundant supervisor modules D. System interconnect module 5. Where are service modules such as the ASA, WAAS, ACE, and FWSM connected? A. Core layer B. Network layer C. Access layer D. Service layer E. Aggregation layer 6. The Access layer provides which of the following functions? A. High-speed packet switching B. Routing
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C. QoS marking D. Intrusion detection 7. During the initial setup of a Nexus 7000 switch, which of the following are configured? A. Virtual PortChannels B. Spanning Tree mode C. Routing protocol D. Default interface state 8. What feature of Nexus switches is used to create virtual switches from one physical switch? A. vPC B. OTV C. COPP D. VDC 9. The Aggregation layer provides which two operations? A. Quality of service marking B. High-speed switching C. Services connections D. Access control lists 10. What are the two layers of a collapsed backbone design? A. Access layer B. Overlay layer C. Core layer D. Aggregation layer 11. The Core layer provides which of the following functions? A. High-speed packet switching B. Routing C. QoS marking D. Intrusion detection 12. What types of port channels are supported on the Nexus series of switches? (Choose three.) A. PaGP



B. LACP C. vDC D. Static 13. Virtual device contexts are used in which of the following? (Choose two.) A. Nexus segmentation B. Collapsed core C. VDC support D. Storage area networking 14. OTV is used for which of the following? (Choose two.) A. Creating virtual switches B. Extending VLANs across a routed network C. Protecting the control plane from DoS attacks D. Interconnecting data centers 15. Which of the following is used to protect the control plane from denial-of-service attacks? A. SNMP B. OSPF C. CoPP D. STP 16. FabricPath provides what functions in the data center? (Choose two.) A. Interconnecting data centers B. Replacing Spanning Tree C. Connecting storage to the fabric D. Allowing all links to be used 17. A Nexus switch can support the SCSI protocol encapsulated in which of the following? (Choose three.) A. iSCSI B. SNMP C. FC D. FCoE 18. What protocol fools the connected switch or server into thinking that it is connected to a single Nexus switch with multiple Ethernet connections?
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A. LACP B. PaGP C. OTV D. vPC 19. The modular design approach provides which of the following? (Choose two.) A. Interconnecting data centers B. Ease of troubleshooting C. Increased performance D. Control plane protection 20. Which of the following reduces the cost, power, and cooling requirements in the data center? A. OTV B. FabricPath C. Converged fabrics D. VDC



Chapter 2 Networking Products THE FOLLOWING DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 1.0 Cisco Data Center Fundamentals Concepts 1.13 Describe the Cisco Nexus product family



THE FOLLOWING TOPICS ARE COVERED IN THIS CHAPTER: Cisco Nexus Data Center product portfolio Cisco Nexus 7000 series chassis options Cisco Nexus 7000 series supervisor module Cisco Nexus 7000 series licensing options Cisco Nexus 7000 series fabric modules Cisco Nexus 7000 series I/O modules Cisco Nexus 7000 series power supply options Cisco Nexus 5000 series chassis options Cisco Nexus 5010 and 5020 switches features Cisco Nexus 5010 and 5020 expansion modules Cisco Nexus 5500 platform switches features Cisco Nexus 5500 platform switches expansion modules Cisco Nexus 5000 switch series software licensing Cisco Nexus 2000 series Fabric Extenders function in the Cisco data center Cisco Nexus 2000 series Fabric Extenders features



THE FOLLOWING CISCO MDS PRODUCT FAMILIES ARE REVIEWED:
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Cisco MDS 9000 series product suite Cisco MDS 9500 series chassis options Cisco MDS 9500 series supervisor modules Cisco MDS 9500 series licensing options Cisco MDS 9000 series switching modules Cisco MDS 9500 series power supply options Cisco MDS 9100 series switches Cisco MDS 9222i switch Cisco Application Control Engine



Cisco is a huge company with a horde of goods to match. We’re now going to narrow our focus to the Nexus and MDS product lines. Faced with choosing the right device to fit perfectly into your data center implementation is certainly a challenging task, but it’s also critical to success. To set you up properly to succeed, first we’re going to take you on a tour through Cisco’s entire Nexus portfolio. We will then zoom in on individual models like the 7000, 5000, and 2000 series. You must be familiar with these lines in order to meet your exam objectives. After that, we’ll introduce you to the MDS line and fill you in on exactly how the 9000 and 9500 series fit into a solid data center solution. Try not to get overwhelmed by the sheer volume of products covered in this chapter, because most machines within a given line work similarly. Many are even configured in the same way. Keep these factors in mind as we get under way, and this chapter will be a breeze for you!



The Nexus Product Family Nexus was conceived at a Cisco-sponsored startup called Nuova, which Cisco purchased for a hefty $678 million in April 2008. It turned out to be a great investment because Cisco got two amazing product lines out of the deal: Nexus and the Unified Computing System (UCS). The first products launched were the Nexus 5000 and Nexus 2000 series, with the Nexus 7000 being developed later within Cisco. Shortly thereafter came the pure software Nexus 1000V, a device designed specifically for the VMware virtual environment. These four products constitute the focus of the CCNA data center objective, but we will still take a quick look at the



entire product line, as shown in Figure 2.1.



FIGURE 2.1 Nexus product family



Nexus Product Family Overview Instead of organizing this chapter by power or popularity, we opted to present the Nexus line to you numerically, starting with the 1000V and ending with the 9000 series. Nexus 1000V As you’ve probably guessed, the Nexus 1000V was developed to deal with the explosive growth of virtual networking. Virtual machines have to communicate on the network too, and this need used to be met via VMware virtual switches. Problematically, this solution left the Cisco networking professionals out of the loop, leaving network management to VMware administrators. The 1000V jumps this hurdle by providing a true Cisco solution to all of your virtual networking needs. You can get it as software or you can buy a dedicated device like the Nexus 1010, which is shown in Figure 2.2.
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FIGURE 2.2 Nexus 1010 Keep in mind that the Nexus 1000V is generally implemented as a virtual appliance—it’s not a physical device. The Nexus 1010 simply hosts the 1000V, which can operate on different platforms. The 1000V is preinstalled on a server, and it is really great because it runs the Nexus operating system (NX-OS). It’s also one of the “Big Four” devices with respect to the exam objectives, so you get an entire chapter devoted to it in this book! Nexus 2000 The Nexus 2000 fabric extender solves a nasty data center problem that we used to tackle in one of two less-than-ideal ways: Either we put a huge switch at the end of the row, to which all of our servers would connect for a single point of management, or we had a bunch of little switches located close to all of our servers, typically at the top of each rack, creating many points of management (see Figure 2.3).



FIGURE 2.3 Nexus 2000 family The Nexus 2000 fabric extender is really just a dumb box, which supplies ports that can be placed close to servers. You must understand that fabric extenders aren’t autonomous, because they require a parent to work. The combination of switch and fabric extender delivers an



effective way to get ports close to the servers plus provides a single point of management. You’ll find out a lot more about this solution a bit later. Nexus 3000 The Nexus 3000 series, shown in Figure 2.4, is an ultra-low-latency switch that is ideal for environments like high-frequency stock trading. This product is not on the CCNA objectives, but it has become pretty popular. The Nexus 3500 series can provide a latency of less than 250 nanoseconds, which is freaking amazing!



FIGURE 2.4 Nexus 3000 family The 3000 is often used as a top-of-rack (ToR) switch in data centers to reduce cabling runs from the servers. In a ToR design, the switch is bolted into the same equipment rack as the servers to reduce cabling. Clearly, the 3000 product line is ideal for environments that are focused on reduced latency. The 3200 series also supports 10, 25, 40, 50, and 100 Gigabit Ethernet interfaces. The product family is based on industry-standard silicon, and it is very cost effective. The 3000 series comes in many models, which support different speeds and port densities and can be Layer 2 only or Layer 3, and it runs NX-OS and has switching capacities up to 5.1 terabits. Nexus 4000 The Nexus 4000, shown in Figure 2.5, is another non-objective switch that was developed to provide a particular solution. The 4000 series blade switch is installed in an IBM BladeCenter H or HT chassis to provide server access for physical and virtualized services.
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FIGURE 2.5 Nexus 4000 series blade switch The 4000 has fourteen 1 Gigabit or 10 Gigabit Ethernet downlink ports to the blade servers in the chassis and six 1 GB or 10 GB ports heading up to the external Nexus switch. It is a full NX-OS–based Nexus switch that supports data center bridging and Fibre Channel over Ethernet. Nexus 5000 The Nexus 5000, shown in Figure 2.6, is one of the key “Big Four” devices that you must nail down for the CCNA Data Center exam. This awesome switch was one of the first to combine Ethernet and Fibre Channel connectivity in a single device, and it is often one of the first 10 gigabit ports acquired. We’ll cover the 5000 and 5500 generations of this family in depth shortly.



FIGURE 2.6 Nexus 5000 family The 5010 and 5020 products are now at end of life, and they are no longer shipping. The current products in the series are the 5548/5596 products. Nexus 6000 Fitting neatly between the 5000 and 7000, the Nexus 6000, shown in Figure 2.7, is a great way to deploy a large number of 10 gigabit ports in a data center environment.



FIGURE 2.7 Nexus 6000 family Nexus 7000
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These are the big guns of the Nexus product line—if you have the money and need the power, this is where to spend that cash and get it! The Nexus 7000 is a data center–class switch that can easily manage traffic loads of terabits per second. The modular switches shown in Figure 2.8 are available with a different number of slots.



FIGURE 2.8 Nexus 7000 family The Nexus 7700 is the second-generation model. It is a non-objective group that you can think of as a Nexus 7000 on steroids (see Figure 2.9). Nexus 9000 While the Nexus 9000 line is not covered in the CCNA Data Center exam, it is important to be familiar with it because it is designed specifically for data center applications. The 9000 line runs both the NX-OS operating system and the new Application Centric Infrastructure (ACI) code. ACI is an umbrella term for Cisco’s software-defined networking (SDN) technology featuring the Application Policy Infrastructure Controller (APIC) SDN controllers.



SDN will be a big topic over the next decade, as the process of configuring individual devices to automatic centralized configuration evolves! The modular switches shown in Figure 2.10 are available in both fixed configurations and chassis-based form factors.



FIGURE 2.9 Nexus 7700 family
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FIGURE 2.10 Nexus 9000 family



Nexus 7000 Product Family The Nexus 7000 is the true workhorse of the data center, because these highly scalable switches offer high-performance architecture for even the most robust environments. As an added advantage, the 7000 series was built as a highly fault-tolerant platform, and it delivers exceptional reliability and availability. The 7000 series provides Layer 2 and Layer 3 support for each interface. A cool memory tool is that the model number just happens to correspond to the available slots in the chassis, but keep in mind that two of these slots are dedicated for use by the supervisor modules. You configure the default interface layer and state during setup mode. This series currently includes four models of switches: the 7004, 7009, the 7010, and the 7018. The 7004 is the only one that isn’t an exam objective, so we’ll focus on the other models. Count the available slots in the Nexus 7009 shown in Figure 2.11.



FIGURE 2.11 Nexus 7009 The Nexus 7010 pictured in Figure 2.12 illustrates that the interfaces and supervisor modules are found on the front of the device, while the fan trays, power supplies, and fabric modules are located on the back. All of these modules are hot pluggable, and they can be replaced without disrupting operation.
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FIGURE 2.12 Nexus 7010 Nexus 7000 Supervisors The supervisor modules operate in an active/standby mode. The configuration between the two supervisors is always synchronized, and it provides stateful switchover (SSO) in the event of a failure. The Supervisor One engine, shown in Figure 2.13, supplies the switch’s control plane and management interface.



FIGURE 2.13 Nexus Supervisor One To be truly redundant, you must have two supervisors in operation. The Supervisor One engine gives you a connectivity management processor (CMP), a console serial port, and an auxiliary serial port. The CMP provides remote troubleshooting for the device via an Ethernet port, but this feature was discontinued in the second-generation supervisor modules. The management Ethernet port has its own virtual routing and forwarding (VRF), which basically means that it has a separate routing table from the main data ports. As an example, to ping from this interface you would use the command Ping 5.5.5.5 vrf management.



The first-generation supervisors could support four VDC sessions, while the second generation can support six or more sessions. Keep in mind that supervisor modules are the central processing and control center where the Nexus operating system actually runs and where all configuration occurs. Nexus 7000 Licensing There are a whole bunch of licensing options for the 7000, including Base, Enterprise LAN, Advanced LAN Enterprise, MPLS, Transport Services, and many more. Basically, you choose your licenses based on the features that you require. For example, if you want FabricPath, you need an Enhanced Layer 2 license. FabricPath is an advanced Layer 2 solution for the data center that’s supported by Nexus switches. Installing a license involves a few separate steps, but the process is the same for many Cisco data center devices. When you purchase a license from Cisco, you’ll receive a product activation key (PAK), which you’ll use during the licensing process, but first you have to find your individual switch’s chassis serial number using the show license host-id command. Once you’ve obtained the serial number or host ID, you go to Cisco’s website, www.cisco.com/go/license, which requires a CCO account to activate a license. The website will ask for the chassis serial number and the PAK because it will use these two values to generate a license file for your Nexus device. You’ll then download this file and upload it to your Nexus switch, usually via FTP or TFTP, which will be permanently stored in boot flash non-volatile memory on the supervisor modules. You’ll need to run the install license command to read the license file and install the privileges that it contains. You’ll then use the show license usage command to verify the licenses that have been installed on your switch. Here’s an example of the entire sequence of commands used for installing a license: switch# show license host-id License hostid: VDH=ABC123456789 switch# install license bootflash:license_file.lic Installing license ..done switch# show license usage Feature Ins Lic Status Expiry Date Comments Count --------------------------------------------------------------------LAN_ENTERPRISE_SERVICES_PKG Yes - In use Never -



One of the nice features about the Nexus operating system is that it gives you a grace period, which allows you to try any feature you’re even mildly curious about for 120 days without it being licensed! Fabric Modules
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The fabric modules supply the bandwidth and connectivity between the various slots on the chassis and are also where the data plane operates. Five fabric modules provide up to 550 Gb/s per slot in a single chassis! So, depending on your bandwidth needs, you can opt to have anywhere from one to five fabric modules installed. In addition to providing switching for the chassis, the fabric modules provide virtual output queuing (VOQ) and credit-based arbitration to make it possible for differing speed interfaces to communicate with each other. As new generations of fabric modules are released, they’ll increase the switch’s performance. A picture of a Nexus 7010 fabric module is shown in Figure 2.14.



FIGURE 2.14 Nexus 7010 fabric module Nexus 7000 Line Cards The Nexus 7000 supports a wide variety of I/O modules or line cards with speeds from 1 G, 10 G, 40 G—up to 100 Gigabit Ethernet. These are grouped into two families called the M series, which was released first with Layer 3 support, and the F series, which is a lower-cost



Layer 2 card. The M series is usually aimed at core switches while the F series is a lot more fabric focused, supporting features like FCoE and FabricPath, and it is often targeted at the Access and Aggregation layers. The line cards can be inserted in any combination and model. Figure 2.15 shows a few of the Nexus 7000 series line cards.



FIGURE 2.15 Nexus 7000 I/O modules Nexus 7000 Power Supplies Power supplies may not be the most riveting topic, but things definitely get exciting when power supplies fail. Three different power supplies are available for the Nexus 7000: At a 6 kW rating, there’s one AC and one DC power supply, but at the 7.5 kW rating, there’s AC only. A Nexus 7010 can support three power supplies in four different modes with varying degrees of redundancy: Combined: No redundancy or backup power supply Input source: Redundancy grid with multiple data center power feeds into the 7000 chassis Power supply redundancy (N+1): One online backup power supply Complete redundancy: A combination of power supply and input source redundancy A typical power supply is shown in Figure 2.16.
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FIGURE 2.16 Nexus 7000 power supply The Nexus 7000 series power supplies support dual AC feeds that allow each power supply to connect to two power grids in the data center. This allows one power grid to be offline while the Nexus still operates off the remaining power grid.



Nexus 5000 Product Family The Nexus 5000 (N5K) has also become a workhorse for many data centers, with the first generation including the Nexus 5010 and Nexus 5020 and the second generation including the Nexus 5548 and Nexus 5596. Check out the entire 5500 family, which is shown in Figure 2.17.



FIGURE 2.17 Nexus 5500 family The first-generation switches provided a cost-effective, line-rate solution with 10 Gb Ethernet ports that could be configured to support Fibre Channel. The Nexus 5000 was one of the first switches to combine Ethernet and Fibre Channel support in a single box—pretty outstanding at that time! The Nexus 5010, shown in Figure 2.18, is a one-rack unit device that provides twenty 10 Gb ports and a generic expansion module (GEM) slot, which gives you additional ports.



FIGURE 2.18 Nexus 5010 The Nexus 5010 and Nexus 5020 products are now at end of life and are no longer shipping. The current products in the series are the Nexus 5548 and Nexus 5596. The Nexus 5020, shown in Figure 2.19, is essentially a double-wide 5010. It is two rack units tall, has forty 10 Gb ports, and offers two expansion slots. Both of these switches supply frontto-back airflow and N+1 power redundancy.
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FIGURE 2.19 Nexus 5020 The generic expansion module shown in Figure 2.20 is used to add more Ethernet ports; it allows you to add more Fibre Channel ports as well. This makes it possible for the Nexus 5000 to manage your storage and network traffic too, a capability that was also added later to the 7000 series for certain line cards.



FIGURE 2.20 Nexus GEM 1 cards You can choose from expansion modules that are Ethernet only, Fibre Channel only, or a mixture of both. Keep in mind, however, that the Nexus 5010 and Nexus 5020 are strictly Layer 2 devices that can’t perform Layer 3 forwarding. The expansion cards are inserted into the back of the chassis, as shown in Figure 2.21.



FIGURE 2.21 Nexus 5596 rear The Nexus 5000 gave us a great way to migrate to 10 Gigabit Ethernet, unifying our storage and data networking. What could be better than having Fibre Channel and Ethernet in the same box? Enter the second-generation 5500 switch, that’s what! It actually introduced a new type of port.



Traditionally, a given port was either Ethernet or Fibre Channel but never both. The Universal Port (UP) introduced on the Nexus 5500 allows a single port to be configured to receive an Ethernet or Fibre Channel SFP interface adapters. The management ports for the Nexus 5500 are located on the rear, as shown in Figure 2.22.



FIGURE 2.22 Nexus 5500 UP GEM module So by just changing the configuration, we could opt to use a given port for either storage or data—amazing! And the GEM card for the Nexus 5500s gives us 16 UP ports to configure as either Ethernet or Fibre Channel. One of the best things about the Nexus 5000 and Nexus 5500 is that they integrate with the Nexus 2000 fabric extenders, which we’re going to talk about in the next section. All of this helps to explain why the Nexus 5500 has become the go-to switch for many data centers. Moreover, it can handle Layer 2 and Layer 3 traffic if you add the Layer 3 card to it. The Layer 3 card for the 5548 is a daughter board, shown in Figure 2.23, and the 5596’s version is a GEM that’s shown in Figure 2.24. By the way, it’s very common to order Nexus 5500 series Layer 3–enabled switches straight from Cisco!
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FIGURE 2.23 5548 Layer 3 card



FIGURE 2.24 5596 Layer 3 card



Nexus 2000 Product Family Data centers commonly have many racks containing lots of servers, and cabling them has traditionally been implemented via a top-of-rack (ToR) or end-of-row (EoR) solution. With a ToR solution, you place a small switch at the top of each rack, which permits only really short cable runs to the servers and makes each switch give rise to another management point. The EoR method employs a larger switch placed at the end of the row with long cable runs to each server and only one management point. Neither solution was ideal, because what we really wanted was a solution with short cable runs but only a single management point. As mentioned earlier, the Nexus 2000 series of fabric extenders (FEXs) came to the rescue! The idea behind their creation was to allow the placement of a switch at the end of the row to perform all management while also providing additional devices to install top of rack that would act as part of the EoR switch. Basically, the ToR devices extend the EoR switch’s fabric, hence the name fabric extenders. Check them out in Figure 2.25.



FIGURE 2.25 Nexus 2000 family Remember, fabric extenders are dumb devices that must connect to a parent switch to work.



Once they’re connected to the parent switch, any and all configuration is done from that switch, not the FEX. Also, even if traffic is moving between two ports in the same Nexus 2000, the traffic will need to uplink to the Nexus 5000 to be switched and returned to the Nexus 2000 to be forwarded. FEXs also cost considerably less than switches, while still giving you capacity for ToR cabling plus a single point of management. In short, FEXs are totally awesome, a fact that sales to date have demonstrated very well! Even better, a single parent switch can support multiple FEXs, as shown in Figure 2.26. There you can see that the four FEXs will be managed from the CLI of the Nexus 5000. FEXs have no console port, so they can’t be directly managed.



FIGURE 2.26 Nexus 5000 with four FEXs So how do you configure the Nexus 5000 to add the oh-so-popular FEXs to it? Let’s assume that the N2K-2 connects to port 1/10 of N5K. As demonstrated in the following configuration, you must configure the port into FEX mode first via the switchport mode fex-fabric command and then assign a module number with the fex associate 100 command: N5K# configure terminal N5K(config)# interface ethernet 1/10 N5K(config-if)# switchport mode fex-fabric N5K(config-if)# fex associate 100



All of the ports on the FEX will appear to be part of the N5K configuration. The show interface ethernet 1/10 fex-intf command displays all 48 ports as being attached to module 100: N5K# show interface ethernet 1/10 fex-intf Fabric FEX Interface Interfaces --------------------------------------------------- Eth1/40 Eth100/1/48 Eth100/1/47 Eth100/1/46 Eth100/1/45 Eth100/1/44 Eth100/1/43 Eth100/1/42 Eth100/1/41 Eth100/1/40 Eth100/1/39 Eth100/1/38 Eth100/1/37
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Eth100/1/36 Eth100/1/35 Eth100/1/34 Eth100/1/33 Eth100/1/32 Eth100/1/31 Eth100/1/30 Eth100/1/29 Eth100/1/28 Eth100/1/27 Eth100/1/26 Eth100/1/25 Eth100/1/24 Eth100/1/23 Eth100/1/22 Eth100/1/21 Eth100/1/20 Eth100/1/19 Eth100/1/18 Eth100/1/17 Eth100/1/16 Eth100/1/15 Eth100/1/14 Eth100/1/13 Eth100/1/12 Eth100/1/11 Eth100/1/10 Eth100/1/9 Eth100/1/8 Eth100/1/7 Eth100/1/6 Eth100/1/5 Eth100/1/4 Eth100/1/3 Eth100/1/2 Eth100/1/1



In this scenario, we’re keeping things simple by having only a single wire between the N2K and N5K. Cisco’s recommendation is to have multiple cables between the FEX and parent switch, as shown in Figure 2.27.



FIGURE 2.27 FEX Multi-cable attachment The port channel method depicted in the figure is preferred because all of the ports on the FEX share the port channel. This means that if one link goes down, all of the ports can still communicate. The static pinning solution links certain ports on the FEX to specific uplink ports, so it makes sense that if a given uplink port fails, the corresponding FEX ports will fail too. The Nexus 5000 and Nexus 5500 support all models of FEXs, whereas the Nexus 7000 series supports only a subset of FEXs, which include the 2224TP, 2248TP-E, and 2232PP. Figure 2.28 gives you a comparison of some of the more common FEXs available from Cisco. This is a very important chart that you should definitely memorize! Of these, the 2232PP is unique because it provides 10 Gbps ports and FCoE capability.



FIGURE 2.28 FEX comparison Fabric extenders aren’t created equally, and not all are stand-alone boxes. The Nexus B22HP is specially designed to install into an HP BladeSystem enclosure. Later in this book, we’ll introduce you to the Cisco UCS, which uses a different kind of FEX.



Reviewing the Cisco MDS Product Family In 2003, Cisco entered the world of storage area networks (SAN) with the Multilayer Director Switch (MDS). The MDS product family is shown in Figure 2.29. The MDS 9000 family provides a wide range of solutions from the small 9124 up to the massive 9513; however, all of these switches have many features in common and vary mainly in port density and form factor.
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FIGURE 2.29 MDS product family SAN is one of the most critical components of the data center, and Cisco has acted accordingly by building in many key features like high availability, multiprotocol support, security, and scalability, combined with ease of management. You should understand that the MDS is focused mainly on Fibre Channel and FCoE traffic management. The MDS line uses an operating system called SAN-OS, which was the base code used to build the NX-OS for the Nexus product line.



MDS 9500 The MDS 9506, 9509, and 9513 switches target large data installations and provide an extraordinary level of performance and scalability. Again, the names of the models indicate how many slots are available on a particular device, so the 9506 would offer six slots. The MDS 9500 series 1, 2, 4, 8, and 10 Gbps Fibre Channel switches offer connectivity along with numerous network services. The dual-redundant crossbar fabric and virtual output queues (VOQs) create a highperformance non-blocking architecture. Dual power supplies, supervisors, and fabric crossbars give us a hardware platform that offers very high availability. Remember that the supervisor modules are the brains behind any of Cisco’s modular switches, including the MDS line. The Supervisor-2 module allows for In-Service Software Upgrade (ISSU), and it provides fault tolerance. The Supervisor-2A was the first MDS supervisor to support FCoE, and it provides the necessary bandwidth to deliver full performance to all of the ports. The 9513 chassis requires a Supervisor-2A. The 9513 uses fabric modules to provide the crossbar switching fabric. This redundant fabric load balances traffic across both fabrics and provides rapid failover. And that’s not all— there’s a legion of different modules that you can add into the 9500 series chassis that deliver high-speed Fibre Channel, FCIP, FCoE, and more!



MDS 9100/9200 The 9100 series is typically used in small- and medium-sized SANs. The 9124 supports 24 line-rate Fibre Channel ports running at 4 Gb/s, while the 9148 provides 48 ports running at 8 Gb/s. The 9148, shown in Figure 2.29, has become a remarkably popular switch because of its high performance and low operating costs. Plus it’s a breeze to configure with a zero-touch configuration option and task wizards! The 9222i is a semi-modular switch with one fixed slot and one open slot. This switch can support up to 66 Fibre Channel ports, and it provides FCIP, iSCSI, and FICON. The MDS switches cover a wide range of form factors and features that are sure to meet almost any SAN networking need.



Cisco Application Control Engine The Cisco ACE family of products offers features like load balancing, application optimization, server offload, and site select. These modules can be installed into certain Catalyst switches or even deliver as a stand-alone appliance. Although the ACE is at the end of life, it is still covered on the exam and will be addressed here. The ACE platform helps by reducing the time it takes for an application to be deployed, improves the response time of the application, and generally provides improved uptime features. Application availability is increased via a combination of Layer 4 load balancing and Layer 7 content switching, which helps ensure that traffic is sent to the server most available to process the request. Application performance is improved using hardware-based compression. The Cisco ACE acts as the final line of security for a server by providing protection against denial-of-service and other attacks via deep packet inspection and protocol security. The ACE can be deployed in a high-availability mesh with up to eight appliances using the 4400 series. There are different mechanisms to configure the predictor on these devices, but the most common are least connections and the default predictor, round-robin.



Summary This chapter is full of products, part numbers, gizmos, and gadgets. Most other Cisco certifications focus on technology, like the Cisco IOS, and not so much on specific products. This exam is the exception and, make no mistake, the objectives for this exam include products and part numbers, and you have to know them to pass! For everything covered in this chapter, focus mainly on the “Big Four” product lines that the objectives require you to nail: Nexus 1000V
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Nexus 2000 fabric extenders Nexus 5000/5500 switches Nexus 7000 switches The MDS product line is less important and shares many characteristics with the Nexus product line, but you still need to be familiar with it. Cisco ACE is a weird addition to the objectives, but it’s very cool. Still, you don’t need to know all that much about it for the exam. Happy studies!



Exam Essentials Know the models of fabric extenders. The Nexus 2000 fabric extenders have very different abilities. The 2148 was the first, and it has the most limited functionality. The 2232PP is high performance and supports 10 Gbps connectivity. The FEXs support different numbers of uplink and host ports. The Nexus 7000 can connect to only a subset of the available FEXs. Describe basic ACE features. The Cisco Application Control Engine can operate independently or as a mesh. The default mode of load balancing is round-robin. Understand Nexus 7000 planes and ports. The ports on a Nexus 7000 can operate in Layer 2 or Layer 3 mode, and this is configurable during the initial setup. The control plane operates primarily on the supervisor. The data plane functions on the unified crossbar fabric. Know the 5000 and 5500. The 5000 is a strictly Layer 2 switch. The 5500 series can operate at Layer 2 by default, and with the addition of a Layer 3 card, it can also operate at Layer 3. The 5500 also introduced the universal ports, which can be configured for Fibre Channel or Ethernet.



Written Lab 2 You can find the answers in Appendix A. For each fabric extender, select the options that are true: 1. 2148T 2. 2224TP 3. 2248T 4. 2232PP Options: A. 4 fabric ports B. FCoE support C. Only 1 Gbps ports



D. 2 fabric ports E. Has 10 Gbps ports F. Supports 24 host port channels 



Review Questions The following questions are designed to test your understanding of this chapter's material. For more information on how to obtain additional questions, please see this book's Introduction. You can find the answers in Appendix B. 1. The Nexus 5000 and Nexus 7000 can connect to which Nexus 2000 series fabric extenders? A. 2148T B. 2248TP C. 2232PP D. 2148E E. 2232TM 2. FCoE is supported by which Cisco Nexus 2000 series fabric extender? A. 2232TP B. 2232PP C. 2248PP D. 2248TP 3. Layer 3 switching is possible on which of the following Nexus switches? (Choose two.) A. Nexus 5010 B. Nexus 5548 C. Nexus 2232PP D. Nexus 7010 E. Nexus 2148T 4. Where does the data plane operate on the Nexus 7000 series switch? A. Supervisor module B. Virtual supervisor module C. Feature card
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D. Unified crossbar fabric 5. Which of the following supports only 1 Gb access speed on all 48 host ports? A. 2148T B. 2248TP C. 2232PP D. 2148E E. 2232TM 6. Which of the following supports 100 Mb and 1 Gb access speeds on all 48 host ports? A. 2148T B. 2248T C. 2232PP D. 2148E E. 2232TM 7. Which of the following support host port channels? A. 2148T B. 2248T C. 2232PP D. 2248E E. 2232TM F. 2248TP 8. Which fabric extenders have four 10GE fabric connections to the parent switch? (Choose three.) A. 2148T B. 2248T C. 2232PP D. 2248E E. 2232TM F. 2248TP 9. During the initial setup of a Nexus 7000 switch, which two configuration elements are specified? A. Default interface layer



B. VDC admin mode C. VDC default mode D. CoPP interface placement E. Bits used for Telnet F. Default interface state 10. What is the default length of the grace period on a Nexus 7000 switch? A. 90 minutes B. 90 days C. 90 months D. 120 days 11. What command pings from the management interface of a Nexus switch to 5.5.5.5? A. 



Ping 5.5.5.5



B. 



Ping -m 5.5.5.5



C. 



Ping 5.5.5.5 vrf management



D. 



Ping 5.5.5.5 vdc management



12. What is the maximum number of ACE 4400 series appliances that can be part of an HA mesh? A. 4 B. 8 C. 16 D. 32 E. 64 13. What is the default predictor on an ACE 4710? A. Round-robin B. FIFO C. Lowest bandwidth D. Highest bandwidth 14. What is required for a Nexus 5010 to route Layer 3 packets? A. Just configuration B. Layer 3 card
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C. Supervisor-2A D. Not possible



15. Which command would show the serial number of a Nexus or MDS device? A. show license serial B. show serial C. show license host-id D. show host-id 16. A universal port on a Nexus switch supports which of the following? (Choose two.) A. OTV B. Fibre Channel C. DCB D. Ethernet 17. End-of-row switches do which of the following? (Choose two.) A. Shorten cable runs inside each cabinet B. Provide a single management point C. Have high-density interface configurations D. Are based on FEX technology 18. Which of the following is a semi-modular SAN switch that supports FCIP, iSCSI, and FICON? A. 9124 B. 9506 C. 9124 D. 9222i 19. What Nexus product is designed for operation with virtual servers? Technet24.ir A. 2248T B. 5596 C. 1000V D. 7010 20. What Nexus product line supports software-defined networking and 40 G interfaces? A. 7018



B. 7700 C. 5596 D. 9000
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Storage Area Networking



Networking, computing, virtualization, and storage make up the four main parts of the CCNA Data Center exam. Out of this group, the storage factor is often the most difficult to master. It’s definitely less challenging, however, if you’re already savvy with data networking, because many of the storage networking concepts are basically the same ideas tagged with new names. To ensure that you’ve nailed down this challenging subject, we’ll open the chapter with a look into the history of storage networking. After that, we’ll analyze the different types of storage and their respective categories. Then we’ll shift our focus to Fibre Channel concepts and configuration. All things Fibre Channel are especially vital for passing the exam, as well as being key skills that you’ll need in the real world. We’ll close the chapter by covering ways to verify Fibre Channel configurations on Cisco MDS switches. The beginning of modern storage area networks started with a protocol called Small Computer System Interface (SCSI), and it is totally acceptable to call it Scuzzy. SCSI was developed in 1978, and it allowed a computer to communicate with a local hard drive over a short cable, as depicted in Figure 3.1.



FIGURE 3.1 SCSI cables Two key aspects of SCSI are as follows: It’s a lossless protocol, designed to run over a short, directly connected cable that permits no errors or error correction. It’s a block-based protocol, meaning that data is requested in small units called blocks. SCSI is the basis for most SAN storage today. The protocol contacts a specific device—the initiator, which is commonly the server wishing to access the storage—to start the conversation with another device known as the target, which is the remote storage. SCSI is a command-set protocol that allows the initiator and the target to read and write to storage based on a set of standards. The original SCSI ribbon cable distance was up to 25 meters, and the first version allowed eight devices on the bus. When version 2 came along, the number of devices was increased to a maximum of 16 drives per SCSI attachment. The speed remained at
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640 Mbps and was half-duplex. While hard drives are the most common attachments, many other types of devices can connect to SCSI, such as tapes and DVD drives. The initiator is generally the host computer or server, and the targets are the drives on the cable. Around 1988, when fiber-optic speeds were reaching gigabit levels, someone had the great idea to send SCSI requests over fiber media and Fibre Channel was born. The idea was to use the SCSI commands to read and write from the remote storage but to throw away the original physical layer and replace it with the newer and faster technologies, such as fiber optics and Ethernet. Like SCSI, Fibre Channel is a lossless and block-based protocol, which has effectively encapsulated SCSI commands, as shown in Figure 3.2.



FIGURE 3.2 Fibre Channel frame Toward the end of the 1990s, most of the world had standardized on TCP/IP. In 1999, the SCSI protocol was encapsulated in TCP/IP using TCP port 3260 to allow for a reliable connection, and the Internet Small Computer System Interface (iSCSI) frame was created. iSCSI allows for the data center to reduce cabling and to collapse the storage network into the data network by combining LAN and SAN into the same switching fabric. iSCSI is still popular today, and it works by encapsulating SCSI commands into an IP packet, as demonstrated in Figure 3.3.



FIGURE 3.3 Internet Small Computer System Interface (iSCSI) frame



Storage Categories Before we take a look at storage networking, let’s first step back and review the different types or categories of storage that we will be working with. We will review what block storage is and where it is most commonly used and then move on to take a look at files based storage.



Block-Based Storage The two major categories of protocols that we’re going to cover are block-based and file protocols. The odds are very good that you used block-based storage today, with the most common types being SATA (Serial Advanced Technology Attachment) and SCSI. Both work via a short cable that connects to the hard drive inside the computer, as shown in Figure 3.4, a model known as directly attached storage (DAS).



FIGURE 3.4 DAS—computer with local storage That’s right. Your laptop uses block-based storage to talk to the local hard drive. But how does it do this? Data is requested from the storage in small chunks called blocks. Let’s say that you want to open a file called README.TXT. Your computer responds to this request by checking the file allocation table, which contains a list of all the blocks that make up the file to determine its location. Your computer then requests the appropriate blocks to open the file. SANs extend this concept over the network. Fibre Channel, iSCSI, and FCoE (Fibre Channel over Ethernet) are all block-based protocols. Desired blocks are requested over the network in the same way that your computer requests blocks locally.



File-Based Storage File-based storage is network based, and it simply involves requesting a file by name to get
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the file sent without the requesting computer having any knowledge of how that file is stored. File-based storage typically employs an Ethernet network for communication between the end host and the storage array. A couple of good examples of file-based storage are CIFS (Common Internet File System) used by Windows computers, HFS+ on Mac OS, and NFS (Network File System) used by UNIX. NFS has become the more popular choice over the past few years. By the way, block and file storage aren’t mutually exclusive. You’ll often find networks using a combination of NFS, CIFS, Fibre Channel, and iSCSI. Figure 3.5 pictures a data center with file storage implemented on an Ethernet network and block storage on the Fibre Channel network.



FIGURE 3.5 File-based storage



Block and File Storage These two storage technologies can also work together. Say that we have two computers: PCA and PCB. PCA has a SATA hard disk and, using block-based storage, it creates—and can later access—a file called TODD.TXT. Now let’s say that PCA shares the folder where this file resides in Windows using CIFS so that others can access it on the network. When PCB accesses this file, it must use file-based storage because it has no way of knowing how the file is stored on the disk (see Figure 3.6).



FIGURE 3.6 File transfer The flow of the file transfer conversation between PCB and PCA would follow these steps: 1. PCB uses file-based storage to request TODD.TXT over the network. 2. PCA gets the file-based request. 3. PCA looks up the file in the file allocation table. 4. PCA requests the file from the SATA drive using block-based storage. 5. PCA returns the file over the network to PCB using file-based storage. Nice! Just remember that block-based storage means knowledge of the specific blocks of which the files are composed, while file-based storage means that only the filename is known.



Fibre Channel Networks Fiber Channel is the lower-level protocol that builds the paths through a switched SAN network that allows SCSI commands to pass from the server’s operating system to remote storage devices. The server, which is commonly called the initiator, contacts the switch, and they have a discussion about obtaining remote storage. The path then gets set up that allows the initiator to talk to the target across the Fibre Channel network. After the Fibre Channel connection is made, it acts as a tunnel through the switching fabric that the SCSI protocol uses between the initiator and the target to store and retrieve information off the hard drives. A storage area network (SAN) is a high-speed network composed of computers and storage devices. Instead of servers having locally attached storage with hard drives installed, the storage arrays are remote and accessed over a SAN. In modern data centers, this allows for
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dedicated storage arrays that can hold massive amounts of data and that are highly redundant. The servers and their host operating systems can easily be replaced or relocated via host virtualization techniques since the hard drives remain stationary and do not need to be moved with the servers. The servers can run multiple storage protocols, such as Fibre Channel, iSCSI, FCOE, or standard Ethernet or Fibre Channel switching fabrics to access storage shares. The server communicates with the Fibre Channel network via host bus adapters (HBA) installed in the servers, much like NIC cards are installed to access the LAN. To the server’s operating system, the storage appears to be attached locally as it talks to the HBA. The magic goes on behind the scenes where the HBA takes the SCSI storage commands and encapsulates them into the Fibre Channel networking protocol. Fibre Channel is a high-speed, optical SAN, with speeds ranging from 2 gigabits per second to 16 gigabits and higher. There are usually two SAN networks—SAN A and SAN B—for redundancy, and they have traditionally been separate from the LAN; see Figure 3.7.



FIGURE 3.7 SAN network With the introduction of the converged fabric in the data center, a new spin on the Fibre Channel protocol is called Fibre Channel over Ethernet (FCoE). The Fibre Channel frames are encapsulated into an Ethernet frame, and the switching hardware is shared with the LAN. This approach saves on switching hardware, cabling, power, and rack space by collapsing the LAN and SAN into one converged—also called unified—switching fabric (see Figure 3.8).



FIGURE 3.8 Unified network Storage requires a lossless connection between the server and the storage array. By design, Ethernet is not lossless and will drop Ethernet frames if there is congestion. This could cause an operating system to fail. In order to make the storage traffic lossless, there are several mechanisms that use quality of service (QoS) and the various networking layers to identify which traffic is storage and to make it a higher priority than the normal LAN data on the same link. These methods and standards will be covered in later sections.



Describe the SAN Initiator and Target When the server wants to either read or write to the storage device, it will use the SCSI protocol, which is the standard that defines the steps needed to accomplish block-level storage read and write operations. The server requests a block of storage data to what it thinks is a locally attached SCSI drive. The HBA or iSCSI software installed on the server receives the requests and talks to the network either via iSCSI over Ethernet or by using the Fibre Channel protocol over a SAN. The server is known as the initiator and the storage array is the target (see Figure 3.9).
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FIGURE 3.9 SAN initiator and target The target does not request a SCSI connection but receives the request from the initiator and performs the operation requested. The initiator usually requests a read or write operation for a block of data, and it is up to the storage controller on the target to carry out the request. The storage array contains blocks of storage space called logical unit numbers (LUNs), which are shown in Figure 3.10. A LUN can be thought of as a remote hard drive. The LUN is made visible to the network and the initiators that request the data stored on the LUN as if it was a storage device directly attached to the operating system.



FIGURE 3.10 LUNs



Verify SAN Switch Operations SAN switching is a bit of a different world from traditional LANs. SANs run the Fibre Channel protocol, and for redundancy it is common to deploy two completely separate networks in parallel. Traditional SAN switches support only the Fibre Channel protocol and do not transmit any Ethernet-based LAN traffic. A SAN is a completely separate network from



the LAN. Like Ethernet switches, Fibre Channel switches carry out their forwarding duties based on Layer 2 information. They also utilize star topology and often control traffic. But unlike Ethernet, Fibre Channel switches require end devices to log in and identify themselves. Plus they take control to a new level by regulating which end devices can communicate with each other through zoning, which we’ll cover soon. Figure 3.11 depicts the MDS 9148, a common Fibre Channel switch.



FIGURE 3.11 MDS 9148 switch With ever-increasing server power and the ability to run many virtual machines on one host computer, the demand on the SAN is growing. On storage arrays, new technologies such as solid-state drives (SSDs) have much faster read and write performance than traditional mechanical drives, which adds extra SAN traffic loads on the switch fabric. Fibre Channel interfaces have kept pace by increasing their speed, and they come in a variety of speeds starting at 1 gigabit and progressing through 2, 4, 8, and 16 gigabit speeds, with 32 gigabit and 128 gigabit products being introduced to the market. The SFP speeds must match between the HBA and the F port on the switch or nothing will work. With modern data centers consolidating many hosts into a single-server platform, the number of cables going into each server has exploded at the access point of the data center network. And with the deployment of 10G Ethernet to the servers and consolidation of LAN and SAN traffic on converged network adapters, the amount of cabling into the servers has been greatly reduced. There are many options on MDS switches, including the ability to interconnect dissimilar storage protocols such as Fibre Channel, FCoE, and iSCSI. The Multilayer Director Switch (MDS) is the Cisco product family for SAN networking. The MDS product family consists of small stand-alone switches up to large chassis-based systems of various port densities, redundancy, and features that fit the requirements of any SAN environment. It is interesting to note that the NX-OS operating system developed for the MDS product family was modified and used as the operating system for the Nexus product family of data center switches, and Nexus storage support is a subset of MDS capabilities. The MDS switches connect the initiators to the targets using the SCSI protocol encapsulated
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inside Fibre Channel, or in some cases FCOE and iSCSI. Multiple MDS switches can be connected together in a network and their databases of connected devices shared among them. Since storage is so critical to the operation of a server, two host bus adapters are usually installed in a server, and one HBA port is connected to SAN A and the second port to SAN B. These two networks are physically separate from one another and have their own control and data plane for redundancy. Both SAN A and SAN B connect to the storage arrays to allow for two completely separate paths from the initiator to the target.



Describe Basic SAN Connectivity Fibre Channel can support a variety of port speeds, and the fiber adapters must match up with the device connected at each end. For example, if you are connecting a server’s HBA to the MDS switch and the HBA has multimode fiber and 8 Gbps optics, then you must have the same fiber type and speed at each end. Fiber optics do not negotiate speed as do most LAN connections. It is also important that the MDS switch support the speed of the inserted small form-factor pluggable (SFP) modules. Figure 3.12 shows a common SFP with a fiber-optic connection, and Figure 3.13 shows a standard multimode fiber-optic cable commonly used in SAN networking.



FIGURE 3.12 SFP module



FIGURE 3.13 Multimode fiber-optic cables There are many port types defined in the Fibre Channel specifications, such as a node port to define a connected host or storage array. The port types must be configured in the MDS to match the connected device. If you are connecting MDS switches together, then inter-switch links (ISLs) must also be configured using the command line. We will go into detail on these issues later in the chapter. SAN switches use IP addresses for management connectivity using Telnet, SSH, SNMP, or HTTP. Cisco also has a family of management applications that provide graphical configuration and management of the SANs as well. Each MDS switch is given a name, as a LAN switch would have. Next, each switch must have its own unique domain ID, which is usually a number between 1 and 255. The domain ID must not be duplicated in the SAN fabric, and it is used to identify that particular MDS switch in the network.



Describe Storage Array Connectivity
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Storage arrays with Fibre Channel connectivity are a dominant focus in this chapter. Keep in mind that the storage array is really a collection of hard disks with a network interface at its core. Fibre Channel switches allow for block access to storage across the Fibre Channel network. With SANs come many added advantages over traditional SCSI cabling: the distance has increased with Fibre Channel, performance is much faster, and disk utilization is improved since storage local to a server may never be fully utilized. With multiple paths, there is greater reliability. Absent the need to install local hard drives into each server, the data center footprint can be reduced. Also, storage space on the disk arrays can be provisioned dynamically without downtime. The centralized storage systems allow for ease of backup and control of the data. Storage arrays range from the basic to the amazingly complex. At the bottom of the storage food chain is the JBOD, or “just a bunch of drives.” A JBOD is an external rack of hard drives that act as remote drives to a server, and it does not have any advanced feature sets offered by the higher-end storage controllers found in the modern data center. The storage array approach is more common, and it offers many advanced features by using a special system called a storage controller to manage the racks of disks attached to it. The storage controller then attaches and manages the interaction among the SAN, initiators, and the storage resources. The controllers are generally redundant and contain systems that contain flash storage for caching and I/O optimization. They also house racks of hard drives or SSDs and manage the RAID levels, LUNs, and other vendor features. Most storage array connections are Fibre Channel, and with 10G Ethernet FCoE with iSCSI connections, they are becoming popular interfaces. EMC and NetApp are two of the leading storage array vendors. Have no fear; we’ll show you how to connect all these components together very soon!



Describe Storage Protection Storage arrays protect their data via three types of Redundant Array of Independent Disks (RAID) technology. Raid 0 is not redundant at all, because it combines two drives into one but does not put backup copies on the other disk. Instead, it writes across the drives, leaving many to wonder how it became a member of the family. Raid 1 is deployed using two drives to mirror data from one drive to the other. This provides redundancy but uses 50 percent of each disk’s capacity to back up the other drive. To use Raid 5, you need a minimum of three disks. All data is written to each disk in stripes. A mathematical calculation called parity is written to one of the disks, which, in combination with the other disks, works as a backup in case one of the non-parity disks fails to rebuild missing data. Raid 6 uses two parity drives, which means two drives can be lost without losing any data. The strangely named RAID 1+0 uses two RAID 0 arrays and then writes an exact copy



between them, as does RAID 1. This increases the performance of RAID 0+1, and it has redundancy without the need to set aside disk space for parity.



Describe Storage Topologies Ready? It’s time to take that tour of key topologies that we promised earlier. Keep in mind as we move through this section that a combination of HBA, Fibre Channel switches, and storage arrays can be configured in a variety of these topologies.



Point-to-Point In a point-to-point topology, the workstation or server is directly attached to the storage array, as shown in Figure 3.14. Make a mental note that only a single device can access the storage array when using a point-to-point topology.



FIGURE 3.14 Point-to-point topology



Technet24.ir



This topology was so popular for video editing that Mac workstations actually shipped with a built-in Fibre Channel HBA just to support the task for a serious stretch!



Arbitrated Loop Fibre Channel Arbitrated Loop (FC-AL) connects everything involved in a unidirectional loop. The serial architecture supports 127 devices, such as SCSIs, and bandwidth is shared among all of them, as pictured in Figure 3.15.



FIGURE 3.15 Fibre Channel Arbitrated Loop We still employ arbitrated loops with storage systems for connecting trays of disks to the storage controller. Fabric connectivity is more commonly used for server connections.



Fabric Fabric, or switched fabric topology, uses SAN switches to connect the nodes of a network



together. Figure 3.16 provides a simple example wherein devices connect only to a single network or fabric. This implementation works great, but since it doesn’t provide any fault tolerance, it’s used only in a non-production environment.



FIGURE 3.16 Simple fabric The most common implementation that you’ll find is that of utilizing two separate fabrics, as shown in Figure 3.17. Note that unlike with Ethernet switches, there is no interconnection between the two fabrics. Keep that in mind! The end nodes have two separate ports, and each of them connects to one fabric, adding vitally important fault tolerance. If one fabric fails, the end node can use the other fabric to communicate.
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FIGURE 3.17 Dual fabric



Port Types Fibre Channel offers a number of different port types depending on the purpose they’re needed to serve. A node port (N port) is predictably found on the node itself, and it operates just like a port in a storage array or on a server. N ports connect point-to-point either to a storage enclosure or to a SAN switch. A fabric port (F port) is located on the Fibre Channel switch and connects to an N port. An E port, or expansion port, connects one switch to another switch for inter-switch link (ISL) communications. In a loop, whether arbitrated or via a hub, the node loop ports (NL ports) are the ports on the hosts or storage nodes. Just so you know, there are several other port types, but they’re outside the exam objectives, so we’re not going to cover them. Figure 3.18 shows an example of the various port types that we just discussed.



FIGURE 3.18 Fibre Channel port types



Storage Systems It’s not just a rumor—storage systems can be stunningly complex! Fortunately, you need only a basic understanding of the major components to meet the objectives. As mentioned earlier, the storage array is essentially a collection of hard disks, as pictured in Figure 3.19.
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FIGURE 3.19 Fibre Channel SAN components Storage is allocated to hosts based on logical unit numbers (LUNs), not on physical disks. When a server administrator requests 10 GB of disk space on the storage array, a 10 GB LUN portion is allotted, which can comprise quite a few kinds of physical storage underneath. The storage administrator can increase or decrease the LUN size, with some LUNs being used by a single host for things like booting up. Shared LUNs are accessible by multiple hosts, and they are often found where virtual machine images are shared. The entire storage array connects to the Fibre Channel via the storage processors (SPs). There are typically two of them so that one is available for connecting to each fabric. Individual SPs have their own unique addresses, which host devices use to connect to the storage system.



World Wide Names Just as MAC addresses are used in Ethernet networks to identify an interface uniquely, Fibre Channel employs World Wide Names (WWNs) to identify specific ports known as World Wide Port Names (WWPNs). An HBA with one interface would have one WWPN; an HBA with two interfaces would have two, and so on, with one WWPN used for each SAN fabric, as shown in Figure 3.20.



FIGURE 3.20 World Wide Names World Wide Node Names (WWNNs) represent specific devices like the card itself, and they are unique 8-byte vendor-assigned numbers. An HBA with two interfaces would have one WWNN and two WWPNs. To visualize this, look at Figure 3.21, which shows a single fabric network made up of a server, a switch, and a storage array. As you can see, a WWPN is being used to identify each of these devices on the network. To communicate with the storage array, the server is using WWPN 50:00:00:11:22:33:44:55 and the storage array is using WWPN 20:01:00:11:11:11:11:11 to identify the host.



FIGURE 3.21 Word Wide Port Names We’ll discuss this process in greater detail a bit later when we explore what’s done with this information and more. Don’t get too confused—know that even when consulting Cisco literature exclusively, you’ll
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likely come across pWWN and nWWN as alternatives for WWPN and WWNN!



SAN Boot Servers in modern data centers rarely have a local disk drive, so they have to boot through a storage area network using SAN boot. Understanding how SAN boot works is important because it really puts all of the pieces together. Let’s start with the topology shown in Figure 3.22.



FIGURE 3.22 SAN boot Yes, we’ve made the WWPNs super short so that they’re easy to discuss, but the concept is still here in full. Let’s say that you’re the server administrator and you want your new server to boot off the SAN. The first thing that you would do is call the storage administrator and request a 50 GB LUN. If the SAN administrator agrees, he or she will ask you about the server’s WWPN before creating your 50 GB LUN, which we’re going to call XYZ. The SAN admin will then configure LUN masking on the storage array so that only the server’s WWPN (444) can access LUN XYZ. As the server admin, your next step is to configure the HBA to connect to the storage array when the computer boots—a process achieved by rebooting the server and pressing a key combination to access the HBA BIOS. Never forget that the boot target must be set to the WWPN of the storage controller (888). As you know, the Fibre Channel switch doesn’t allow communication by default. Thus, to make communication happen, you have to create a new zone that will allow server WWPN to talk to storage array WWPN (444 to 888) and add it to the active zone set. SAN booting is now configured. When the server powers on, the HBA will log into the SAN fabric and attempt to connect to 888, and the request will be allowed because of the zoning on



the MDS. What’s actually going on here is that the storage array receives the request from 444, checks the LUN masking to determine if LUN XYZ is accessible, and responds accordingly to the server HBA. If all goes well, the HBA will provide a 50 GB LUN to the server as if it were a local disk. However, sometimes you’ll see an “Operating system not found” message instead. If you get this message, it’s actually because an OS hasn’t been installed yet! You can install an operating system from a DVD, and as soon as you have done that, the server can boot from the SAN.



Verify Name Server Login In order for there to be end-to-end communications from the SAN initiator to the SAN target, the devices must log into the SAN fabric. On the MDS switches, each virtual storage area network (VSAN) runs its own instance of a database that keeps track of logged-in devices. The VSAN database includes the name of the VSAN, whether it is in an active or suspended state, and if the VSAN has active interfaces and is up. SAN_A# show vsan 20 vsan 020 information name:VSAN0020 state:active in-order guarantee:no interoperability mode:no loadbalancing:src-id/dst-id/oxid



The fabric login (FLOGI) shows which interfaces are logged into the fabric, their VSAN ID, Fibre Channel ID, World Wide Port Name, and the World Wide Node Name, as shown in Figure 3.23.



FIGURE 3.23 Fabric login On the Cisco MDS SAN switch command line, you can monitor SAN operations as shown here: SAN_A# show flogi database —————————————————————————————————————INTERFACE VSAN FCID PORT NAME NODE NAME —————————————————————————————————————sup-fc0 2 0xb30100 10:00:00:05:50:00:fc:23 20:00:00:05:50:00:fc:89
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fc1/12 1 0xb200e1 21:00:00:04:de:27:18:8a 20:00:00:04:de:27:18:8a fc1/12 1 0xb200e2 21:00:00:04:de:4c:5c:88 20:00:00:04:de:4c:5c:88 fc1/12 1 0xb200de 21:00:00:04:de:4c:5c:29 20:00:00:04:de:4c:5c:29 fc1/12 1 0xb200b4 21:00:00:04:de:4c:3f:8c 20:00:00:04:de:4c:3f:8c fc1/12 1 0xb200b4 21:00:00:04:de:4c:86:cf 20:00:00:04:de:4c:86:cf Total number of flogi = 6.



The Fibre Channel Name Server (FCNS) is the database that keeps track of connected hosts, their IDs, whether they are nodes or another type of connection, the manufacturer, and what features they support: SAN_A# show fcns database ————————————————————————————————————— FCID TYPE PWWN (VENDOR) FC4-TYPE:FEATURE ————————————————————————————————————— 0x010000 N 50:06:0b:00:00:10:b9:7f scsi-fcp fc-gs 0x010001 N 10:00:00:05:30:00:8a:21 (Cisco) ipfc 0x010002 N 50:06:04:82:c3:a0:ac:b5 (Company 1) scsi-fcp 250 Total number of entries = 3



Describe, Configure, and Verify Zoning It is very import that there be some form of security between the initiator and the target in a SAN network. For example, if a Linux host were able to attach to a storage device that is formatted to support a Microsoft operating system, there is a very good possibility that it would be corrupted. Zoning is a fabric-wide service that allows defined hosts to see and connect only to the LUNs to which they are intended to connect. Zoning security maps hosts to LUNs. Members that belong to a zone can access each other but not ports on another zone. Nevertheless, it is possible to assign a device to more than one zone. It is common to configure a zone for each initiator port and the target to which it is allowed to communicate. Zones can be created to separate operating systems from each other, to localize traffic by department, or to segment sensitive data. Multiple zones can be grouped together into a zone set. This zone set is then made active on the fabric. While we can configure multiple zone sets, only one can be active at a time on the fabric. A zone can belong to multiple zone sets because only one zone set at a time is allowed to be active on the fabric. Creating a Zone on an MDS Switch and Adding Members SAN_A(config)# zone name  vsan  SAN_A(config-zone)# member pwwn  SAN_A(config-zone)# member pwwn  SAN_A(config-zone)# exit



Alternatively, you can do the following: Using Aliases Instead of their Port World Wide Names SAN_A(config)# zone name  vsan  SAN_A(config-zone)# member fcalias 



SAN_A(config-zone)# member fcalias  SAN_A(config-zone)# exit Creating a Zone Set on an MDS Switch and Adding the Zones to the Zone Set SAN_A(config)# zoneset name  vsan  SAN_A(config-zoneset)# member  SAN_A(config-zoneset)# member  SAN_A(config-zoneset)# member  SAN_A(config-zoneset)# exit Making the Zone Set Active on the Fabric SAN_A(config)# zoneset activate name  vsan 



After the zone configuration is completed and the zone set has been applied to the fabric, the following show commands are helpful: Show the Status of the Active Zone SAN_A# show zone status vsan 111 Show the Zone Sets on a Fabric SAN_A# show zoneset | inc zoneset Show the Active Zone Sets on a Fabric SAN_A# show zoneset active | inc zoneset Show the Zone Set/Zones in VSAN 20 SAN_A# show zoneset active vsan 20



Perform Initial MDS Setup At the NX-OS prompt, you can type setup, or if you boot a MDS switch with no configuration, it will enter setup mode by default. Setup mode lets you enter a basic configuration into an MDS switch, but it does not configure the individual ports.



Exercise 3.1 Performing the Initial MDS Setup You are now in the initial setup dialog of the MDS switch, and you will go through a question and answer process to enter the data. 1. Answer yes at the prompt to enter the basic configuration dialog. This setup utility will guide you through the basic configuration of the system. Setup configures only enough connectivity for management of the system. Please register Cisco MDS 9000 Family devices promptly with your supplier. Failure to register may affect response times for initial service calls. MDS devices must be registered to receive entitled support services. Press Enter in case you want to skip any dialog. Use ctrl-c at anytime to skip away remaining dialogs. Would you like to enter the basic configuration dialog (yes/no): yes



2. 



admin is the default MDS management account. Add the password here:
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Enter the password for admin: admin



3. You can create a new account in addition to the default admin account: Create another login account (yes/no) [n]: yes



4. Add the user_name for the new account: Enter the user login ID: user_name



5. Add your password for the user_name: Enter the password for user_name: user-password



6. If you choose to use version 3 of SNMP, enter yes: Configure SNMPv3 Management parameters (yes/no) [y]: yes



7. Add the SNMP version 3 user_name (the default is admin): SNMPv3 user name [admin]: admin



8. Enter the SNMP version 3 password to match what is on the management station. The password defaults to admin123, and it needs to be at least eight characters: SNMPv3 user authentication password: admin_pass



9. Enter yes to set the read-only community string for SNMP: Configure read-only SNMP community string (yes/no) [n]: yes SNMP community string: snmp_community



10. Add the name of the MDS switch: Enter the switch name: switch_name



11. Enter yes (the default) to configure the mgmt0 port that is used for out-of-band management: Continue with Out-of-band (mgmt0) management configuration? [yes/no]: yes Mgmt0 IPv4 address: ip_address Mgmt0 IPv4 netmask: subnet_mask Configure the default-gateway: (yes/no) [y]: yes IPv4 address of the default-gateway: default_gateway



12. Configure what Cisco refers to as the advanced IP options, such as the in-band management, static routes, the default network, DNS server addresses, and the domain name: Configure Advanced IP options (yes/no)? [n]: yes Continue with in-band (VSAN1) management configuration? (yes/no) [no]: no



Enable the ip routing? (yes/no) [y]: yes



13. Cisco suggests that a static route be used to reach the gateway: Configure static route: (yes/no) [y]: yes Destination prefix: dest_prefix Destination prefix mask: dest_mask Next hop ip address: next_hop_address Configure the default network: (yes/no) [y]: yes Default network IP address [dest_prefix]: dest_prefix



14. Add the IP address of the DNS server and the domain name: Configure the DNS IP address? (yes/no) [y]: yes DNS IP address: name_server Configure the default domain name? (yes/no) [n]: yes Default domain name: domain_name



15. Telnet and SSH access can be enabled or disabled. SSH is disabled by default, and it is a good security practice to enable the secure SSH protocol and disable the unencrypted Telnet protocol: Enable the telnet service? (yes/no) [y]: no Enabled SSH service? (yes/no) [n]: yes Type the SSH key you would like to generate (dsa/rsa/rsa1)? dsa Enter the number of key bits? (768 to 2048): 1028



16. NTP is the Network Time Protocol server that the MDS accesses to sync its clock to for time-stamping logging events. Configure it here: Configure NTP server? (yes/no) [n]: yes NTP server IP address: ntp_server_IP_address



17. Decide whether the ports are enabled or disabled by default. This does not affect the management 0 interface. Shut is the default setting, and it can be changed if desired: Configure default switchport interface state (shut/noshut) [shut]: shut



18. The default switchport trunk mode is on, and it can be left in that state: Configure default switchport trunk mode (on/off/auto) [on]: on



19. It is a good idea to leave the default mode as F: Configure default switchport mode F (yes/no) [n]: y



20. This may be a security issue in some data centers, and it would thus need to be changed from the default of having port channels autocreate. The default is enabled: Configure default port-channel auto-create state (on/off) [off]: on



21. By entering permit, you allow all traffic between devices in the default zone:
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Configure default zone policy (permit/deny) [deny]: permit



22. Enter yes to enable a full zone set distribution: Enable full zoneset distribution (yes/no) [n]: yes



23. Now that you have completed the initial setup, you can review the configuration and make any changes that you want before applying it. 24. Enter no (no is the default) if you are satisfied with the configuration. The following configuration will be applied: username admin password admin_pass role network-admin username user_name password user_pass role network-admin snmp-server community snmp_community ro switchname switch interface mgmt0 ip address ip_address subnet_mask no shutdown ip routing ip route dest_prefix dest_mask dest_address ip default-network dest_prefix ip default-gateway default_gateway ip name-server name_server ip domain-name domain_name telnet server enable ssh key dsa 768 force ssh server enable ntp server ipaddr ntp_server system default switchport shutdown system default switchport trunk mode on system default switchport mode F system default port-channel auto-create zone default-zone permit vsan 1–4093 zoneset distribute full vsan 1–4093 Would you like to edit the configuration? (yes/no) [n]: no



25. Save the configuration in NX-OS: Use this configuration and save it? (yes/no) [y]: yes



After the configuration is saved, it takes effect in the running or operating configuration of the MDS and it is also stored in non-volatile memory as the startup configuration and can survive a reboot.



Describe, Configure, and Verify VSAN A virtual storage area network (VSAN) operates in the same manner as a VLAN in the Ethernet world. It can only communicate with itself on the same fabric or with other fabrics using VSAN trunking, but one VSAN cannot communicate with another. If a port is a member



of a different VSAN, it will not be able to communicate with ports assigned to a different VSAN. A VSAN is a logical SAN created on a physical SAN network. Each VSAN is separated from the other VSANs on the same fabric so that the same Fibre Channel IDs can be used in each VSAN. The steps required for configuring a VSAN and adding interfaces include first creating the VSAN and then adding the desired interfaces into the VSAN. You then configure the interfaces, enable them, and then cable the fiber connections to the servers, storage arrays, or other connected Fibre Channel switches. VSAN 1 is the default VSAN, since it is used for management and other functions. It is not recommended to use this as a production VSAN. By default, all interfaces are in VSAN 1. When additional VSANs are created, the interfaces can be moved into the desired VSAN.



Exercise 3.2 Creating a New VSAN To create a new VSAN follow these configuration steps: MDS_1# config t MDS_1(config)# vsan database MDS_1 (config-vsan-db)#



1. The VSAN database allows for the configuration and addition of VSANs: MDS_1 (config-vsan-db)# vsan 2 MDS_1 (config-vsan-db)#



2. 



vsan 2 is now created and added to the database if it did not exist previously: MDS_1 (config-vsan-db)# vsan 2 name CCNA-DC updated vsan 2 MDS_1 (config-vsan-db)#



3. Update vsan 2 with the name CCNA-DC by suspending vsan 2 and then reenabling it, as shown in step 4. MDS_1 (config-vsan-db)# vsan 2 suspend MDS_1(config-vsan-db)#



4. Enable vsan2 with the no vsan2 suspend command: MDS_1 (config-vsan-db)# no vsan 2 suspend MDS_1 (config-vsan-db)# end MDS_1#



5. Assign interfaces to the VSAN that you created previously: MDS_1# config t
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MDS_1 (config)# vsan database MDS_1 (config-vsan-db)# MDS_1 (config-vsan-db)# vsan 2 MDS_1 (config-vsan-db)#



6. Assign the interface fc1/2 to vsan 2: MDS_1 (config-vsan-db)# vsan 2 interface fc1/2 MDS_1h(config-vsan-db)#



7. You can now use the CLI show commands to review the configurations: show vsan Displays all VSAN information. show vsan 2 Shows information on a specific VSAN. show vsan usage Shows statistics on VSAN usage. show vsan 2 membership will show the VSAN membership information on for VSAN 2 show vsan membership shows the membership information for all VSANs. show vsan membership interface fc1/2 shows the membership information for the interface that you are investigating. fc indicates that it is a Fibre Channel interface on slot 1 and port 2 of a



Cisco MDS series switch, which displays VSAN membership information for a specified interface.



Summary Storage networking can be the most challenging part of a CCNA data center for many people. What trips up most people, however, isn’t that it’s extremely complicated and difficult; it’s just that it’s foreign to many with a Cisco background. Once you get the concepts down and become fluent with the new terminology, you’ll feel a lot more confident! You will find that the storage world uses slightly different terminology than that used in the networking world to describe very similar protocols. Most data centers will use a combination of block and file storage, so you really do need a working knowledge of both. As you study this chapter, take however much time you need to ensure that you have a seriously solid grasp of SAN boot, because once you’re savvy with that, you’ll have this chapter’s concepts nailed down.



Exam Essentials Understand block and file storage. Block storage is used with SCSI, iSCSI, and Fibre Channel protocols. Block storage, whether local or across the network, requests individual sections of stored data residing on a storage device. File storage communicates across the network by requesting files, and it is used by CIFS and NFS. Know Fibre Channel topologies. Point-to-point topologies directly connect a storage array to a workstation. Fibre Channel Arbitrated Loop is used within storage arrays. Fabric switched



networks allow for complex networks to be created using Fibre Channel switches that are similar to Ethernet switches but are designed specifically for storage applications. Recognize the different Fibre Channel port types. Ports on end nodes are N_Ports. Ports on switches are F Ports to connect to end nodes and E_Ports to connect to other switches. NL Ports connect to a Fibre Channel hub or in an arbitrated loop. Remember World Wide Names. WWPNs represent a port on an HBA or storage array. WWNNs represent a device. If an HBA has multiple ports assigned to it, then it will have both a WWNN and multiple WWPNs assigned to it. Identify differences between zoning and masking. Zoning is implemented on the switch, and it controls which end node can communicate with other end nodes. Masking is done on the storage controller, and it controls which LUNs are accessible by which end nodes.



Written Lab 3 You can find the answers in Appendix A. 1. Examine the diagram, and identify the Fibre Channel port types in the blanks provided. A. _______________ B. _______________ C. _______________ D. _______________
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2. Examine the diagram, and identify the SAN initiator and the SAN target in the blanks provided. A. _______________ B. _______________



3. Examine the diagram, and identify the technologies used in a unified network in the blanks provided. A. _______________ B. _______________ C. _______________



Review Questions You can find the answers in Appendix B. 1. What device is used to connect a server to a Fibre Channel SAN? A. SCSI B. NIC C. HBA D. JBOD 2. A converged fabric consists of what two protocols? A. ISL B. Ethernet C. Fibre Channel D. FLOGI 3. What unique address must each MDS switch have assigned? A. FLOGI B. FCNS
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C. ISL D. Domain ID 4. Which protocol encapsulates storage requests into a protocol that can be routed over a LAN? A. Fibre Channel B. Ethernet C. iSCSI D. FCOE 5. When performing an initial setup on a MDS 9000 series Fibre switch, which two items are required? A. Default zone set B. Date C. Host name D. Default switchport mode 6. Which of the following are file-based storage protocols? A. CIFS B. NFS C. Fibre Channel D. iSCSI E. FCoE 7. What is the port type for a Fibre Channel HBA connected to a Fibre Channel hub? A. N_Port B. E_Port C. NL_Port D. F_Port 8. What are the port types between a Fibre Channel HBA connected to an MDS switch? A. N_Port to F_Port B. E_Port to N_Port C. N_Port to E_Port D. F_Port to E_Port 9. The storage initiator and target perform which function when first connecting to a SAN?



A. VSAN B. FLOGI C. FCNS D. User authentication 10. A SAN fabric service that restricts initiators’ connectivity to targets is known as which of the following? A. LUN masking B. VSAN C. Zoning D. Access control lists 11. Multiple zones be grouped together into which of the following? A. VSAN B. LUN C. Zone set D. SAN 12. What segments a SAN switching fabric where ports are assigned into separate groupings on the MDS, run a separate process, and can only communicate with themselves? A. Zoning B. VSAN C. LUN masking D. ACL 13. What devices connect to a SAN switch? A. JBOD B. ACE C. HBA D. LAN 14. Which of the following are block-based storage protocols? A. CIFS B. NFS C. Fibre Channel D. iSCSI
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E. FCoE 15. What is the default VSAN ID? A. 4096 B. 10 C. 1 D. 32768 16. On the MDS 9000 service Fibre Channel switches, which feature is the equivalent of physical fabric separation? A. LUN B. VLAN C. Zoning D. VSAN 17. How would you determine which ports are assigned to a VSAN? A. MDS#show vsan  B. MDS#show fcns database C. MDS# show vsan  ports D. MDS#show vsan  membership 18. Which command displays whether an HBA is logging into the MDS fabric? A. MDS#show HBA host B. MDS#show host login C. MDS#show fcns D. MDS#show flogi database 19. A SCSI target is contacted by which of the following? A. Initiator B. Originator C. Source D. Successor 20. What is the maximum number of active zone sets on a MDS 9500 SAN switch? A. 3 B. 256



C. 1 D. 1024
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Chapter 4 Data Center Network Services THE FOLLOWING DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 6.0 Data Center Network Services 6.1 Describe standard ACE features for load balancing 6.2 Describe server load balancing virtual context and HA 6.3 Describe server load balancing management options 6.4 Describe the benefits of Cisco global load-balancing solution 6.5 Describe how the Cisco global load-balancing solution integrates with local Cisco load balancers 6.6 Describe Cisco WAAS needs and advantages in the data center



Data Center Network Services In the data center, many applications are best suited to run on the network itself, rather than on clients or servers. Since all traffic flows through the network, special devices and software applications can be installed at this focal point to provide a central location for various types of network services. Many types of technologies are included in the term service, such as server load balancing, networking monitoring and management systems, firewalls, intrusion detection systems (IDS), intrusion prevention systems (IPS), network analyzers, and SSL offload devices, as well as other services. By centralizing these services, the burden of installing and maintaining software across many servers with varying operating systems and clients can be eliminated and consolidated into a centralized network location for ease of maintenance and management. The service devices reside at the Aggregation layer of the data center network, and they are usually grouped together in a block with high availability and redundancy. With the growth in



virtualization, it is possible to have one piece of hardware separated into multiple virtual service appliances.



Standard ACE Features for Load Balancing The Application Control Engine, or ACE, is a Cisco product line that is nearing the end of life but is touched on in the CCNA Data Center exam because the services it provides are relevant regardless of the hardware products used. We will not go into all of the various types of service applications, instead we will focus on a very common application service known as load balancing. As workloads and connections increase, at some point a single server will no longer be able to handle the workload and scale the performance of websites and other applications, such as DNS or FTP server firewalls and intrusion detection/prevention devices. Other load-balancing functions may include offloading applications and tasks from the application server, such as the processing for SSL, compression, and TCP handshakes. Also, by having many servers working together and sharing the load, redundancy and scalability can be achieved. Server load balancing is commonly found in front of web servers. A single IP address is advertised to the web server via domain name system (DNS). This IP address is not that of the real web server; rather it is an interface on the ACE load balancer (see Figure 4.1). As traffic for the website arrives at this interface, the ACE balances the traffic by distributing the connections to one of many real servers connected to it. This IP address is known as the virtual IP, or VIP, and it abstracts the pool of real servers it represents.
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FIGURE 4.1 ACE load balancer The real servers sit behind the ACE, and they receive connection requests using a predictor. A predictor is the method the load balancer uses to determine which real server will receive the next incoming connection request. The most common predictors are listed here: Round-robin This is the default mode on the ACE if nothing else is configured. The next requests are handed to web servers on a list from first to last, and then the process is repeated (see Figure 4.2).



FIGURE 4.2 Round-robin predictor Least-loaded The load balancer can look within its connection tables and see which server has the least number of connections, or load, as a predictor, as shown in Figure 4.3. Allowances can be made for the server for CPU size and utilization, memory, and other metrics.
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FIGURE 4.3 Least-loaded predictor Hashing Hashing occurs when a hash is created using a metric such as the source IP address, an HTTP cookie, or the URL of the website. This hash is then used to make sure that another connection request from the same source will reach the same web server (see Figure 4.4).



FIGURE 4.4 Hashing predictor Server response times and least number of connections are examples of other predictors that



can be configured on a load balancer. An example of least number of connections is shown in Figure 4.5. With the response time metric, the ACE will probe the real servers to see which one has the fastest reply, and it will assign a new connection request to that server. This takes into account such metrics as processor speed and current processing, and it is a more accurate metric than round-robin.



FIGURE 4.5 Least number of connections predictor Another component of the ACE is health checks, which are also sometimes called probes, as shown in Figure 4.6. Probes test the health of the real servers. The load balancer is constantly checking the health of the servers, and if they fall below a specified threshold or fail completely, they are taken out of rotation. Health checks can be as basic as a ping or as elaborate as performing an HTTP GET operation for a piece of data on a backend storage array.
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FIGURE 4.6 Health-checking probes The steps to configure a load balancer include defining the real servers by IP address and, usually, the TCP port and then assigning them into a pool or farm of other servers that will be used in load balancing. The virtual IP is associated with the pool. Other configuration items include the desired predictor algorithm and the health checks.



Server Load Balancing Virtual Context and HA The ACE product family supports virtual device contexts on a single hardware platform. The virtual device architecture allows up to 250 virtual device contexts to be configured on a single piece of hardware. Each context is completely separate and isolated from the other. It is almost as if there are 250 separate load balancers in a single ACE! This saves on power and cooling costs and the number of ACE devices to manage. Since a load balancer is a critical piece of data center equipment, and it sits between the Internet and the web servers, it is important to deploy them in pairs in a high availability (HA) arrangement. The ACE servers are connected with an HA Ethernet link that synchronizes configuration and connection table information. The ACE appliance monitors the health of its paired ACE, and it will take over the load balancing should there be a failure of one of the ACE load balancers in the pair (see Figure 4.7).



FIGURE 4.7 ACE HA pair High availability can be either active-active, where both ACE servers are operational and ready to take the full workload if the other fails, or active-standby, which is the most common state where one ACE is the master and a standby is waiting to take over should the master fail.



Server Load Balancing Management Options In addition to the command-line interface (CLI) for the ACE appliance, there is also Cisco ACE Device Manager support, which provides a GUI interface as well as SNMP support (see Figure 4.8).
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FIGURE 4.8 Cisco ACE Device Manager Multiple role-based options are available. You can configure virtual contexts, load balancing, high availability, and many other options for the ACE Device Manager. The graphical interface allows for detailed viewing of load-balancing statistics for monitoring and managing the ACE appliances.



Benefits of the Cisco Global Load-Balancing Solution The Cisco Global Site Selector uses the DNS function to optimize connection requests based on various metrics (see Figure 4.9). It integrates with the DNS server infrastructure and directs incoming connection requests to remote or local sites. For example, all connection requests in Europe can be directed to a company’s European data center instead of crossing the ocean to an American site. We can extend this for disaster recovery; that is, should there be a failure, all requests can be redirected to another location.



FIGURE 4.9 Cisco Global Site Selector The data center load may be considered when determining where to send connection requests, as well as capacity or company policies. Also, denial-of-service (DoS) attacks can be addressed with optional DDoS protection features, such as blocking DNS requests if a DDoS attack is detected. By intelligently distributing connections with the ACE global load-balancing solution, users will experience faster response times, less WAN bandwidth utilization on long-distance connections, and better data center utilization and redundancy.



Cisco WAAS Needs and Advantages in the Data Center As remote servers and applications are being consolidated from branch locations to the data center, there is now the new challenge of delivering the same level of service remotely from the data center that was experienced when the servers resided locally. The Cisco Wide Area Application Services (WAAS) product line provides WAN acceleration that gives remote locations LAN-like response to centrally located storage, applications, and servers in the data center. WAAS services accelerate the performance of TCP-based
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applications across a wide area network. WAAS reduces latency and traffic across a wide area network. WAAS services allow consolidation of storage, applications, print services, and a single management location by using compression, TCP optimization, and caching of files between the data center and the remote branches. WAAS services use many different technologies to accomplish WAN acceleration. Different compression techniques are used, such as LZ and DRE, which compress the data before sending it across the WAN link and then perform a decompression operation at the remote site to increase throughput across WAN links that are much slower than LAN speeds. At the Transport layer, WAAS employs TCP modification of the window size and specialized congestion management processes. Additional features include file and print server drive cache and DHCP services at the remote locations. The WAAS service is designed to integrate with other services on the network, such as firewalls and the ACE products. The WAAS services reside between the clients at the remote sites and the servers in the data center. The client and the server are totally unaware that traffic is being optimized across the WAN. This is a transparent function, because the WAAS services are deployed in the middle and depend on a device at both the data center and remote site. These devices can be a dedicated appliance, software in a high-end router, or a network module installed in a router. In addition to the CLI, a Central Manager application for WAAS provides a graphical user interface, manages all of the WAAS services, and allows central collection of statistics and error messages.



Summary While network services are not a big part of the CCNA Data Center Exam, they play a critical role in operations, monitoring, and troubleshooting in a modern data center. Since the network is the core of the data center’s connectivity, and all data crosses the network, it is useful to place service modules here instead of at the end points, servers, or other edge devices. Many different services can be placed on the network such as load balancers, intrusiondetection and prevention modules, firewalls, packet capture devices, and SSL offload.



Exam Essentials Understand basic ACE load-balancing functions. It is important to understand exactly what load balancing is, that the VIP is the incoming IP address of the load balancer, and that real servers are connected to share the load of the service. The service is generally HTTP/web access, but other protocols can be load balanced, such as DNS and FTP. Health checks that run from the ACE to the real servers make sure the application is operational so that the server can



remain in service. There are several types of load-balancing metrics, with round-robin being the default and most common approach. Understand global server load balancing (GSLB). Know that global server load balancing localizes traffic to the nearest data center, and that it can modify DNS replies to the client to direct traffic. It is also used for disaster recovery and load sharing between locations.



Written Lab 4 1. Explain what load balancing is and why it is used in modern data centers. 2. Name and explain four load-balancing predictor types. 3. What is high availability in load balancing? 4. What is the function of Cisco Device Manager? 5. Global server load balancing solves what data center needs? 6. Briefly describe Wide Area Application Services (WAAS).



Review Questions You can find the answers in Appendix B. 1. What is the default load-balancing predictor on the ACE 4710 appliance? A. Hashing B. Round-robin C. Response time D. Least number of connections 2. Which of the following allows geographical concentration of data center access? A. DNS B. ACE-GLB C. Hashing D. VDC 3. The advantages of global load balancing include which of the following options? (Choose three.) A. Faster response times B. Less WAN utilization C. Data center redundancy
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D. Predictor utilization 4. Which application provides GUI support for configuring a Cisco ACE load balancer? A. ASDM B. UCSM C. CDM D. ACEDM 5. Which of the following are network services for security? (Choose three.) A. IDS B. IPS C. Firewalls D. SSL offload 6. What load-balancing technology uses a metric to ensure session persistence? A. Predictor B. Hashing C. Persistence D. Probes 7. In the tiered model of data center design, where do the services modules attach? A. Access layer B. Core layer C. Aggregation layer D. Network layer 8. What are three advantages of using virtual device contexts on service modules? A. Reduced rack space B. Reduced power requirements C. Reduced need for cooling D. Physical separation of servers 9. What are three advantages of centralizing network services? A. You do not have to install software on many servers. B. Ease of maintenance. C. Distributed control.



D. Ease of management. 10. What network service allows the consolidation of storage, applications, print services, and a single management location by using compression, TCP optimization, and caching of files between the data center and the remote branches? A. ACE B. Predictor C. WAAS D. NAM 11. DNS and FTP servers can scale to handle large workloads by using what network service? A. WAAS B. Firewalls C. ACE D. VDC 12. On server load balancers, the IP address of the load balancer that is advertised to the world on DNS is called what? A. VRF B. STP C. VIP D. OTV 13. ACE load balancers are constantly checking the health of the real servers connected to them using what? (Choose one.) A. Hashing B. Probes C. VIPs D. Round-robin 14. Data center service modules connect at which layer of the data center model? A. Access B. Core C. LAN D. Aggregation 15. WAAS services allow the consolidation of which services? (Choose two.)
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A. Storage B. Print services C. Intrusion detection D. Load balancing 16. Denial-of-service (DoS) attacks can be addressed with optional DDoS protection features using which of the following? A. WAAS B. Global Site Selector C. Cisco Device Manager D. Intrusion prevention 17. Which of the following is a networking security device or software program that allows for filtering and security between two interconnected networks? A. Load balancer B. Site selector C. Firewall D. Intrusion detection 18. To configure real servers on ACE, what is needed to define the server? (Choose three.) A. IP address B. Virtual IP address C. Pooling D. TCP port 19. WAAS services use which of the following technologies to accomplish WAN acceleration? (Choose three.) A. Window size modification B. Firewalls C. Cache D. LZ compression 20. High availability allows backup of load balancers. What are two types of ACE high availability configurations? A. Peering B. Active-active



C. Active-standby D. Master-slave
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Chapter 5 Nexus 1000V THE FOLLOWING DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 4.0. DC Virtualization 4.1. Describe device virtualization 4.2. Describe server virtualization 4.3. Describe Nexus 1000v 4.4. Verify initial set up and operation for Nexus 1k



Until the software-only Nexus 1000V switches arrived on the scene, Cisco switches were composed of hardware and the Cisco software running on it. This very cool switch is virtual, software only, and it works on x86 servers running special Hypervisor software. If you didn’t already know that virtualization is the biggest leap in data center technology in a decade, you should recognize that it’s a paradigm shift; that is, millions of virtual machines have been deployed, and all of them must connect to the physical network and to each other. Predictably, virtual switches are what we rely on to make this kind of communication happen, so we’re going to check out a couple of different types before we focus on the Cisco Nexus 1000V. You should get very used to virtualization, because Cisco is virtualizing even more network goods, such as firewalls and gateways.



Virtual Switches Okay, I realize that networking was a great deal easier before virtualization was introduced to the data center. Servers ran a single OS and were usually dedicated to a particular task—we had mail servers, web servers, a database server, and so forth, and each one of these was connected to a port on a switch, as shown in Figure 5.1.



FIGURE 5.1 Traditional servers Sometimes servers were connected to multiple ports for redundancy, adding fault tolerance and making network administrative duties more straightforward. Server admins would make an announcement about a new web server coming online, and a port was assigned to connect it right up. Of course, we had to configure that port for the correct VLAN and policies like portspecific security settings, but that wasn’t too hard. For the sake of example, let’s put the web server port on VLAN 20 and allow TCP traffic destined to the common web ports, 80 and 443. The web server would then connect to the appropriate port, as you can see in Figure 5.2.
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FIGURE 5.2 Traditional policies and control This traditional way of doing things gave us individual control of each server and the lines of responsibility were clearly drawn: Server administrators took care of servers, network administrators took care of networking, and the storage administration team handled storage duties. Storage is the third silo. If a server became compromised with something invasive like a Trojan, a virus, or a worm, intelligent intrusion-prevention software or antivirus software would police the attack. It monitored the network, tracked down the rogue traffic’s origin, and then decisively shut down the corresponding port. So, if the email server was compromised, we would have just shut down that specific port until the server was patched and repaired. This one-to-one relationship between servers and interfaces on a switch was one of the things that made network management such a breeze!



Server Virtualization The winds of change blew in with the virtualization of servers, which revolutionized the data center by allowing multiple, logical servers to run on a single physical box. Intel has developed astoundingly powerful CPUs that can pull this off without a hitch. The new memory architecture allows for a tremendous amount of memory per physical server, and with these massive resources at our disposal, we can run a legion of virtual machines on a single host! Figure 5.3 displays a simple example of server and network virtualization, where the physical



host on the left has two virtual machines, one running an email server. The one on the right has a single virtual machine that’s running SharePoint Server. These devices aren’t aware that they’re virtualized or that they’re sharing hardware with other virtual machines, because from their perspective it appears that they have dedicated, physical systems. Both the email server and the web server must access network resources via the physical network interface on the host. This fact pretty much screams that we really need a way to manage their access to the physical network. And it doesn’t end there—communications between these servers must also be controlled at the virtual level!



FIGURE 5.3 Server and network virtualization The key to making this feat of virtualization possible is a component called a hypervisor. This important piece of software, such as VMware vSphere or Microsoft Hyper-V, allows us to create multiple, logically defined machines from a single physical device.



Network Connectivity Network connectivity inside the physical host is vital to understand. Figure 5.4 illustrates the basic components that permit communication to and from virtual machines. Each of these devices has one or more virtual network interface cards, or vnics, which connect to a virtual port on a virtual switch that behaves just like a physical switch does—only, we can’t touch it! We take the physical NIC and chop it up into a bunch of virtual NICs that we can then attach to the virtual machines running on the hypervisor. Traffic from the virtual machine is received by the virtual switch and flooded or forwarded based on its MAC address tables. Furthermore, traffic from all virtual machines on a given physical host that’s destined for locations outside of it must exit through physical interfaces. All of this begs the questions: Where, exactly, do we implement policies on the physical switch, and where do we do that on the virtual switch as
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well?



FIGURE 5.4 Network connectivity Figure 5.5 describes policies in a virtual environment, and it shows that they can be implemented in multiple locations. Let’s take a look at the virtual switch first and talk about the connectivity aspects of the virtual machine, including VLAN specifics and security policies.



FIGURE 5.5 Policies in a virtual environment



Virtual machines are often located in different VLANs, so the interface coming out of the physical host must be in trunk mode when it connects to the physical network switches in order to carry traffic from multiple VLANs. We can also implement policies on the physical switch to control traffic based on the MAC address or IP address. Even though the Nexus 1000V supports both the Microsoft Hyper-V and VMware vSphere solutions, we’re going to focus on a VMware system in order to correlate with the exam objectives. Figure 5.6 provides a snapshot of what’s going on inside the physical VMware server. See that port group? Port groups are used to define various characteristics of one or more ports on a virtual switch, but usually we use them to define VLANs.



FIGURE 5.6 Inside the physical server So far, we’ve been talking about virtual machine port groups because they’re the most common. Normal day-to-day management of a virtual network usually revolves around virtual machine port groups. But there’s a special type called a VMkernel port group that’s used for accessing IP-based storage, hypervisor management traffic, and virtual machine migration. Service console ports are used on older ESX servers to provide a command-line interface (CLI).



Standard Virtual Switch VMware virtual switches are pretty easy to configure. Just log into the management interface
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via the vSphere GUI, web client, or CLI, create the port group, and then define to which VLAN it belongs. The standard virtual switch is included in VMware Essentials, Essentials Plus, Standard, and Enterprise versions. When you create a virtual machine, the virtual network interface is assigned to a port group. Using templates makes things even easier because they let you create a whole bunch of similar virtual machines. When using VMware’s standard vSwitches, keep in mind that they must be configured individually on each host. Another important factor is that they don’t replicate, so any changes made to one host’s standard vSwitch must be manually modified on all of the other standard vSwitches if you want consistency. This increases the management effort, that is, having to connect and make changes to each individual standard virtual switch. Understand that cool features like vMotion will fail if the standard vSwitch configurations aren’t consistent among all hosts! A VMware server has the capacity for more than one standard virtual switch (vSwitch) to be active at the same time. Remember these are Layer 2 switches, so they provide basic functionality for port channels, CDP, and trunking. Clearly, standard switch configuration, as shown in Figure 5.7, can get a little complicated if you have many servers, because you must configure every host separately. This means that if you want to create VLAN 20 on all six of these hosts, you would have to connect to each one and create VLAN 20 on every standard switch. This type of configuration can create numerous problems. Besides the tedium and overhead issues, there’s the very real threat of a misconfiguration between standard switches.



FIGURE 5.7 Standard switch configuration Check out the example in Figure 5.8, where we want to vMotion a virtual machine that’s currently associated with a port group assigned to VLAN 20. vMotion permits a live migration of our virtual machine from one physical host to another while the virtual machine is running. Of course, the virtual machine that’s being vMotioned expects to find the same environment on the destination host that exists on the source host. If that doesn’t happen, the machine won’t have the necessary resources to complete the process and vMotion will fail.
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FIGURE 5.8 Failed vMotion This is why standard virtual switches are great for small environments but not for large data center environments—they just don’t scale up well enough. For that reason, we’re going to move on to explore the wonders of the distributed virtual switch.



VMware Distributed Virtual Switch So how do you go about securing a consistent configuration for every one of your virtual switches? You have to centralize the configuration into a single point, that’s how! To the rescue comes some very sweet technology called VMware distributed virtual switch (DVS). DVS comes only in the Enterprise Plus edition of VSphere, and it is required if you plan to install the Cisco 1000V switches, because it includes all of the application program interfaces (APIs) required for third parties to install their virtual switches into VMWare. It works via a centralized management server within VMware called vCenter, which provides a way to manage a distributed virtual switch. The idea is for a single logical switch to serve the entire VMware environment, as shown in Figure 5.9.



FIGURE 5.9 Distributed virtual switch To make this happen, you have to log into vCenter, go to DVS, and create a new port group for VLAN 20. It works like this: Once the port group has been created in DVS, vCenter will then reach out to each physical server associated with that specific DVS to create or replicate the port group on every one of those machines. This is how DVS secures consistent configuration throughout your environment. As if that wasn’t cool enough, DVS can impressively track a virtual machine’s port group, its policy, and statistics, even if that virtual machine vMotions from one host to another host— sweet! Even though VMware’s DVS provides a super-sleek solution for managing a whole bunch of virtual switches at once, you still have two challenging issues to tackle with this type of implementation. The first one is that just because you have a completely functional switch, it doesn’t mean that you also have all of the advanced capabilities that a modern, physical switch from Cisco or other major vendor has. Your second challenge presents itself in Figure 5.10. In the figure, you can easily see that actually you now have a Cisco switch plus a VMware switch to manage—two distinctly different types!
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FIGURE 5.10 Network administration in a virtual environment This is a problem—and a big one at that. Cisco administrators, who are used to having supreme control over their networks, are now faced with managing in a VMware environment in addition to their native Cisco environment. And they’re not alone—VMware admins must now deal with an unfamiliar Cisco network and, predictably, this kind of split administration can cause a lot of grief! Because the networking team can only be in charge of the connection to the physical switch, they also lose some visibility into the virtual network and the access ports that connect to the virtual servers. This complicates troubleshooting, and it does not allow for security features to be implemented inside the virtual switch. With the loss of management and monitoring tools in the standard switch configurations, a more efficient approach was needed. Rolling out a simple VLAN now requires two totally different groups of administrators. The problem isn’t simply that you now have a distributed virtual switch. At its core, the problem is that the new switch isn’t a Cisco distributed virtual switch, which leads straight to the Nexus 1000V for the solution to this dilemma!



Nexus 1000V Switch The reason that the Nexus 1000V switch is such a tight solution is that this device is, in fact, a distributed virtual switch that also happens to be running a Cisco Nexus NX-OS operating system with an extensive list of valuable features. The 1000V actually replaces the VMware distributed virtual switch in a VMware environment, while it fully appears to the VMware administrator as just another type of distributed virtual switch. Cisco administrators are given



a bona fide Cisco Nexus switch device running in the virtual environment, and they can use all of the tools and commands while getting every bit of the functionality to which they’ve grown accustomed. This is a rare and valuable win-win solution for all! Of course, all of this means that the whole administration model for the network must change. VMware administrators are no longer responsible for managing the virtual network, and relieved of that burden they can now focus all resources on administering virtual machines. Whenever a change needs to be made on the network, either physically or virtually, the Cisco administrator will be able to handle it without pause. This also now gives the network team the ability to manage the network all the way to the virtual machine’s NIC card, and it gives complete visibility to the network management tools. As of this writing, there are three distinct switch types available in a virtual environment: Standard virtual switches configured on a per-host basis. VMware DVS for managing a single logical switch that spans multiple servers using VMware tools. The added features of the standard switch include port mirroring, QoS, inbound traffic shaping, NIC teaming based on the traffic load, netflow traffic monitoring, LACP, and LLDP. The Nexus 1000V DVS that permits use of Cisco tools and added functionality over the VMware DVS including access control lists, port security, SPAN, ERSPAN, private vLANs, and QoS marking. There are always new features being added with every release of all three types of switches, so it is best to check online to see if the features that you need have been added to the virtual switches. When VMware designed the networking architecture for their servers, they wisely created a pluggable system where third-party vendors could create modules. These were added to the Enterprise Plus edition of VSphere, and they are part of the distributed switch. Cisco was the first company to bite, creating a distributed virtual switch for VMware. IBM was the next company up with the introduction of the 5000V distributed virtual switch.



Nexus 1000V Components The Nexus 1000V was designed to emulate other Cisco large switches. A typical data center chassis-based switch has two supervisor modules for managing the switch, plus a number of line cards that provide network connectivity and forward traffic.



Virtual Supervisor Module Digging a little deeper, the Virtual Supervisor Module (VSM) is the brain of the Nexus 1000V. It is where all configuration and management occurs. The VSM is in charge of all management and control functions of the virtual Nexus Layer 2 switch. However, it is not in charge of actually passing data frames to and from the host interfaces. The VSM is similar to a fully functioning Nexus 7000 series supervisor module. The VSM also communicates with the vCenter manager so that the management domains from the Cisco NX-
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OS operating system and the vCenter can share administration and configuration information. It is recommended that you install two VSMs, just as there are two supervisor modules on a physical switch, which provide redundancy and added stability to the network. The VSM’s virtual appliance can also be installed on stand-alone hardware made by Cisco called the 1010. The VSM is installed as a virtual appliance on two separate ESXi hosts. Technically, you could install them both on the same physical server, but if you did and the server went down, you would effectively lose all ability to make any changes to the switching environment and the very fault tolerance that you’re attempting to build. For additional fault tolerance, you can even run the VSMs in two completely different data centers to allow for resiliency and hot standby should you ever lose connections between locations. Each VSM runs a copy of the Nexus Operating System (NX-OS) that’s very similar to the one that’s running on the physical Nexus switches. For those of you who just have to have some hardware in the rack, Cisco also makes appliance versions of the VSM called the 1010 and the 1100V virtual server appliances. You can connect to the VSM command-line interface and execute commands with which you are already familiar like this: n1000v# config t n1000v(config)# n1000v(config)# vlan 5 n1000v(config-vlan)# n1000v(config)# show vlan id 5 n1000v(config)# copy running-config startup-config n1000v# ping 172.28.15.1 PING 172.28.15.1 (172.28.15.1): 56 data bytes Request 0 timed out 64 bytes from 172.28.15.1: icmp_seq=1 ttl=63 time=0.799 ms 64 bytes from 172.28.15.1: icmp_seq=2 ttl=63 time=0.597 ms 64 bytes from 172.28.15.1: icmp_seq=3 ttl=63 time=0.711 ms 64 bytes from 172.28.15.1: icmp_seq=4 ttl=63 time=0.67 ms --- 172.28.15.1 ping statistics --5 packets transmitted, 4 packets received, 20.00% packet loss round-trip min/avg/max = 0.597/0.694/0.799 ms



You can see if there are any other VSMs besides the one to which you are connected by executing the show module command: n1000v# show module Mod Ports Module-Type Model Status --- ----- -------------------------------- ------------------ ---------- 1 0 Virtual Supervisor Module Nexus1000V ha-standby 2 0 Virtual Supervisor Module Nexus1000V active * 3 248 Virtual Ethernet Module NA ok Mod Sw Hw --- --------------- ----- 1 4.2(1)SV1(4) 0.0 2 4.2(1)SV1(4) 0.0



3 4.2(1)SV1(4) VMware ESXi 4.1.0 Releasebuild-208167 (2.0) Mod MAC-Address(es) Serial-Num --- -------------------------------------- --------- 1 00-19-07-6c-5a-a8 to 00-19-07-77-62-a8 NA 2 00-19-07-6c-5a-a8 to 00-19-07-79-62-a8 NA 3 02-00-0c-00-03-00 to 02-00-0c-00-03-80 NA



You should find three modules in the output of this command. Two of them are VSMs, but one represents a module that we haven’t discussed yet—the Virtual Ethernet Module (VEM), which we’ll get to in a minute. For now, focus on the first supervisor module in the right-hand column in the previous code snippet that says ha-standby. This indicates that that module isn’t currently in charge of operations. The second one, which is presently in charge, is indicated by the active * notation. Did you notice that these commands are the same as they are on other physical Nexus switches? Good job!



Virtual Ethernet Module Remember this—the Virtual Ethernet Module is installed on each VMware ESXi server’s hypervisor kernel, and only one instance is supported per host that’s going to be managed by the Nexus 1000V switch supervisor modules. It works as a remote line card, and it is responsible for forwarding frames. No configuration is applied directly on the VEM; it’s performed on the VSM instead. The VEM is in charge of passing server data to and from the external physical network and the virtual interface cards. It does not pass the data through the supervisor module at all. A single Nexus 1000V switch can accommodate up to two VSMs and 64 VEMs, but being limited to 64 VEMs rarely factors into implementation because most VMware clusters typically contain only 8–16 servers.



Communication between the VEM and VSM There must be a path to send the information to the VEM of every host for a configuration command to be entered on the VSM. There also must be a path for the traffic created when a message that’s destined for the VSM is received by the VEM from the network. VLANs are the tools that we typically use to create these three, separate networks, all of which are used to communicate with the VSM: The control VLAN that carries configuration information between the VSM and the VEMs, and it also provides communication among VSMs and keepalive heartbeats The packet VLAN that carries network information like LACP, NetFlow, SNMP, and CDP The management VLAN, which is used by an administrator to connect to and manage the VSM



Communication between the VSM and vCenter It’s really important to note that the configuration that’s implemented on the VSM must not only be sent to the VEM but also be reflected in the VMware vCenter to be used by the VMware
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administrator. To facilitate this, VMware has created an application program interface called Virtual Infrastructure Methodology (VIM), which is used by a Nexus 1000V to send network configuration information. But what gives the Nexus 1000V permission to make changes to the vCenter network configuration? A special security certificate from the 1000V called a Server Virtualization Switch (SVS) connection is installed into vCenter, giving it this authority. You can verify it from the command line like this: n1000v(config-svs-conn#) show svs connections vc connection VC: hostname: 12.8.1.1 protocol: vmware-vim https certificate: default datacenter name: MyDC DVS uuid: 6d fd 37 50 37 45 05 64-b9 a4 90 4e 66 config status: Enabled operational status: Connected n1000v(config-svs-conn#)



Okay—there’s a bit of information here, but the real key is found toward the bottom of the code snippet where it indicates that the operational status is “connected.” This is important because it tells you that the SVS connection is working and that the 1000V switch can pass configuration and operational information to vCenter over the management network.



Port Profiles You already know that VMware uses the concept of port groups for defining a set of network characteristics and policies, but you probably didn’t realize that the 1000V uses a similar construct called a port profile. Port profiles are used to create a group of settings that can be applied to one or more interfaces. This saves you a lot of configuration effort and reduces the chance for errors. All you need to do is make the port profile and then assign it to the ports where it’s needed, and all of the ports will inherit the configuration. Should you need to change a specific port configuration, you can add the change at the port level and it will override the profile assigned to that port, because the more specific configurations have precedence over the more general profiles. Port profiles can be assigned to both physical ports (vmnics) and the virtual interface ports (vnics) for virtual machines. Moreover, even though it’s technically possible to configure individual interfaces manually, Cisco strongly recommends using port profiles instead. They’re created from the NX-OS command line: n1000v# config t n1000v(config)# port-profile webservers n1000v(config-port-prof)# switchport mode access n1000v(config-port-prof)# switchport access vlan 300 n1000v(config-port-prof)# no shutdown n1000v(config-port-prof)# VMware port-group WWWservers n1000v(config-port-prof)# state enabled



This output reveals that we’ve just created a Nexus 1000V port profile called webservers. Let’s review some of its characteristics. webservers is configured as an access port profile assigned to VLAN 300. Alternatively, it could’ve been configured for trunking multiple VLANs. The no shutdown command selects the default setting of an interface when a virtual machine connects. The next two statements relate to the connection between the Nexus 1000V and the vCenter server. The first one defines the name of the port group that will be created in vCenter, and the second one directs that this port profile should be sent there.



Installing Nexus 1000V When Cisco first released the Nexus 1000V, installation was an epic nightmare dreaded by many. The good news is that it has become so much easier to do since then! Now we have simple wizards that make the installation relatively painless. Still, there are a couple of different ways to go about the installation based on your experience level. For this example, we’re going to use the GUI because it’s really the fastest way to get a Nexus 1000V up and running. A little disclaimer here—this book isn’t a replacement for the Cisco Nexus 1000V installation manual, but it should clear the way to get you started. Installing the Nexus 1000V can also be viewed as doing a migration, and it should be planned accordingly.



Installation Preparation Though no one would recommend saying this more than once, it’s true: prior proper planning prevents poor performance! Clearly, you still need software and a VMware server on which to install it, but there are a few things to sort out first. First, the basics needed for deploying a Nexus 1000V are a VSM, a VEM, and a license key. Next, it’s good to select a naming convention for your switches. Remember, you’ll have two VSMs, so coming up with a naming standard that reflects this is a good idea. And choose a management IP address and subnet mask that’s accessible from the administrator’s subnet while you’re at it. Once that’s done, create a separate VLAN for management, packet, and control traffic. Don’t forget that you also need all of the connection information for linking the 1000V to the vCenter server including credentials, IP address, and location to install the 1000V. Also, if you’re going to have more than one 1000V, you should select a Domain-ID, which has to be unique if there are other Nexus 1000V instances installed in the environment.



Nexus 1000V Software You get this software from Cisco’s website, and you must have a valid CCO ID. The software used to be offered for a 60-day free trial, but now Cisco has a light version that’s free forever. If you don’t already have one of these, it’s simple to create one. Just navigate to the Nexus 1000V software on the Cisco website, download it, go to the folder where it’s been saved, and
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unzip the file. We’ll be using a type of file called OVF, which stands for Open Virtualization Format. The OVF template defines the basic characteristics of the virtual machine, and its contents and OVF files are compatible with VMware, ESXi hosts, and VMware desktop products. Other vendors also support this format, but the 1000V is really designed for installation on an ESXi server.



Deploying the OVF Template An OVF template can deployed from within vCenter. Under the File menu, select Deploy OVF Template, as shown in Figure 5.11.



FIGURE 5.11 Deploy OVF Template Next, select the source location for the OVF file, which should be placed wherever you unzip the archive, as shown in Figure 5.12. Once you locate the file, click Next to continue.



FIGURE 5.12 Select the source location Figure 5.13 contains details about the template, and it’s really just there for informational purposes. Click Next to continue the installation process, which will cause the EULA screen to appear. Accept the agreement and click Next.
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FIGURE 5.13 Verify OVF template details In the next three steps, Name and Location, Deployment Configuration, and Datastore, make the appropriate selections for your environment. Choose a name for the VSM that indicates that it’s the first of two VSMs. The Properties window is where you enter the most critical settings: the password, management IP address, and other important settings, as shown in Figure 5.14. After completing this form, click Next and then Finish in order to begin the installation. Once the installation is complete, your Nexus 1000V is accessible. While it’s true that you can’t do a whole lot with it yet, it is running!



FIGURE 5.14 1000V properties



Initial Configuration To begin configuration, open a web browser, point to the IP address of the VSM that you’ve just created, and click the Launch Installer Application link. This installer will take you through the following steps: 1. Enter VSM credentials 2. Enter vCenter credentials 3. Select the VSM’s host 4. Select the VSM VM and port groups 5. Provide VSM config options 6. Summary review 7. DVS migration options 8. Summary: migrate DVS We’re not going to cover each step comprehensively, because it’s beyond the scope of this
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book and you can refer to Cisco’s installation guide for that information. However, we do need to cover step 2, which is shown in Figure 5.15. The vCenter credentials step is where the link between the Nexus 1000V and vCenter is established, and it’s here that we’ll create the SVS connection that we talked about earlier in this chapter.



FIGURE 5.15 vCenter credentials entry screen It’s important not to try to continue if the process fails here, because doing so could result in having to reinstall the Nexus 1000V! But if things proceed without a glitch, once you’ve completed all eight wizard steps, you should have a functioning VSM. The installation of the VEMs can be automated using the VMware update manager or by manually installing them.



Verify Installation You must execute several commands in the proper order to verify that the Nexus 1000V is up and running. The first of these is the show modules command. This tool will reveal all of the modules that are installed on your Nexus 1000V in each VMware server. There should be one Virtual Ethernet Module (VEM) for each VMware server, and the following output provides a great example of this:



n1000v# show modules Mod Ports Module-Type Model Status --- ----- -------------------------------- ------------------ ------- 1 0 Virtual Supervisor Module Nexus1000V ha-standby 2 0 Virtual Supervisor Module Nexus1000V active * 3 248 Virtual Ethernet Module NA ok



Once you’ve verified that all of your components are installed, you need to verify the communication between Nexus 1000V and the VMware vCenter server. To do that, just execute the command show svs connections, and check to see if the operational status displays Connected. n1000v (config)#show svs connections connection VC: hostname: 12.8.1.1 protocol: vmware-vim https certificate: default datacenter name: MyDC DVS uuid: 6d fd 37 50 37 45 05 64-b9 a4 90 4e 66 eb 8c f5 config status: Enabled operational status: Connected n1000v(config-svs-conn#)



The show svs domain command lets you verify that changes made to the VSM are being pushed up to the VMware vCenter server, and the following output reveals that the push to vCenter was successful: n1000v (config)# show svs domain SVS domain config: Domain id: 100 Control vlan: 190 Packet vlan: 191 L2/L3 Aipc mode: L2 L2/L3 Aipc interface: mgmt0 Status: Config push to VC successful.



Okay. So far we’ve verified our components, as well as the fact that the VSM is successfully communicating with vCenter. The final step is to verify the VEM status. Each VMware server is identified by a Universally Unique Identifier (UUID) and the command show module vem mapping will reveal the specific module numbers that correspond to each UUID. In the following output you can see that module 4 is missing, so either the machine isn’t powered on or the VEM isn’t communicating with the VSM: n1000v(config)# show module vem mapping Mod Status UUID License Status --- ----------- ------------------------------- -------------3 powered-up 93312881-11db-afa1-0015170f51a8 licensed 4 absent 33393935-5553-4538-35314e355400 unlicensed n1000v(config)#
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In addition to the commands available on the Nexus 1000V, there are also three commands for verifying the VEM status under the VMware EXS server command line: vem status, vemcmd show port, and module vem X vemcmd show card info. These tools provide some great information, as you can see in the following output. The vem status command verifies that the VEM module is loading and running: ~ # vem status VEM modules are loaded Switch Name Num Ports Used Ports Configured Ports MTU Uplinks vSwitch0 64 3 64 1500 vmnic0 DVS Name Num Ports Used Ports Configured Ports Uplinks n1000v 256 9 256 vmnic1 VEM Agent is running 



The vemcmd show port command displays the VEM port on the host and on the 1000V, including information regarding the port’s status: ~ # vemcmd show port LTL VSM Port Admin Link State PC-LTL SGID Vem Port 18 Eth3/2 UP UP F/B* 0 vmnic1



The command module vem 3 vemcmd show card info displays the card name, card domain ID, card slot, VLAN information, and MAC addresses: ~ # module vem 3 vemcmd show card info Card UUID type 0: 4908a717-7d86-d28b-7d69-001a64635d18 Card name: sfish-srvr-7 Switch name: N1000v Switch uuid: 50 84 06 50 81 36 4c 22-9b 4e c5 3e 1f 67 e5 ff Card domain: 11 Card slot: 12 Control VLAN MAC: 00:02:3d:10:0b:0c Inband MAC: 00:02:3d:20:0b:0c SPAN MAC: 00:02:3d:30:0b:0c USER DPA MAC: 00:02:3d:40:0b:0c Management IP address: 172.28.30.56 Max physical ports: 16 Max virtual ports: 32 Card control VLAN: 3002 Card packet VLAN: 3003



There’s one last place to verify the installation, that is, via the GUI of vCenter. The Nexus 1000V should show up under the Home Inventory Networking section. The summary information will display the number of hosts and virtual machines associated with the 1000V, as shown in Figure 5.16.



FIGURE 5.16 vCenter Networking Summary screen Our Nexus 1000V is now operational, and the installation has been completed successfully. It’s fully functional and ready to go!



Summary If you’re finding the 1000V to be the most challenging thing to learn for your CCNA Data Center certification, no worries—it is this way for a lot of people. The mere fact that you’re connecting a switch that doesn’t physically exist to virtual machines that don’t really exist, via virtual network cards that don’t exist either certainly does make this a conceptual reach! Some cheery news is that this topic doesn’t encompass a big portion of the CCNA objectives, so you can relax—at least a little. Just make sure that you understand the advantages of the Nexus 1000V versus the alternative: standard and distributed switches. Also become fluent in the terminology with a good grasp of port groups and port profiles.



Exam Essentials Describe the networks used for communicating with the VSM. The three networks are packet, control, and management. The control network carries configuration information and heartbeat keepalives. The packet network carries network traffic like CDP, netflow, SNMP,
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multicast snooping, and other packets that the VEM sends to the VSM to be analyzed. The control network is used as a connection to a redundant VSM and the VEMs on the host servers. The management network is used for logging into the VSM for administration and for communication to the VCenter server. The VEM modules can be displayed with the show modules command. Know the configuration for the VSM to connect to VMware vCenter. The SVS connection defines the link to vCenter, and the state enabled command on the port profile pushes it to the server. The connection can be verified with the show svs connections command. The management interface of the VSM is used to communicate with the vCenter server. Understand the requirements to deploy a Nexus 1000V. The fundamental items needed to deploy a Nexus 1000V are a VSM, a VEM, and a license key. The Nexus 1000V requires the Enterprise Plus edition of vSphere 4.0 or higher. Describe the advantages of the Nexus 1000V. The advantages over the VMware DVS are access control lists, port security, SPAN, ERSPAN, and support for advanced data center features including network visibility to the virtual machine NIC, network monitoring and management inside the computer hosting the virtual machines, and QoS marking. It also provides a familiar command-line interface and feature set that externally connected Nexus Layer 2 switches offer in the NX-OS operating system.



Written Lab 5 1. virtual switches need to be configured separately on each VMware server. 2. What command can be used to verify the connectivity between the VMware server and the Nexus 1000V? 3. On the Nexus 1000, which command will show the connected VEMs? 4. The acts as the brain of a Nexus 1000V switch. 5. When creating a port profile, which command ensures that the port profile information will be sent to the vCenter server? 6. On the Nexus 1000V, keepalive messages are sent over which network? 7. True/False: The 1000V can support ERSPAN. 8. What module functions as a remote line card? 9. What happens if a virtual machine is vMotioned to a server that does not have the needed VLAN? 10. How does a virtual machine connect to a virtual switch?



Review Questions



The following questions are designed to test your understanding of this chapter's material. For more information on how to obtain additional questions, please see this book's Introduction. You can find the answers in Appendix B. 1. Which command on a Nexus 1000V VSM pushes a port profile called FunData to the VMware vCenter server? A. N1K(config)#port-profile FunData N1K(config-port-prof)#push enabled



B. N1K(config)#port-profile FunData N1K(config-port-prof)#push update



C. N1K(config)#port-profile FunData N1K(config-port-prof)#update enabled



D. N1K(config)#port-profile FunData N1K(config-port-prof)#state enabled



2. Keepalive messages between the VSM and VEM are provided by which interface? A. Packet B. Control C. Management D. Heartbeat 3. What command on the Nexus 1000V Virtual Supervisor Module displays the connected VEMs? A. N1K#show status B. N1K#show vem C. N1K#show modules D. N1K#show interface 4. What command validates the connection between the Nexus 1000V VSM and VMware vCenter? A. N1K#show svs status B. N1K#show svs connections C. N1K#show vcenter status D. N1K#show vcenter connections 5. What is required to deploy a Nexus 1000V? (Choose three.) A. VSM
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B. VEM C. VRF D. VDC E. License key 6. What does the control interface provide on the Nexus 1000V? A. A CLI B. High-speed throughput C. SVI communication D. Heartbeat messages 7. What does the state enabled command do on the Virtual Supervisor Modules on a Nexus 1000V? A. Enables an interface B. Enables VRF C. Pushes the port profile to vCenter D. Enables VLAN 8. What does the show modules command do on the Virtual Supervisor Modules on a Nexus 1000V? A. Shows the connected VEMs B. Shows loaded processes C. Shows loaded services D. Shows enabled features 9. What does the command show svs connections accomplish on a Nexus 1000V VSM? A. Verifies the switched virtual service’s IP address B. Establishes a connection to vCenter C. Establishes a connection to the VSM D. Verifies the connection between the VSM and vCenter 10. Which features does the Nexus 1000V have that the VMware DVS does not? (Choose three.) A. Port security and access control lists B. Private VLANs C. Statistics migration



D. SPAN and ERSPAN E. QoS marking 11. What is an example of a virtual switch? A. Hyper-V B. Catalyst C. VMware D. Nexus 1000V E. All of the above 12. Choose two examples of switches with a centralized control plane. A. Standard virtual switch B. VCenter C. Distributed virtual switch D. VMware E. Nexus 1000V 13. The standard virtual switch has which of the following features? (Choose three.) A. VSphere management interface B. Port groups C. Port security D. Distributed architecture E. Port channels 14. The VMWare distributed virtual switch includes which of the following? (Choose three.) A. Hyper-V integration B. Application program interfaces C. Centralized management server D. ERSPAN E. Single logical switch for the entire VMWare environment 15. The Nexus 1000V contains which of the following features? (Choose three.) A. Routing B. Cisco Discovery Protocol C. NX-OS command line
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D. Load balancing E. Distributed line cards 16. The Virtual Ethernet Module performs which functions? (Choose three.) A. Distributed control B. Interfaces to virtual servers C. Forwarding servers Ethernet frames D. Forwarding server frames to the VSM E. Connecting to the physical Ethernet ports 17. An OVF template for the 1000V is which of the following? (Choose three.) A. A preconfigured version of the Nexus 1000V B. Standard installation image C. Open Virtualization Format D. Optimized virtual forwarding E. Part of the 1000V installation package 18. Virtual Ethernet modules can be added by which process? (Choose two.) A. Manual installation B. Reinstalling VSM C. VMware update manager D. Installing ESXi E. Initiating the Hyper-V process 19. How does the 1000V distributed virtual switch allow migration from VMware’s software switch? A. During the initial installation of the 1000V B. A wizard in VCenter C. By NX-OS scripting D. VMware distributed switch command-line configurations E. All of the above 20. When running redundant 1000V Virtual Supervisor Modules, in what two states can they exist? A. Active B. Forwarding



C. 



ha-standby



D. Passive E. All of the above
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Chapter 6 Unified Fabric THE FOLLOWING DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 2.0 Data Center Unified Fabric 2.1 Describe FCoE 2.2 Describe FCoE multihop 2.5 Perform initial set up



THE FOLLOWING TOPICS ARE COVERED IN THIS CHAPTER: Describing DCB Unified Fabric benefits IEEE standards that enable FCoE Priority flow control Enhanced transmission selection DCB exchange Identifying connectivity options for FCoE on the Cisco Nexus 5000 series switch SFP modules Cabling requirements and distance limitations for common SFP and SFP+ transceivers Connecting the Cisco UCS P81E virtual interface card to Cisco Nexus 5500UP Unified Fabric switches Connecting the Cisco Nexus 5500UP Unified Fabric switch to northbound LAN and SAN fabrics Describing enhanced FCoE scalability with Cisco Nexus 2232 10GE fabric extenders Scaling the data center virtualized Access layer with the Cisco Nexus 2232 10GE fabric extenders Cisco Nexus 2232 10GE fabric extender-to-Cisco Nexus 5500 switch connectivity Adapter FEX on the Cisco Nexus 2232 10GE fabric extender Verifying adapter FEX on the Cisco Nexus 2232 10GE fabric extender



This next section is about Unified Fabric. Fibre Channel and Ethernet technologies have been separated since their invention. Maintaining two networks, and typically two different sets of administrators, has not been very efficient. To achieve this combined network, a new area of networking is emerging called Data Center Ethernet, which addresses the unique requirements of networking inside a modern data center. To accommodate Fibre Channel on the Ethernet backbone, a storage protocol called Fibre Channel over Ethernet was developed, and the switching platforms were developed specifically for the new combined network. We will examine the idea of combining these two very different types of networking into one in this chapter. Most network engineers are intimately familiar with Ethernet. We are used to collisions, packet drops, and retransmissions. Ethernet networking has always been a best-effort scenario. The fundamental nature of Ethernet is that it is lossy. Fibre Channel has a very different lineage. SCSI was originally used to talk to a hard drive over a short cable. That meant that there was no lost data and no retransmission. Fibre Channel was built on the same principle, which means that Fibre Channel is lossless. Fibre Channel and Ethernet networks have been implemented as two separate networks, as shown in Figure 6.1. The switches, cabling, and administration were isolated.



FIGURE 6.1 Traditional separate networks Built to leverage fiber-optic technology, Fibre Channel was faster than Ethernet until recently. Therefore, the idea of running the two networks as a single combined system was not practical.
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Ethernet was not fast enough and could not meet Fibre Channel’s lossless requirements. The creation of 10 Gigabit Ethernet provided enough bandwidth for Fibre Channel’s storage traffic requirements, but there were still more problems to solve.



Unified Fabric The idea of Unified Fabric is crazy simple: Take two separate networking technologies and turn them into one. The concept is to allow Ethernet traffic and Fibre Channel traffic to flow over a single network connection, as shown in Figure 6.2. The system used to do this is known as Fibre Channel over Ethernet (FCoE).



FIGURE 6.2 Unified network This system brings us two big benefits: less cabling and SAN and LAN on a single transport. Another advantage is the reduction of the number of server adapters installed for connectivity. Host bus adapters (HBAs) and network interface cards (NICs) can be consolidated into a single adapter known as a converged network adapter (CNA). The server drivers or software on the CNA take the storage request at the initiator for both read and write requests and stuff it inside an Ethernet packet. What we wind up with is SCSI inside Fibre Channel inside Ethernet. Converged network adapters are made by companies such as Emulex, QLogic, Brocade, and Cisco. On the storage controller, target end manufacturers such as EMC and Network Appliance offer native FCoE adapters to connect to the converged network. FCoE can also take advantage of some Ethernet multipath protocols like VPC, TRILL, Data Center Bridging, and FabricPath. This consolidated network reduces the capital and operating costs to provide a substantially lower total cost of ownership. This culminates in a centralized architecture that is easier to manage. In Figure 6.2, you see a single cable running between the server and the switch. This cable is carrying both regular Ethernet traffic and Fibre Channel traffic. After it hits the switch, the traffic can be broken out into native Fibre Channel and Ethernet. This is known as single-hop FCoE, since the traffic is unified for only a single segment. Single-hop FCoE is easy to configure, and it meets the important objective of reducing rack cabling to the servers. Multihop FCoE carries the unified traffic over more than one segment, as shown in Figure 6.3.



Newer storage area networks can support FCoE on the storage arrays themselves. This means that it is possible to have the Fibre Channel traffic go over the entire network using just Ethernet as the physical medium.



FIGURE 6.3 Multihop FCoE network Ethernet speeds continue to increase from 10 to 40 to 100 Gb/s and beyond. Some people believe that physical Fibre Channel may fade away and everything will become 100 percent FCoE. There is a more recent push for 25 Gbps Ethernet supported by companies such as Microsoft, Google, Arista, and Broadcom. Cisco has focused on 40 Gbps as the next step after 10 Gbps, but you might want to keep an eye on this topic.



FCoE So what is Fibre Channel over Ethernet? Well, uh . . . it is sending Fibre Channel traffic over an Ethernet network. Seriously, the real question is why is this a big deal? We have been sending traffic of one type over a network of another type for years. The most common process for doing so is encapsulation. A packet of protocol X is encapsulated inside a packet of protocol Y, transported across Y’s network, and, at the destination, it is decapsulated and the protocol X packet is released, as shown in Figure 6.4.
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FIGURE 6.4 Protocol encapsulation Fundamentally, this seems simple, but the challenge lies in the dissimilarities between Ethernet and Fibre Channel. Figure 6.5 shows a FCoE frame with the FC frame encapsulated inside an Ethernet name frame as expected.



FIGURE 6.5 FCoE frame The problem lies in the fact that the nature of Ethernet is lossy (frames can be dropped) and Fibre Channel is lossless (frames cannot be dropped). Ethernet flow control traditionally uses CSMA/CD (carrier sense multiple access with collision detection), in which data can be transmitted anytime the segment is available, as shown in Figure 6.6. In the event that a packet is lost, an upper layer can retransmit it.



FIGURE 6.6 Ethernet flow control SCSI was designed to run over an 18-inch cable directly to the hard disks, so there was no allowance made for packets being lost or the ability to retransmit the lost information. Fibre Channel was developed to support this type of lossless transport. Fibre Channel cannot transmit until the destination indicates that it has buffer space available and that it is ready to receive a frame, as shown in Figure 6.7.
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FIGURE 6.7 Fibre Channel flow control In order to achieve Fibre Channel’s lossless requirements and reliably transmit FC frames over Ethernet, new protocols needed to be developed. Ethernet’s traditional method of managing congestion by allowing packets drops cannot work over Fibre Channel. Another issue is that Fibre Channel frames are up to 2112 bytes, which is larger than the 1500-byte maximum imposed by Ethernet. Ethernet must be configured for jumbo frames that allow a frame size of up to 9000 bytes of payload. Fibre Channel requires a rapid rate of transmission; therefore the speed of the Ethernet segment must be at least 10 Gbps. To be able to create a lossless fabric, modern data center switches are needed end to end. Products such as the Nexus 2000, 5000, and 7000, which have large per-port buffering capability, advanced data center feature sets, and support for jumbo frames, meet this requirement. To configure FCoE on a Nexus switch, the feature must be enabled and then the FCoE protocol assigned at the interface: N5k-1(config) feature fcoe FC license checked out successfully 2014 Sep 15 14:56:40 N5k-1 %LICMGR-2-LOG_LIC_NO_LIC: No license(s) present for feature FC_FEATURES_PKG. Application(s) shut down in 119 days. fc_plugin extracted successfully FC plugin loaded successfully FCoE manager enabled successfully N5k-1#configure terminal N5k-1(config)#interface ethernet 101/1/24 N5k-1(config-if)#fcoe mode on



Data Center Bridging A number of IEEE protocols enable FCoE by providing enhancements to classical Ethernet support of a lossless QoS for Fibre Channel traffic. Some of the protocols are listed in Table 6.1. TABLE 6.1 IEEE protocols that enable FCoE Abbreviation Name



ID



PFC ETS QCN



Priority-based Flow Control 802.1Qbb Enhanced Transmission Selection 802.1Qaz Quantized Congestion Notification 802.1Qau



DCBX



Data Center Bridging Exchange



802.1Qab



All of these protocols are amendments to IEEE 802.1Q. Data center bridging adds extensions to Ethernet to allow it to transmit priority and lossless frames reliably. Priority-Based Flow Control Created in 2011, Priority-based Flow Control, or IEEE 802.1Qbb, enables flow control for each traffic class on full-duplex Ethernet links, with a VLAN tag identifying each class and priority value. In a PFC-enabled interface, a frame of a lossless (or no-drop) priority is not available for transmission if that priority is paused on that port. Similar to the buffer-to-buffer credits mechanism of Fibre Channel, PFC is defined on a pair of full-duplex interfaces connected by one point-to-point link. Priority-based Flow Control is an enhancement to the current pause mechanism used by traditional Ethernet. Traditional pause means to transmit all or nothing; that is, you can stop all traffic or allow it all to flow. Priority-based Flow Control makes eight separate queues for traffic, and individual queues can be paused. All three bits of the 802.1p Class of Service (CoS) field are used to map traffic into PFC. Eight virtual lanes assigned by the three bits in the CoS fields are found in the 802.1Q header. The sender uses transmit queues to buffer outgoing traffic in each of the eight queues and the receiver has eight matching receive buffers. The process of defining traffic and assigning it into individual classes of service values, and then defining how it will act during congestion, can be quite complex and is beyond the scope of the CCNA Data Center exam. When the link is congested, CoS is assigned to “no drop,” which in a data center will usually be FCoE, video, or voice, and these will be paused. Additional traffic assigned to the other CoS values will continue to transmit and rely on upperlayer protocols for retransmission should their frames be dropped on the floor. How does this work? When the receiving switch starts to run out of buffer, it sends out a pause message for traffic tagged with the FCoE priority. This ensures that no FCoE traffic will be
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lost, as shown in Figure 6.8. When buffer space is available, the switch will indicate that it can receive traffic again.



FIGURE 6.8 Per-priority flow control PFC does vary somewhat from the traditional Fibre Channel flow control, because there may be packets on the wire when PAUSE is sent. To avoid issues, PFC will send a pause just before all of the buffers are full. To enable PFC on an interface, use the following commands: N5k-1# configure terminal N5k-1(config)# interface ethernet 1/2 N5k-1(config-if)# priority-flow-control mode on



Enhanced Transmission Selection (ETS), also created in 2011, or IEEE 802.1Qaz, controls how bandwidth is allocated to the different classes of service in order to prevent a single class of traffic from monopolizing all of the bandwidth on this link and starving other traffic flows. When a class of traffic is not utilizing all of the bandwidth assigned to it, the bandwidth is available to other traffic flows. Enhanced Transmission Selection adds increased ability for bandwidth management and priority selection. ETS allows for prioritization based on best effort, low latency, and bandwidth allocation. This allows ETS to manage traffic assigned to the same PFC queue differently, and it is sometimes called priority grouping. In an ETS-enabled connection, when a traffic class is not using its allocated bandwidth, ETS will allow other traffic classes to use the available bandwidth. ETS switches must allow at least three traffic classes: one with PFC, one without PFC, and one with strict priority. ETS and PFC are two of the major protocols that enable FCoE, but other things need to be configured for two switches to communicate, including congestion notification, logical linkdown, network interface virtualization, and more. Cisco does not implement QCN. The configuration of ETS is beyond the scope of the CCNA Data Center exam. Please refer to www.cisco.com for QoS configuration guides on the Nexus product line. PFC and ETS both use the Class of Service (CoS) bits in order to classify among traffic types. There are eight CoS values in the IEEE 802.1Q standard trunking header for Ethernet frames. The Nexus 5000 series switches allow you to configure six classes manually. Up to four of the six are user-configurable classes, which can be designated as no-drop classes of service, so when port congestion occurs, traffic belonging to each of the four no-drop classes will pause to prohibit any packet dropping.



The Nexus series follows the convention that the CoS value 3 is used for FCoE traffic. When FCoE is enabled on Nexus 5000 switches, CoS 3 is automatically configured for no-drop service (PFC setting) and 50 percent of the bandwidth available on the link is guaranteed for FCoE traffic in case of congestion (ETS setting). It is best practice to leave the default CoS value of 3 for FCoE traffic due to the agreement between vendors to support this as a no-drop class. Data Center Bridging Exchange The Data Center Bridging Exchange (DCBX) protocol allows switches to discover each other and then exchange capability information. This allows automatic negotiation of parameters and configuration of the switch ports. Although it is important to know that PFC ensures lossless communication and ETS allows bandwidth management, the configuration information exchange between switches for these administratively configured parameters and operational state information is handled by DCBX. DCBX uses LLDP 802.1AB-2005 and defines new type-length-values (TLVs) for capability exchange settings. Fundamentally, DCBX is responsible for three things. The first is the discovery of the capabilities of the peer switch that is directly connected over a point-to-point link. Second is the ability to detect if the peer is misconfigured. And finally, it is responsible for peer-to-peer confirmation based on negotiated parameters to determine if the configuration is the same (symmetric) or different (asymmetric). Nexus switches are able to use two different versions of DCBX. Converged Enhanced Ethernet DCBX (CEE-DCBX) is supported on all second-generation and later CNAs. Cisco, Intel, Nuova DCBX (CIN-DCBX) is supported on the first generation of converged network adapters. FCoE is a newer technology, and it has not been embraced by everyone. However, it is believed that as 40 Gbps and 100 Gbps Ethernet become more popular, FCoE will grow in popularity as well. FCoE Topology In the previous chapter, you learned about Fibre Channel topology and port types. FCoE is Fibre Channel, so almost all of the terminology that you learned about for Fibre Channel applies to FCoE. The entire Fibre Channel frame is carried, including all of the WWPN and WWNN information. The FCoE Logical Endpoint, or FCoE_LEP, is responsible for the encapsulation and decapsulation of the Fibre Channel frame. Regular Fibre Channel will have an ENode on a host that has a physical Ethernet port. The ENode will create at least one virtual N port (VN port). The MAC address of the ENode maps to the VN port, which allows FCoE_LEP to encapsulate and decapsulate properly. Figure 6.9 shows the new type of ports introduced by FCoE. The VE port is used to connect one FCoE switch to another FCoE switch. A switch that has both FCoE and native Fibre Channel interfaces in known as a Fibre Channel Forwarder.
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FIGURE 6.9 FCoE port types Normally, we use E-ports between two Fibre Channel switches in order to connect them. Since we are encapsulating the traffic into Ethernet, we create a virtual interface, or a virtual E-port, to send the traffic. Other than that, FCoE behaves just like native Fibre Channel. FCoE Initialization Protocol (FIP) is used to create the virtual links between the devices. Once created, FIP runs in the background and maintains the virtual link. FCoE is currently supported on the Nexus 2232PP, Nexus 5000, Nexus 7000, and MDS 9500 series of data center switches.



Connectivity Hardware In this section, we will look at some of the different mechanisms available for connecting a converged network adapter (CNA) to a Nexus 5000 or Nexus 5500 switch. The small form-factor pluggable (SFP) interface converter is an industry-standard device that plugs into a slot or port, linking the port with the network. Different SFPs can be selected to provide a myriad of connectivity options. Numerous options are available depending on the type of media to which you’re going to connect and the distance that needs to be traveled. Table 6.2 lists some of the common Gigabit Ethernet SFP choices. TABLE 6.2 Gigabit SFP interfaces Type 1000BASE-T 1000BASE-SX 1000BASE-LX/LH 1000BASE-EX 1000BASE-ZX



Medium Cat 5 copper Multimode fibre Single- & multi-mode fibre Single-mode fibre Single-mode fibre



Called Twisted pair Short haul Long haul Long reach Long reach



Distance 100m 550m / 220m 10km / 550m 40km 70km



The 1000BASE-BX10-D and 1000BASE-BX10-U SFPs can operate over a single strand of single-mode fiber. One end of the connection gets a U SFP and the other end gets a D SFP. Wave division multiplexing is used to allow this bidirectional communication. Simply put, this uses two different colors of light, one color going in one direction and the other going in the



opposite direction. Table 6.3 lists some of the 10 Gbps Ethernet cabling options. TABLE 6.3 Some 10 Gbps Ethernet cabling options Type



Cable



Distance



SFP+ C Copper Twinax 5m passive 10m active SFP+ SR Short reach MM OM1 MM OM3 30m 300m 10GBASE-T Cat6 Cat 6a/7 55m 100m Twinax has become dominant inside the data center for short runs because it is easy to use and considerably less expensive than fiber-optic cables. Twinax interfaces often ship with Nexus bundles purchased from Cisco. 40 Gigabit and 100 Gigabit Ethernet are outside the scope of the CCNA/DC objectives, but you should be aware that Cisco is starting to push 40 Gbps pretty hard. The 40 Gbps BiDi (Bidirectional) allows you to use regular OM3 fiber, which is often used with 10 Gbps. BiDi uses two colors of light to transmit and receive over the same fiber.



Connecting the Virtual Interface Card to Nexus 5500UP The Cisco fabric extender technology provides many advantages by allowing you to place ports closer to servers without adding extra points of management. The FEX architecture supports the 802.1Qbh standard. We have talked about 2000 series of fabric extenders, which are stand-alone line cards that are managed by a parent Nexus 5500 or Nexus 7000 switch to create a virtualized modular chassis switch. The Cisco Virtual Interface Card (VIC) allows you to use Adapter FEX and Virtual Machine FEX, which let you extend that fabric into the server itself (see Figure 6.10).
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FIGURE 6.10 FEX comparison The VIC adapter provides host interfaces that appear as logical interfaces on the parent switch. The host interface can be created ahead of time or dynamically based on demand. A single physical adapter can present multiple logical adapters as vNICs and vHBAs to the host operating system. Each of these corresponds to a virtual Ethernet interface or virtual Fibre Channel interface on the parent switch. Adapter FEX can create an interface for each virtual machine, and the parent switch can manage these interfaces. This allows per-VM control of policies, QoS, and security.



VN-Tag A single connection from the parent switch to the FEX may carry traffic for a large number of ports. This is similar to VLAN trunking when we carry a number of VLANs over a single link. With trunking, we add a VLAN tag to the frame in order to indicate which VLAN the traffic is destined for. VN-Tag does the same thing for FEX interfaces (see Figure 6.11).



FIGURE 6.11 VN-Tag When a frame leaves the parent switch and is headed for a particular port on the FEX, a VNTag is added to indicate to which port it is headed and from which port it is coming. When a reply comes back from the FEX, a VN-Tag is added in that direction. The VN-Tag process runs in the background, and it is not configured in the NX-OS command-line interface. VN-Tags are a simple but important concept of FEX. On the parent switch, each physical interface on the FEX represents a logical interface called VIF, or virtual interface.



FEX Configuration Setting up an FEX is easy. Consider the FEX connected to a Nexus 5000 in Figure 6.12.
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FIGURE 6.12 Nexus fabric extension First, you should verify that Nexus 5500 is running NX-OS version 5.1(1) or later. (Adding an FEX was not possible in prior versions.) N5K-1# show version Cisco Nexus Operating System (NX-OS) Software Copyright (c) 2002–2012, Cisco Systems, Inc. All rights reserved. The copyrights to certain works contained herein are owned by other third parties and are used and distributed under license. Some parts of this software are covered under the GNU Public License. A copy of the license is available at Software BIOS: version 3.6.0 loader: version N/A kickstart: version 5.2(1)N1(1b) system: version 5.2(1)N1(1b) power-seq: Module 1: version v5.0 uC: version v1.0.0.2 SFP uC: Module 1: v1.0.0.0 BIOS compile time: 05/09/2012



kickstart image file is: bootflash:///n5000-uk9-kickstart.5.2.1.N1.1b.bin kickstart compile time: 9/17/2012 11:00:00 [09/17/2012 18:38:53] system image file is: bootflash:///n5000-uk9.5.2.1.N1.1b.bin system compile time: 9/17/2012 11:00:00 [09/17/2012 20:38:22] Hardware cisco Nexus5596 Chassis ("O2 48X10GE/Modular Supervisor") Intel(R) Xeon(R) CPU with 8263848 kB of memory. Processor Board ID FOC1652XXXX Device name: N5K-1 bootflash: 2007040 kB Kernel uptime is 2 day(s), 8 hour(s), 48 minute(s), 45 second(s) Last reset Reason: Unknown System version: 5.2(1)N1(1b) Service: plugin Core Plugin, Ethernet Plugin



Then follow these steps: 1. Enable the FEX feature. N5K-1(config)# feature fex N5K-1# show feature | include fex N5K-1#fex 1 enabled



2. Create an FEX instance. It is up to you to choose the FEX number; 100 is used in the example. FEX numbers can range from 100 to 199. N5k-1(config)#fex 100



3. Configure the interface(s) on the Nexus 5500 that will be used for connecting the FEX: N5K-1(config)# int ethernet 1/1, ethernet 1/21 N5k-1(configif)#switchport N5k-1(config-if)#switchport mode fex-fabric N5k-1(configif)#channel-group 100



4. Create the port-channel, and associate the FEX with it. (It’s always nice to keep the portchannel and the FEX number the same if possible. It just makes it easier to know that FEX 100 is on port-channel 100, FEX 101 is on port-channel 101, and so on. Obviously, if those port-channels are already in use you won’t be able to do this.) N5k-1(config)#interface port-channel 100 N5k-1(config-if)#fex associate 100 N5k-1# show run interface port-channel 100 interface port-channel100 switchport mode fex-fabric fex associate 100 N5k-1# show run interface eth 1/1 interface Ethernet1/1 switchport mode fex-fabric
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fex associate 100 channel-group 100 N5k-1# show run interface eth 1/21 interface Ethernet1/21 switchport mode fex-fabric fex associate 100 channel-group 100



5. Check to see if your FEX is online. It may take a minute for it to show up. N5K-1# show fex FEX FEX FEX FEX Number Description State Model Serial ———————————————————————————————————— 100 FEX0100 Online N2K-C2232PP-10GE SSIXXXXXXXX



If the FEX is running a different version of NX-OS than the Nexus 5505, it will download the matching image from the Nexus 5505. This process can take a few minutes. When you do a show fex, it will show “Image Download” under FEX State. 6. You can also check to see if the software images match by doing a show fex detail:
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You can check the hardware status of the FEX adapter by doing a show inventory fex command: N5k-1# show inventory fex 100 NAME: "FEX 100 CHASSIS", DESCR: "N2K-C2232PP-10GE CHASSIS" PID: N2K-C2232PP-10GE , VID: V01, SN: SSxxxxxxxxx NAME: "FEX 100 Module 1", DESCR: "Fabric Extender Module: 32x10GE, 8x10GE Supervisor" PID: N2K-C2232PP-10GE , VID: V01, SN: JAxxxxxxxxx NAME: "FEX 100 Fan 1", DESCR: "Fabric Extender Fan module" PID: N2K-C2232-FAN , VID: N/A, SN: N/A NAME: "FEX 100 Power Supply 1", DESCR: "Fabric Extender AC power supply" PID: N2200-PAC-400W , VID: V02, SN: LITxxxxxxxx NAME: "FEX 100 Power Supply 2", DESCR: "Fabric Extender AC power supply" PID: N2200-PAC-400W , VID: V02, SN: LITxxxxxxxxj



7. Verify the fex-fabric interfaces: N5K-1# show interface fex-fabric Fabric Fabric Fex FEX Fex Port Port State Uplink Model Serial ———————————————————————————————————— 100 Eth1/1, 1/21 Active 1 N2K-C2232PP-10GE SSIXXXXXXXX



8. Verify the diagnostics of the FEX adapter by doing a show diagnostic result fex 100 command: N5k-1# show diagnostic result fex 100 FEX-100: Fabric Extender 32x10GE + 8x10G Module SerialNo : SSxxxxxxxxx Overall Diagnostic Result for FEX-100 : OK Test results: (. = Pass, F = Fail, U = Untested) TestPlatform: 0) SPROM:———————-> . 1) Inband interface:———————-> . 2) Fan:———————-> . 3) Power Supply:———————-> . 4) Temperature Sensor:———————-> . Eth 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Port———————————————————————— . . . . . . . . . . . . . . . . Eth 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 Port———————————————————————— . . . . . . . . . . . . . . . . TestFabricPorts: Fabric 1 2 3 4 5 6 7 8 Port———————————— . . . . . . . .



The FEX should now be attached to the 5500 and ready to be configured. The remote fabric extender acts as if it were a locally attached line card in a chassis switch. Nexus 5000, Nexus 7000, and Nexus 9000 switches act as the mother ship and the management processors to the remote Nexus 2000 series line cards. The addressing used to configure a port is Ethernet 
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Switchport monitor is off EtherType is 0x8100 Last link flapped 2week(s) 3day(s) Last clearing of "show interface" counters never 30 seconds input rate 0 bits/sec, 0 packets/sec 30 seconds output rate 3400 bits/sec, 5 packets/sec Load-Interval #2: 5 minute (300 seconds) input rate 8 bps, 0 pps; output rate 3.24 Kbps, 5 pps RX 82352 unicast packets 20579 multicast packets 4395 broadcast packets 107326 input packets 15902148 bytes 0 jumbo packets 0 storm suppression packets 0 runts 0 giants 0 CRC 0 no buffer 0 input error 0 short frame 0 overrun 0 underrun 0 ignored 0 watchdog 0 bad etype drop 0 bad proto drop 0 if down drop 0 input with dribble 0 input discard 0 Rx pause TX 123314 unicast packets 6063150 multicast packets 2120168 broadcast packets 8306632 output packets 679515799 bytes 0 jumbo packets 0 output errors 0 collision 0 deferred 0 late collision 0 lost carrier 0 no carrier 0 babble 0 output discard 0 Tx pause 2 interface resets



When connecting a Nexus 2000 fabric extender to an upstream switch, such as a Nexus 5500, several redundancy issues need to be considered. When the upstream links are not bundled into a port channel for backup, the FEX interfaces use a process called pinning to assign Nexus 2000 ports statically to the upstream links. This is implemented automatically. The purpose of pinning is that in case of an uplink failure, the remaining links will not become oversubscribed and saturate. The links that are pinned to the failed interface are down by default. Using the pinning max-links configuration command will divide the uplink interfaces between the port interfaces. For example, on a 32-port 2232 switch if the command pinning max-links 4 was used, then eight ports would go over each of the four uplinks and these physical ports would go down for each uplink port failure. The command fex pinning redistribute allows for the redistribution of the FEX ports over the remaining active uplinks should there be an uplink failure. The pinning is assigned in the numerical order of the host ports. The advantage of using a port channel, as shown in the examples, is that the port channel appears as one connection to the FEX to the upstream Nexus 5000. If one of the individual interfaces in the port channel fails, the port channel will rebalance, and to the FEX there is no need to affect the pinning assignments because it still sees one connection. Since the Nexus 5500 series has only one supervisor module, there is a single point of failure should the Nexus 5500 fail. It is possible to connect the Nexus 2000 to two upstream Nexus 5500 switches to prevent this type of single point of failure. The first approach is to configure the Nexus 2000 FEX to use a port channel and then create a



virtual port channel between the two upstream Nexus switches. This fools the Nexus 2000 into thinking it is talking to a single switch when it is actually talking to two switches. VPC configuration is beyond the scope of the CCNA Data Center exam and will not be covered further in this book. The second option is to create an active standby configuration between the two upstream switches. Should the active one fail, the standby configuration takes over. The standby Nexus 5500 will show up as “Online” for the FEX module but does not progress to “Connected” status because it is already registered with the primary switch. When the failure occurs, the standby switch registers the FEX and takes control. It remains in control even if the original master comes back online. This brings up an interesting question. How can the standby switch have any configuration for ports on the FEX that do not exist since it is not registered? N5k-02#(config)interface Ethernet 100/1/1 ^ Invalid range at '^' marker



The solution is to use a process called pre-provisioning, which allows the configuration of ports that are currently not present in a Nexus switch. This process must be consistent, and there must be a match between the two parent switches. N5K-02#(config)slot 100 N5K-02#(config-slot)provision model N2K-C2232P Now you can configure the port parameters as if the switch was connected: N5K-02#(config)interface Ethernet100/1/1 N5K-02#(config-if)



There are several drawbacks to using the pre-provisioning approach of including ports on the standby switch that will not be used most of the time. Also, the failover time is around 45 seconds or higher, which is at least three eternities in data center time. The virtual PortChannel, or vPC, approach is preferred, because it overcomes both of these issues.



Summary Unified Fabric is the wave of the future for data center networking. The benefits of Unified Fabric are numerous, including reduced cabling, reduced number of required ports, and reduced power consumption. The only reason to run additional cables in a Unified Fabric environment is to increase bandwidth. Maintaining multiple cable infrastructures involves too much additional administration and maintenance. Several IEEE standards are used to implement FCoE. Priority Flow Control allows multiple classes of services on a single wire to ensure a lossless connection. Enhanced Transmission Selection provides a mechanism to manage bandwidth. Data Center Bridge Exchange allows automatic discovery and negotiation of features in a Unified Fabric.
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Exam Essentials Describe FCoE. To accommodate Fibre Channel over the Ethernet backbone, the storage protocol Fibre Channel over Ethernet, or FCoE, was developed along with the switching platforms designed specifically for the new combined data and storage networking. FCoE takes the Fibre Channel frame that already encapsulates the SCSI protocol and wraps it in an Ethernet header to connect into the standard data center Ethernet network. FCoE connects the server storage adapter to the target storage array of the Ethernet network. Ethernet networking has always been a best-effort scenario. The fundamental nature of Ethernet is that it is lossy and contains collisions, packet drops, and retransmissions. SCSI was originally used to talk to a hard drive over a short cable. That meant no lost data and no retransmission. Fibre Channel was built on the same principle, which means that Fibre Channel is lossless. The creation of 10 Gigabit Ethernet provided enough bandwidth for Fibre Channel’s storage traffic requirements to run over traditional Ethernet networks with new enhancements for the guarantee of bandwidth called Enhanced Transmission Selection and the ability to stop flows if packet loss is imminent called Priority Flow Control. Describe FCoE multihop. Multihop FCoE carries the unified traffic over more than one segment. Newer storage area networks can support FCoE on the storage arrays themselves. This means that it is possible to have the Fibre Channel traffic over the entire network using just Ethernet as the physical medium. The process of crossing multiple Ethernet switches from the storage initiator to the target is referred to as FCoE multihop. The Nexus 5000, Nexus 7000, and MDS 9500 all support multihop FCoE. Describe VIFs. A single physical adapter can present multiple logical adapters, known as vNICs and vHBAs, to the host operating system. Each of these corresponds to a virtual Ethernet interface or virtual Fibre Channel interface on the parent switch. Adapter FEX can create an interface for each virtual machine, and the parent switch can manage these interfaces. This allows per-VM control of policies, QoS, and security. Describe FEX products. Fabric extender products are remote line cards in the Nexus 2000 family of products. The FEX modules connect to either a Nexus 7000 or Nexus 5000 series switch that contains the management processor. The combination acts as a distributed virtual chassis switch, which places the FEX modules inside the server racks in a data center and, at the same time, has a single point of management and configuration. Cisco VIC cards extend adapter FEX technology into the server itself.



Perform initial setup. Ensure that the Nexus NX-OS operating system has the FEX feature set loaded by using the feature fex command. Define the remote FEX adapter in the 100 to 199 range, then configure the uplink ports between the Nexus 2000 and the Nexus 5000 to switchport mode fex-fabric, and add a port channel for redundancy and additional bandwidth.



Written Lab 6: Configuring a Fabric Extension on a Nexus 5000 Switch You can find the answers in Appendix A. With an FEX connected to a Nexus 5000, configure the ports Ethernet 1/1 and Ethernet 1/2 for FEX 100, and put them in port channel 100. Use SHOW commands to verify that you have done a proper configuration. Perform the following steps: 1. Enable the FEX feature. 2. Verify that the FEX feature is enabled. 3. Create an FEX instance. 4. Configure the interface(s) on the Nexus 5500 that will be used for connecting the FEX. 5. Create the port channel, and associate it with the FEX. 6. Show interface configurations to verify the changes that were made.



Review Questions The following questions are designed to test your understanding of this chapter’s material. For more information on how to obtain additional questions, please see this book’s introduction. You can find the answers in Appendix B. 1. Which IEEE protocol enables Ethernet to operate as a lossless fabric? A. 802.1Qaz—ETS B. 802.1Qbb—PFC C. 802.1Qab—DCBX D. 802.1Qos—DQoS 2. Which IEEE protocol enables bandwidth management and priority selection? A. 802.1Qaz—ETS B. 802.1Qbb—PFC C. 802.1Qab—DCBX
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D. 802.1Qos—DQoS 3. When connecting two FCoE switches together in multihop FCoE, what best describes the port type pair? A. N to F B. E to E C. N to E D. VE to VE 4. Which protocols are encapsulated in FCoE? (Choose two.) A. iSCSI B. Fibre Channel C. SCSI D. ISIS 5. Which device cannot participate in multihop FCoE? A. Nexus 5000 B. MDS 9500 C. Nexus 1000 D. Nexus 7000 6. In FCoE, how many bits of the IEEE 802.1p CoS field are used to map traffic classes? A. Two B. Three C. Four D. Eight 7. Which of the following are benefits of Unified Fabric? (Choose two.) A. Less cabling B. Fewer IP addresses C. SAN and LAN on a single transport D. Automatic encryption 8. What does Priority-based Flow Control enable? A. Native Fibre Channel B. Native Ethernet



C. Bandwidth management and priority selection D. Lossless Ethernet 9. What does Enhanced Transmission Selection enable? A. Native Fibre Channel B. Native Ethernet C. Bandwidth management and priority selection D. Lossless Ethernet 10. Where is a VE port used? A. FCoE switch to FCoE switch B. 1000V to HBA C. Port edge to virtual port edge D. Virtual enterprise connections 11. Which of the following are required to transport Fibre Channel over a data fabric? (Choose two.) A. Ethernet headers B. Enhanced transmission selection C. A Layer 3 routing protocol D. 10 gigabit interfaces 12. A unified fabric consolidates which of the following? (Choose two.) A. Control plane B. LAN traffic C. Data plane D. Storage traffic 13. A remote FEX port is identified by the parent switch using which of the following? A. VLANS B. Source MAC addresses C. VN-Tag D. Trunking 14. A fabric extender is used for which of the following? (Choose two.) A. Interconnecting virtual machine NICs to the Nexus switching fabric
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B. Extending the distance of a converged fabric C. Allowing the remote Nexus 2000 to connect to the parent switch D. Interconnecting SAN controllers to host bus adapters 15. To configure a remote Nexus 2000 on a Nexus 5000, which commands enable the ports to communicate? (Choose three.) A. 



Feature FEX



B. 



channel-group 100



C. 



fex associate



D. 



Switchport mode fex-fabric



16. Data Center Bridging Exchange (DCBX) does which of the following? (Choose two.) A. Allows Layer 2 connections between data centers over a routed network B. Automates the negotiation of parameters and configuration of interconnected switch ports C. Allows FCoE onto the converged fabric D. Determines if the connected port is configured correctly 17. SFP 10 Gigabit supports which Physical layer media types? (Choose two.) A. Twinax B. Coax C. Multimode fiber D. Cat 3 Ethernet cabling 18. Server-to-server traffic on the same Nexus 2248 uses which of the following? A. Local switching in the Nexus 2000 B. Switches on the upstream Nexus switch C. Switches across the converged control plane D. FEX local switching 19. FCoE multihop allows which of the following? (Choose two.) A. Direct SCSI interconnection to the converged fabric B. Storage controllers to use native Fibre Channel fabric connections C. Fibre Channel traffic over the entire network using Ethernet D. More than one switch between the storage initiator and the storage target 20. A virtual interface allows which of the following? (Choose three.)



A. A converged network adapter to present multiple logical adapters to a server operating system B. FEX addressing to attach to remote ports C. The virtualization of a NIC card D. Per virtual machine control of QOS, policies, and security



Technet24.ir



Chapter 7 Cisco UCS Principles THE FOLLOWING DCICT EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 5.0 Unified Computing 5.2 Describe, configure, and verify connectivity 5.4 Describe the key features of UCSM



THE FOLLOWING TOPICS ARE COVERED IN THIS CHAPTER:



Describing the Cisco UCS B-Series product family Cisco UCS 6100 and 6200 Series Fabric Interconnects Cisco UCS 5108 Blade Server Chassis Cisco UCS B200 M3 Blade Server Cisco UCS B230 M2 Blade Server Cisco UCS B250 M2 Extended Memory Blade Server Cisco UCS B440 M2 High-Performance Blade Server Mezzanine Card Options for Cisco UCS B-Series Blade Servers Describing the Cisco UCS C-Series product family Cisco UCS C-Series product family Cisco UCS C22 M3 High-Density Rack Server Cisco UCS C24 M3 General-Purpose Rack Server Cisco UCS C220 M3 Rack Server Cisco UCS C240 M3 Rack Server Cisco UCS C260 M2 Rack Server Cisco UCS C460 M2 High-Performance Rack Server Connecting Cisco UCS B-Series Blade Servers Chassis-to-fabric interconnect physical connectivity I/O module architectures Cisco Integrated Management Controller chip on Cisco UCS B-Series blade servers Three basic port personalities in the fabric interconnect Discovery process



The Cisco Unified Computing System (UCS) is one of the most comprehensive and exciting projects launched in Cisco’s history. During its development, UCS was given the code name “the California Project,” and many of its components were named after areas in that state. This massive venture was so arcane that it was completely misunderstood by many both from within and outside the industry!
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News about UCS was often buried somewhere deep inside tech magazines with headers like “Cisco Entering Blade Server Market.” While this was technically true, those pronouncements didn’t accurately convey the essence of Cisco UCS. By the time Cisco UCS was actually in development, it became clear that the future of the data center was virtualization. VMware and others had successfully demonstrated what they could do running on standard hardware. Data centers have undergone tremendous changes in order to optimize themselves specifically for running in a cutting-edge, virtualized environment. The amazing, new virtual machines could run on top of any hardware that had ESX installed! You probably remember that the virtual machine operating system is referred to as the guest OS, and the underlying hypervisor operating system is called the host OS. Because the hardware attributes of the physical server are irrelevant to the VMs, we can move a virtual machine from an HP server running ESX to an IBM server running ESX without needing to make any changes to the guest OS at all. VMware ESX and other hypervisors proved to be the ideal environment in which virtual machines could thrive and, even better, they could all be centrally managed using VMware’s vCenter or similar tool. Virtual machines became magical things that made an IT pro’s life a day at the beach! OK, maybe it was a rocky beach strewn with seaweed and biting flies! After all, the underlying host operating system, such as ESX, still had to be installed on the physical server. Furthermore, each physical server had its own unique settings, including its MAC address, World Wide Names, BIOS settings, and more. This meant that you couldn’t simply take a hard drive with ESX installed out of an IBM server, put it into an HP server, and expect it to be an exact replacement. If you tried that, you’d end up with driver issues and hardware settings like the MAC address and such that would change. So yes, you could make it work, but getting that to happen would require some serious effort! On top of all of that, the job of managing a vast number of physical hosts is a challenge in itself. Say that you have a hundred servers. Does having to log into each one separately for management sound like a day at the beach to you? Making a change could take hours, or even days, to implement properly across your legion of servers! Not to mention being faced with the task of cabling your gang of 100 servers. Think about it. If each device requires 3 Ethernet cables and 2 Fibre Channel cables, you would need 500 cables to make things work. Moreover, because each cable has two ends, you would need to use a whopping 1000 ports— that is the stuff of nightmares! Fear not. Cisco UCS was created to address these terrors and more. As we explore the design of UCS and the associated hardware, you’ll gain insight into an undeniably elegant solution that will simultaneously amaze you and take your IT skillset to a new, lofty level.



Data Center Computing Evolution X86 servers have gone through a remarkable evolutionary process. At first, they were simply



individual tower machines that we put on shelves. We could connect and manage them individually, but they took up a lot of room, as shown in Figure 7.1.



FIGURE 7.1 A group of tower servers Things got more efficient with the genesis of rackmount servers. This innovation now allowed us to purchase servers that looked like pizza boxes and mount them in the same rack. Figure 7.2 illustrates how much this reduced the amount of space that we needed!



FIGURE 7.2 Rackmount servers connected to a switch OK, so rackmount servers definitely simplified things, but each server still required its own
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power supply and network connections, and it still took up at least one unit of rack space. The next iteration was to take the individual servers and put them into a single box called a chassis, wherein servers could share some resources such as power supply. This is known as blade computing, and it is depicted in Figure 7.3.



FIGURE 7.3 Chassis with 16 blades Still, blade servers went through their own evolution because the earliest versions shared few resources, and each blade had to be managed separately. This system has now developed so that, at least for most vendors, we can somewhat manage all of the blades in a single chassis from a single interface. As of this writing, most vendors are still at this level and evolving. The focus of the majority of them is simply on making the current solution ever more efficient.



Network-Centric Computing The exception, of course, is Cisco, which introduced the Unified Computing System (UCS) in 2009, about 45 years after IBM first introduced the IBM System/360. There is a saying that “hindsight is 20/20.” In this case, I couldn’t agree more because Cisco was in the enviable and unique position to be able to create a completely new system from scratch by learning from the mistakes of others! Cisco scrutinized a number of issues confronting the data center, including these three very important ones: Separate Ethernet and Fibre Channel networking Difficulty managing a vast number of servers Issues encountered when replacing or upgrading a server In the chapter on Unified Fabric, we talked about the benefits of merging Ethernet and Fibre



Channel networks. Cisco made Unified Fabric an integral part of the UCS system in order to reduce cabling and take advantage of the other benefits gained via Unified Fabric. We will cover the issues and intricacies surrounding replacing or upgrading a server a bit later in the book. Managing a large number of servers has always been a challenge, ranging from the tedious to the downright painful. Having, say, 64 servers, which could be equal to 64 separate points of management, required logging into each point to make changes. As I said, some blade servers allowed us to manage all of the blades within a single chassis, which helped by reducing the number of management points, but that didn’t really solve the problem. Thinking big, Cisco wanted there to be only a single point of management for an entire horde of servers and chassis. To accomplish their goal, they moved the management away from the server and chassis to intelligent network devices instead, creating something called fabric interconnects (FI), as illustrated in Figure 7.4.



FIGURE 7.4 Cisco UCS fabric interconnect model 6248UP True, fabric interconnects look a lot like a Nexus 5000 switch in a different color, but this device’s beauty isn’t just skin deep. This device offers far more intelligence than a regular Nexus switch! The fabric interconnects are the heart and soul of the UCS system. All management is done via these savvy fabric interconnects. Although these beauties work in pairs for high availability, from a management perspective they operate as a single unit. In Figure 7.5, you can see that four chassis are connected to two fabric interconnects. Each chassis can contain up to 8 separate blade servers yielding a maximum of 32 servers in the configuration. This may not look all that special, but the awesome thing about this solution is that there’s only one management point!
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FIGURE 7.5 UCS system with two fabric interconnects and four chassis Imagine being able to make changes that affect all 32 servers from a single interface. Not only is this efficient, but it’s also scalable, which means that if you want to grow your system from 32 servers to 96 servers, you don’t have to add more fabric interconnects! Figure 7.6 shows a pair of fabric interconnects with 12 chassis that could hold up to 96 servers. Keep in mind that this scenario stills represents a single point of management for all of the chassis and servers. In fact, you could scale up to 40 chassis with 320 blades and still wind up with just two fabric interconnects and one management point!



FIGURE 7.6 UCS system with two fabric interconnects and 12 chassis So with that, let’s zoom in and thoroughly investigate the hardware side of the solution.



Fabric Interconnects As of this writing, Cisco has had three generations of fabric interconnect devices: the 6100 Series, 6200 Series, and 6300 Series. Here’s a quick breakdown of the features and some key differences between the devices offered in this product line: The Cisco 6120XP has twenty 10 Gigabit Ethernet interfaces and a single expansion slot. The 6140XP is kind of like having two 6120XPs mashed together. The 6140XP has forty 10 Gigabit Ethernet interfaces and two expansion slots. The two first-generation fabric interconnects are pictured in Figure 7.7.
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FIGURE 7.7 6100 Series fabric interconnects The 6120XP has a throughput of 520 Gb/s, and it can support up 20 chassis, or 160 servers. The 6140X has a throughput of 1.04 Tb/s, and it can support up to 40 chassis, or 320 servers— that’s some serious capacity! What’s more significant, the 6100 Series expansion modules can be used to add Fibre Channel connectivity or additional Ethernet ports to the system. The four types of expansion modules are displayed in Figure 7.8. Expansion modules with six Fibre Channel ports can support speeds up to 8 Gb/s compared to other Fibre Channel cards that support only up to 4 Gb/s.



FIGURE 7.8 6100 Series expansion modules I need to point out something very important here—although the expansion modules themselves are fully licensed, not all ports are licensed by default. Those that are licensed include the first 8 ports on the 6120XP and the first 16 on the 6140XP. This means that if you want to use the additional ports, you have to buy a license first. The first 8 ports on the 6120XP and the first 16 ports on the 6140XP give you the option of going with 10 Gb/s or 1 Gb/s, which comes in really handy when you’re dealing with a network infrastructure that doesn’t yet support 10



Gb/s. The second generation of fabric interconnects featured higher port density as well as unified ports (UP). Basically, where the first generation merged Fibre Channel and Ethernet into a single device, the second generation allowed Fibre Channel or Ethernet to run on a single port. Yes! So it was very cool to have the option of configuring a single port to support either Fibre Channel or Ethernet. Now that the 6200 Series of fabric interconnects is on the market, the 6100 has been discontinued and is no longer available for purchase. The Cisco UCS 6248UP has 32 fixed ports and an expansion module slot offering 960 Gb/s throughput. The 6296UP has 48 fixed ports and three expansion module slots, and it serves up a throughput of 1920 Gb/s. Both of these devices are shown in Figure 7.9.



FIGURE 7.9 6248UP and 6296UP fabric interconnects The 6200 Series expansion module has 16 unified ports that allow for Ethernet or Fibre Channel connectivity, as shown in Figure 7.10. Make a mental note that the fabric interconnects and the expansion modules combine to forge the backbone of a UCS cluster.
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FIGURE 7.10 6200 unified port expansion module The newest member of the fabric interconnect family is the 6324, also called the UCS Mini. Designed for smaller deployments, Minis are cards that insert into the 5108 blade chassis instead of external devices like the 6100 and the 6200 fabric interconnects. The L1 and L2 interconnects go across the backplane so no external cabling is required. They contain the UCS manager, and they support VM-FEX cards, Fibre Channel, and both 1G and 10G Ethernet interfaces. Figure 7.11 illustrates the 6300 form factor.



FIGURE 7.11 6324 fabric interconnect Next, let’s check out the chassis that holds the actual server blades.



Server Chassis The Cisco UCS 5108 blade server chassis looks like a typical chassis. Physically, it’s six rack units (RUs) high, and it mounts into a standard 19″ rack. As shown in Figure 7.12, the chassis can handle up to eight half-width blades or four full-width blades, or any combination that you can manage to cram creatively in there without resorting to extreme measures. Eight hotswappable blades in 6RU is a pretty efficient use of space!



FIGURE 7.12 UCS 5108 chassis with a mixture of full and half-slot blades See those slots across the bottom? They can house up to four 2,500-watt power supplies that require 220V AC, so make sure you use the right outlets, unless you want to end up with scrap metal! It’s good to know that these hot-pluggable power supplies’ AC connections are isolated from each other—so if one fails, it won’t affect the others. Internally, the power is matrixed and accessible to any server blade. It’s a good idea to have at least three power supplies,
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which is known as N+1, and basically this means that if one fails, you get to keep things running. The ideal solution is called grid configuration and uses all four power supplies, with two connected to one power source and two connected to another source.



I/O Modules Clearly, the Cisco chassis containing the blade servers must be connected to the fabric interconnects. On the back of the chassis are two slots where the I/O modules are installed, as shown in Figure 7.13. Available types include the 2104XP, 2204XP, and 2208XP. The second digit indicates the generation, and the fourth digit indicates the number of ports. Remember, the key purpose of Cisco UCS I/O modules is to act as fabric extenders (FEXs).



FIGURE 7.13 5108 with 2104XP I/O modules (rear view) Essentially, fabric extenders exist to get ports close to the servers, and you can’t get them any closer together than sticking them inside the same chassis! The I/O modules (IOMs) connect to the fabric interconnect and provide connectivity inside the chassis for the server blades, as pictured in the figure.



UCS Servers This might surprise you, but UCS servers actually have a lot in common with most modern-day servers. They’re based on Intel chips, have RAM, and provide LAN and SAN connectivity. Predictably, however, there are some key differences too. We’ll now turn our focus to those, as well as the various models of UCS blade servers out there right now.



Extended Memory The virtualization of the data center has increased the need for memory tremendously. Although CPU power continues to improve by leaps and bounds, the amount of memory a server can support just isn’t keeping up with the demands resulting from this exponential increase. This is clearly a problem, so Cisco worked with Intel to come up with a solution. Because the Intel architecture limited the maximum number of DIMM chips that each CPU could support, Cisco created a special chip that grants more than double the amount of memory. The newer CPUs can handle more memory directly. Moreover, you get over a terabyte of RAM on a single server like the UCS B420! Another benefit that extended memory provides is that it’s possible to use smaller and less-expensive memory chips when configuring your server.



B-Series Blade Server Models Since Cisco offers such a wide variety of UCS servers, it’s really helpful to be able to break down the name of particular server and interpret what it actually means. I’m going to use the B200-M3 and C420-M3 as examples. If the first letter is a B, this indicates that it’s a blade server. A C stands for chassis, which tells us that it’s a rackmount server. The first number after the letter specifies the number of CPU sockets in the server, so the B200 has two sockets and the C420 has four. Finally, the M3 at the end tags these as third-generation UCS servers. It is also important to remember that blade servers come in full- and half-width sizes. The fullwidth version not only allows more space for CPUs and memory, but it also contains a second mezzanine card. I’ll describe these cards more in a minute, but for now look as Figure 7.14 to see the different blades available and what some of the features are on each of them.



FIGURE 7.14 B-Series server comparison It’s always great to have a nice array of options from which you can choose, and the wide



Technet24.ir



variety of server blades available gives you the power to have your specific needs met by choosing the type of blade that will serve them best. The most popular blades are the B200 and B22, which also happen to be the least expensive. If you have a high-performance Oracle server, however, it would be wise to opt for a B420 or B440.



C-Series Rack Servers The C-Series rackmount servers are really popular for their robust capabilities and also because they’re competitively priced. The C-series can support tons of memory and can also be connected to the fabric interconnect, something we’ll cover thoroughly in the next chapter. The C22 is the entry-level server, and it gives you two Xeon CPUs, up to eight drives, and up to 192 GB of RAM. The servers scale up in power and capacity, as shown in Figure 7.15.



FIGURE 7.15 C-Series server comparison Although the C460 is a beast of a machine, when these servers are combined with other Cisco technology, it’s one monster solution that’s hard to beat!



Interface Cards Both server blades and rackmount servers require connectivity to Ethernet and Fibre Channel. To make this happen for blade servers, you install a mezzanine card onto the server blade to achieve either Ethernet only or Ethernet and Fibre Channel communication. For rackmount servers, you can choose to use the built-in interfaces or install interface cards instead. Let’s check out some of the different media available to hook these devices up. Non-virtualized Adapters



Non-virtualized adapters have a fixed configuration of Ethernet and Fibre Channel ports, and some of the specifications are shown in Figure 7.16. The Ethernet-only adapters from Intel, Broadcom, and Cisco provide two interfaces, and they work really well in environments without Fibre Channel. The converged network adapters (CNAs) from Emulex and QLogic offer two Ethernet and two Fibre Channels. They are great for SAN environments. The CSeries supports a variety of PCIe adapters, and it has built-in Ethernet as well. Keep in mind that in the real world, most companies no longer use non-virtualized adapters on B-Series servers.



FIGURE 7.16 Non-virtualized interface cards Virtualized Adapters Virtualized interface cards (VICs) allow us to define the number of Ethernet and Fibre Channel interfaces on the card—really! If you configure the card with six Ethernet interfaces and four Fibre Channel interfaces, that’s exactly what will be presented to the operating system. Also interesting is that the number of interfaces doesn’t change the speed of the card, which will remain 20, 40, or 80 Gb/s, as shown in Figure 7.17. Thus, the VIC clearly serves up some serious flexibility when configuring a UCS blade server, which is a big reason why it’s the most common type of interface card used today on B-Series servers.
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FIGURE 7.17 Virtual interface cards Remember when we told you that during its development, the UCS system was called “the California Project?” Because of that, the interface cards were codenamed after cities in that state: The VIC card was dubbed “Palo,” the CNA was known as “Menlo,” and the Ethernet-only adapter was called “Oplin.” This is good to know in case you encounter some UCS guru tossing these terms around to sound smart. Now you can sound just as smart. Predictably, the virtual interface cards for the C-Series have been adopted at a slower pace due to cost, but Oplins for the B-series will set you back about the same amount as the other cards. Thus, if you have the option, choosing VIC cards for your server isn’t just smart sounding; it’s the smart thing to do!



UCS Connectivity Don’t forget this—understanding how to cable a UCS cluster, as well as how the communications actually happen in the cluster, is critical to mastering UCS! So let’s explore these vital subjects in depth now by surveying the various components involved and how they all work together.



Fabric Interconnect Connectivity



The fabric interconnects are the most important components in the UCS cluster, and they must be able to communicate with each other. The L1 and L2 ports are dedicated to carrying management traffic and heartbeat information between the fabric interconnects. The fabric interconnect L1 and L2 ports are displayed in Figure 7.18. The L1 from the first fabric interconnect connects to the L1 of the second fabric interconnect, and the L2 from the first fabric interconnect connects to the L2 of the second fabric interconnect, and data traffic from servers never crosses these links. The first-generation fabric interconnects have the L1 and L2 ports located on the front, and the second generation has the L1 and L2 ports located on the rear.



FIGURE 7.18 Fabric interconnect L1/L2 ports Just as it is on IOS devices, the console port is used for out-of-band management. The Mgmt 0 port is an out-of-band Ethernet management port and the Mgmt1 interface isn’t used at all. During initial setup, you would connect to the console port first, create the initial configuration, and then manage the cluster through the Mgmt0 interface. But how would you connect the chassis to the fabric interconnects? When you initially configure the fabric interconnects, one will be designated fabric A and the other labeled fabric B. On the back of each chassis will be two IOMs with either four or eight available ports. You can use one, two, four, or eight links from the IOM to a fabric interconnect, but note that all the links from IOMs must go to one fabric interconnect, and all of the links from the second IOM must go to the other fabric interconnect, as demonstrated in Figure 7.19.
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FIGURE 7.19 Fabric interconnect to I/O module connectivity Let’s zoom in on the 2104XP, the first-generation IOM. Each of the links is running at 10 Gb/s and providing bandwidth for up to eight servers. A server can generate 10 Gb/s traffic on a fabric with a typical mezzanine card, and a fully loaded chassis could generate 80 Gb/s. That sounds impressive, right? Nevertheless, when it’s possible to have more bandwidth than you can support, you run into a snag known as oversubscription. With a single link, the oversubscription rate would be 8:1; with four links it would be 2:1. Regardless of the number of links, each individual server uses only a single link per fabric. The 2204XP and 2208XP are second-generation IOMs, and they offer more options and flexibility. One of the biggest improvements is the ability to create port channels between the IOM and the fabric interconnect. Port channeling allows a single server to have a maximum bandwidth in excess of 10 Gb/s, supports load balancing, and provides support for the 40G UCS VIC 1280 adapter. Keep in mind that port channeling is available only if the fabric interconnects and the IOMs are both second generation. It is a great advantage because it gives us higher bandwidth, redundancy, and load balancing. The IOM is more than just a fabric extender; it provides three additional functions: chassis management controller (CMC), chassis management switch (CMS), and I/O multiplexer (mux). The CMC aids in the discovery of chassis and components and also monitors chassis sensors. The CMS handles management traffic being sent to the Cisco Integrated Management Controller. The mux multiplexes the data between the fabric interconnect and the host ports. The two IOM cards in the 5108 chassis connect to the fabric interconnect cards with multiple 10G Ethernet interfaces. Each IOM A connects to fabric interconnect A and IOM B connects to fabric interconnect B only. The IOM links can be connected to only a single fabric interconnect.



The downlink 10G interfaces on the I/O modules are statically connected to the uplink ports of the fabric interconnect; this process is called pinning.



Cisco Integrated Management Controller OK, so now that we’ve achieved connectivity between our blades, the IOM, and the fabric interconnects, we can start communicating, right? Yes, but it’s vital to understand how! The Cisco Integrated Management Controller (CIMC) chip is on the motherboard of C-Series and B-Series UCS servers. The CIMC, previously known as the Baseboard Management Controller, provides something called “lights-out management,” which simply means that you remotely control many of the server’s functions. This works a lot like Dell Remote Access Console (DRAC) or HP Integrated Lights-Out Management (ILO). CIMC provides keyboard, video, and mouse (KVM) over IP, enabling you to connect to the server even without an operating system installed. Via the Intelligent Platform Management Interface (IPMI) on the Cisco Integrated Management Controller, you can remotely monitor and manage some server functions, but IPMI is usually used for remote power management. The CIMC also provides Serial Over LAN (SOL), which allows the input and output of the serial port to be redirected over IP.



Ethernet Interface Port Personality The ports on the fabric interconnect need to be configured correctly by setting their port personality. The three basic states are unconfigured, server, and uplink. The default setting is unconfigured, and it won’t permit traffic flow. The port should be configured as a server if it’s connecting to the chassis, and if a port connects to a switch outside the UCS cluster, it would need to be configured as an uplink port. The other port types are used for specific storage scenarios beyond the scope of this book. Figure 7.20 illustrates all of the options for configuring an Ethernet port.
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FIGURE 7.20 Configuring port personality on fabric interconnect



UCS Discovery Process The discovery process happens automatically when a chassis is connected to a fabric interconnect and the ports are correctly configured. The fabric interconnect establishes a connection to the chassis management controller, and it gathers all of the information about the components within the chassis, such as the fans, IOM, power supplies, part numbers, and serial numbers. The blade servers in the chassis are also scanned for BIOS information, CPU types and numbers, memory, serial numbers, hard drives, and DIMM information. The discovery process can also be manually initiated by re-acknowledging the chassis, as demonstrated in Figure 7.21. You can monitor the progress of the discovery on the Finite State Machine (FSM) tab of the IOM. After discovery, your system should be up and running. The collected information is then stored in the data management engine, which is part of the UCS manager.



FIGURE 7.21 Re-acknowledging a chassis An important fact to keep in mind is that the discovery process actually tears down the fabric for a given controller and rebuilds it, so it’s avoided on systems that are in production. Still, it’s is often used when installing new equipment to ensure that all the connectivity is properly discovered! Seeing your devices show up in the UCS manager interface verifies that they’ve been successfully discovered. The UCS system should now be installed, cabled, and ready to run!



Summary In this chapter, you were introduced to the Cisco Unified Computing System (UCS) and how it fits into the data center. You also learned that fabric interconnects are a key component of UCS-provided connectivity and centralized management. You studied the different kinds of fabric interconnects and the expansion modules that can be placed into them to build the core of your UCS system. After that, you learned about the blade server chassis and the I/O modules that provide it with connectivity to the fabric interconnects. You learned that the chassis allows up to eight blades and that it can provide tremendous network throughput! You now know that B-Series blade servers and C-Series rackmount servers come in lots of varieties and that most of them were designed as solutions to problems, providing great benefits like large memory, high CPU, or low cost. All of the available options give you the flexibility that you need to select a server that meets your particular needs. After that we moved on to examine the connectivity between the components in a UCS system. You learned that there are many ways to cable it based on how much bandwidth you need, and you also found out that the Cisco Integrated Management Controller provides great remote management capabilities for your servers. You now know that the interfaces on your servers can handle Ethernet, Fibre Channel, or both, while the virtual interface card truly creates some new ways to think about how to define interfaces. To wrap things up, we covered the discovery process, which allows these components to find and identify each device and set up communications. This chapter focused heavily on UCS hardware components and how they interact, because having a solid understanding of each type
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of device and its specific job is an absolute must for you to attain your CCNA Data Center certification!



Exam Essentials Describe the fabric interconnects. Fabric interconnects provide physical connectivity and a single point of management for a UCS system. The L1 and L2 ports are used for management of traffic between the two fabric interconnects. There are three generations of fabric interconnects and six models that provide different functionality. Describe an I/O module. The IOMs or FEXs act as fabric extenders to connect the chassis to the fabric interconnects. They also provide the functions of CMS, CMC, and mux. The second-generation IOM supports port channels. The IOMs come in four- and eight-port uplink options. Describe Ethernet port states. The three basic port states are unconfigured, server, and uplink. The server port state is used to connect to a UCS chassis, and the uplink port state connects to a data center switch. Describe interface cards. Non-virtualized adapters can be configured for Ethernet or Fiber Channel but not both at the same time. Converged network adapters have both Ethernet and Fibre Channel interfaces on the same card. Virtualized network adapters allow the configuration of many Ethernet and Fibre Channel interfaces to be presented to the operation system. It is important to know what features each card supports.



Written Labs 7 You can find the answers in Appendix A. 1. Name the purpose of each of these ports on a UCS fabric interconnect. A. Console port B. Management port C. L1/L2 port 2. For each of the following interface cards, identify whether it is a virtualized or nonvirtualized adapter. A. M72KR-E B. VIC 1280



C. M61KR-I D. M81KR 3. A customer needs a server blade with four CPUs and 1 TB of RAM. Which servers meet these criteria, and what additional information would help the customer to make a good decision? 4. A customer needs 32 half-width blades and would like a recommendation from you on a UCS solution. List the characteristics of a solution that would meet these criteria. A. Number of fabric interconnects B. Number of chassis C. Types of half-width blades available 5. A customer asks you about the difference between CMC and CIMC. Please explain how they are different and why they might use them.



Review Questions The following questions are designed to test your understanding of this chapter’s material. For more information on how to obtain additional questions, please see this book’s Introduction. You can find the answers in Appendix B. 1. Which is an example of an FEX? A. UCS M81KR B. UCS 6248UP C. UCS 2104XP D. B200 M3 E. B22 M3 F. C460 2. Which of the following are virtual interface cards? (Choose four.) A. P81E B. M71-KR C. M81-KR D. VIC-1280 E. VIC-1240 F. P71-KR
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3. Through which device is management of a UCS system normally accomplished? A. Fabric interconnect B. Multilayer Director Switch C. C5108 chassis D. 2104XP I/O module 4. What is the maximum number of blades that can fit into a UCS 5108 chassis? A. 4 B. 8 C. 12 D. 16 5. How many fabric interconnects should you have to support a single cluster with 16 chassis with 128 blades? A. 2 B. 4 C. 8 D. 16 6. Which of the following can a unified port handle? A. Only Ethernet B. Only Fibre Channel C. Simultaneously Ethernet and Fibre Channel D. Ethernet or Fibre Channel 7. Based on the name of the server, what do you know about a B420 M3 server? (Choose three.) A. Second-generation server B. Third-generation server C. Rackmount server D. Blade server E. Two CPU sockets F. Four CPU sockets 8. On the UCS fabric interconnect, what do the L1 and L2 ports provide? (Choose all that apply.)



A. Management traffic B. Heartbeats C. Redundant data path for servers D. Additional bandwidth for servers E. Console management F. Web management 9. When configuring a Nexus device that has a 10 Gigabit Ethernet interface located in the first port of slot 3, how would you reference it? A. 10G 3/1 B. Gigabit 3/1 C. Ethernet 3/1 D. GBE 3/1 10. Which port provides out-of-band Ethernet management? A. L1 B. E0/0 C. Mgmt0 D. Console 11. Which is not a valid number of links between a fabric interconnect and an IOM? A. One B. Six C. Four D. Two 12. What provides keyboard, video, and mouse over IP on a UCS server? A. IPMI B. SOL C. CMC D. CIMC 13. Which of the following is not true of a unified port? A. It can support Ethernet SFPs. B. It can support Fibre Channel SFPs.
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C. A port can be configured as Ethernet or Fibre Channel. D. A port can be configured as Ethernet and Fibre Channel. 14. The UCS 6120XP has 20 built-in ports. Which ports can operate at 1 Gb/s or 10 Gb/s? A. Ports 1–16 B. All C. None D. Ports 1–8 15. Which of the following are components of the UCS 2104XP I/O module? (Choose three.) A. Chassis management controller B. Console manager C. Switch manager D. Multiplexer E. Chassis management switch 16. Non-virtualized adapters support which of the following? (Choose two.) A. Fibre Channel B. FEX C. Ethernet D. OTV E. DCB 17. Initial configuration of the UCS fabric interconnect offers which of the following options? (Choose two.) A. Initialize B. Restore C. Sync with Master D. Setup 18. IOM server downlinks are interconnected to the uplinks using which of the following? A. OTV B. DCB C. Pinning D. VPC



19. What chassis components does the UCS discover? (Choose two.) A. BIOS B. IOM C. Serial numbers D. Hard drives 20. What server components does the UCS discover? (Choose three.) A. IOM B. BIOS C. Hard drives D. DIMMs
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CHAPTER 8 Cisco UCS Configuration THE FOLLOWING CCNA EXAM OBJECTIVES ARE COVERED IN THIS CHAPTER: 5.0 Unified Computing 5.1 Describe and verify discovery operation 5.2 Describe, configure, and verify connectivity 5.3 Perform initial setup 5.4 Describe the key features of UCSM



HERE’S A PREVIEW OF THE TOPICS WE’LL EXPLORE IN THIS CHAPTER:



Setting up an initial Cisco UCS B-series cluster Cabling a Cisco UCS fabric interconnect cluster Initial setup script for the primary peer Initial setup script for the secondary peer Verifying a fabric interconnect cluster Describing Cisco UCS Manager operations Cisco UCS Manager Layout of the Cisco UCS Manager GUI Navigation window tabs Device discovery in Cisco UCS Manager Verifying device discovery in UCS Manager Describing Cisco UCS Manager pools, policies, templates, and service profiles Benefits of stateless computing Using identity pools in service profiles Using service profile templates to enable rapid provisioning and consistent application of policy Creation of policies for service profiles and service profile templates Chassis and blade power capping



Now that we’ve exhausted the myriad of hardware options available in Cisco’s Unified Computing System (UCS), it’s high time for us to explore the fun stuff! In this chapter, we’ll show you how to set up a UCS system, cable it together, configure it, and manage this remarkable device. The unified system’s approach to managing copious numbers of computing devices follows a unique and innovative path. Have no worries; we’ll help you to gain a solid grasp of this technology along the way!



UCS Cluster Setup
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Finally, the UCS system you’ve been waiting for arrives at your data center. The first challenge that you are presented with is a reminder that you should definitely work out more—these beauties can be heavy! After struggling to get it unboxed and installed into your data center’s cabinets, you wisely begin by connecting the chassis with the required 220v capacity power cables. Awesome! Now what? Your next task is to cable the two fabric interconnects together properly and then connect them to the chassis. We’ll guide you through that now.



Cabling the Fabric Interconnects First, you should know that fabric interconnects are almost always installed as pairs, because doing this ensures a redundant topology. You can install one as a standalone, but we recommend doing that only for testing in the lab environment—never in a production environment! Also, the UCS is designed to run dual fabrics for redundancy. If only one fabric interconnect is used, there will be no fabric redundancy. In the previous chapter, we talked about the very special L1 and L2 ports used for communication between the two fabric interconnects, and these two ports are typically the first to connect. Examine Figure 8.1.



FIGURE 8.1 Fabric interconnect cabling You connect fabric interconnects via two standard Ethernet cables that link the L1 port of the first switch to the L1 port of the second switch and then the L2 port of the first switch to the L2 port of the second switch.



Your two fabric interconnects should be the same model; for example, you should connect a 6120XP to a 6120XP. The exception to this rule occurs only when upgrading your hardware because you can temporarily connect the newer fabric interconnect to the old one to allow the new switch to learn the configuration of the cluster—nice! This little trick helps you to avoid any downtime during a hardware upgrade. Nonetheless, once everything is synchronized, you still need to remove the older switch and replace it with the new, matching one. After you’ve successfully cabled ports L1 and L2, your next step is to connect the Ethernet cable that runs from the management 0 port of each fabric interconnect to your management network. Moreover, both of those management ports must be in the same VLAN! Finally, you’re going to run rolled cable to the console port, and from there to your management computer, where you’ll open a terminal program, turn on your fabric interconnects, and let the fun begin.



Setup Dialog for the Fabric Interconnects While your fabric interconnects are booting up is a great time to collect some key information that you’ll need to configure your system. First on that list is the system name and administrator password that will be shared by the fabric interconnect. Next, you’ll need three IP addresses on the same subnet—one address to use as the physical address for each fabric interconnect, the second as a virtual IP address for the cluster, and the third for the subnet mask and default gateway. Adding a DNS server and domain name is optional. The following is a display of an entire setup dialog that we achieved after we configured the first fabric interconnect in a cluster known as the primary peer. Don’t panic—we’ll break this monster down piece by piece with you! Enter the installation method (console/gui)? console Enter the setup mode (restore from backup or initial setup) [restore/setup]? setup You have chosen to setup a new switch. Continue? (y/n): y Enter the password for "admin": Todd!John123 Confirm the password for "admin": Todd!John123 Do you want to create a new cluster on this switch (select 'no' for standalone setup or if you want this switch to be added to an existing cluster)? (yes/no) [n]: yes Enter the switch fabric (A/B): A Enter the system name: UCS Mgmt0 IPv4 address: 10.10.10.101 Mgmt0 IPv4 netmask: 255.255.255.0 IPv4 address of the default gateway: 10.10.10.1 Virtual IPv4 address: 10.10.10.100 Configure the DNS Server IPv4 address? (yes/no) [n]: yes DNS IPv4 address: 8.8.8.8 Configure the default domain name? (yes/no) [n]: yes



Technet24.ir



Default domain name: lammle.com Following configurations will be applied: Switch Fabric=A System Name=UCS Management IP Address=10.10.10.101 Management IP Netmask=255.255.255.0 Default Gateway=10.10.10.1 Cluster Enabled=yes Virtual Ip Address=10.10.10.100 DNS Server=8.8.8.8 Domain Name=lammle.com Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes



The script begins with a choice to configure the device from the console, the current commandline prompt, or from a GUI, a web interface that asks the exact same questions. As you can see, we went with the console method. We did so because it’s by far the best way to configure this device. Plus, it just makes us look really smart: Enter the installation method (console/gui)? console



Next, we arrive at setup mode, which can be used to configure a switch initially or restore the switch from a saved backup. We chose setup since this is a new switch. Know that you have to come up with a good, solid, complex password composed of upper- and lowercase letters, numbers, and symbols, or the Nexus will reject it and make you try again: Enter the setup mode (restore from backup or initial setup) [restore/setup]? setup You have chosen to setup a new switch. Continue? (y/n): y Enter the password for "admin": Todd!John123 Confirm the password for "admin": Todd!John123



Just because we’ll be setting up both fabric interconnects, doesn’t mean that they’ll be set up exactly the same way. We’re going to create a new cluster on the first one, but we’ll have the second one join the existing cluster. As mentioned, standalone mode is just for testing in a lab environment. We chose yes to indicate that we want to create a new cluster on the first switch: Do you want to create a new cluster on this switch (select 'no' for standalone setup or if you want this switch to be added to an existing cluster)? (yes/no) [n]: yes



Each fabric interconnect is identified by an A or a B indicating a fabric identifier. It really doesn’t matter, but most people set up the first switch on A and the second one on B: Enter the switch fabric (A/B): A



Sometimes people get confused when faced with entering the system name because it’s asking for the name of the cluster and not the name of the fabric interconnect. The actual fabric interconnect name is the cluster name followed by the switch fabric. Because we chose the cluster name UCS and a switch fabric of A, the fabric interconnect’s name becomes UCS-A:



Enter the system name: UCS



This brings us to the network information in the final stretch of the setup. We’re going to assign the Mgmt 0 address to this fabric interconnect’s physical port, and we’ll use the virtual IP address to connect to and manage the UCS. The first, primary fabric interconnect will handle the management traffic. We’ll tell you more about the reason for that in a bit. The rest of the information in this chunk of output is just typical network configuration: Mgmt0 IPv4 address: 10.10.10.101 Mgmt0 IPv4 netmask: 255.255.255.0 IPv4 address of the default gateway: 10.10.10.1 Virtual IPv4 address: 10.10.10.100 Configure the DNS Server IPv4 address? (yes/no) [n]: yes DNS IPv4 address: 8.8.8.8 Configure the default domain name? (yes/no) [n]: yes Default domain name: lammle.com



The very last part of the dialog displays a summary of the configuration that will be applied to the fabric interconnect, and it asks if you want to use it. If you see anything wrong with it, just enter no to run through the setup configuration again: Following configurations will be applied: Switch Fabric=A System Name=UCS Management IP Address=10.10.10.101 Management IP Netmask=255.255.255.0 Default Gateway=10.10.10.1 Cluster Enabled=yes Virtual Ip Address=10.10.10.100 DNS Server=8.8.8.8 Domain Name=lammle.com Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes



At this point, the first fabric interconnect is configured and operational, and we only had to answer a dozen questions to get it up and running! Dealing with the second fabric interconnect, known as the secondary peer, is even easier, and it requires answering only five more questions. The following example sets up the second fabric interconnect for a cluster configuration using the console: Enter the installation method (console/gui)? console Installer has detected the presence of a peer switch. This switch will be added to the cluster. Continue?[y/n] y Enter the admin password of the peer switch: Todd!John123 Mgmt0 IPv4 address: 10.10.10.102 Management Ip Address=10.10.10.100 Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes



OK. The second line tells us that the second fabric interconnect has detected the presence of another fabric interconnect over the L1 and L2 links, and it prompts us to join the cluster. We
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just say yes to be added to it, and then we enter the password to authenticate to the primary fabric interconnect. The configuration information, including the cluster IP address, DNS, and system name, are learned from the primary fabric interconnect. The only information left to enter is an IP address for this specific fabric interconnect. Pretty easy so far, no? At this point, we should have a functioning UCS cluster, but how can we really tell if we do or not?



Cluster Verification Predictably, the two fabric interconnects in the UCS cluster synchronize data with each other. Changes are first implemented on the primary and replicated to the secondary. Note that it’s really important that these two devices operate logically as one. The command show cluster extended-state is the tool that we’ll use to tell us all about the status of the cluster. Here’s the output from the primary switch: UCS-A# show cluster extended-state Cluster Id: 0xe5bd11685a7211e2–0xb39f000573cd7a44 Start time: Mon May 27 17:37:43 2013 Last election time: Mon May 27 17:38:11 2013 A: UP, PRIMARY B: UP, SUBORDINATE A: memb state UP, lead state PRIMARY, mgmt services state: UP B: memb state UP, lead state SUBORDINATE, mgmt services state: UP heartbeat state PRIMARY_OK INTERNAL NETWORK INTERFACES: eth1, UP eth2, UP HA READY Detailed state of the device selected for HA storage: Chassis 1, serial: FOX1442GZZQ, state: active



This output confirms that A is the primary and that B is the subordinate. We can also determine that the member state, management services, and network interfaces (L1 and L2) are up. The most important thing to look for is the line HA READY (high availability). This one line will tell you if your cluster is functioning properly or not. If you have everything cabled properly and powered on but things still aren’t working, you probably have a configuration error somewhere. The most common initial configuration issue stems from incorrect IP information. To solve this type of problem, you really need to become familiar with the UCS command-line interface (CLI). Not to scare you, but this is not the Cisco IOS or Nexus OS! Most UCS administrators rarely use the command-line interface, but we’re better than that so in we go! The commands with which we will arm ourselves are scope, up, set, and commit. The scope command changes



which part of the UCS configuration you’re modifying. Using the up command in UCS is basically like executing the exit command in IOS, because both commands move you back one level. Although you can use the exit command, you need to know the up command too. The set command modifies a property, but it doesn’t work the same way that it does in other Cisco operating systems because any changes made using set in UCS won’t take effect until you enter the commit command as well. This output gives us a snapshot of what happens when we change the virtual IP address of the cluster: UCS-A# scope system UCS-A /system # set virtual-ip 10.10.100.10 UCS-A /system* # commit UCS-A /system #



So what does this tell us? Well, we can see that the scope command got us into system configuration mode where the virtual IP address was changed. Do you see that asterisk on the third line? It indicates that there are more changes that haven’t been committed. Once the commit command has been executed, the asterisk disappears, indicating the change has been implemented and saved. But what if we had incorrect IP addresses on one of the management interfaces of a fabric interconnect? Again, we could correct it from the command line in a similar way: UCS-A /system # up UCS-A# scope fabric-interconnect a UCS-A /fabric-interconnect # set out-of-band ip 10.10.100.11 Warning: When committed, this change may disconnect the current CLI session UCS-A /fabric-interconnect* # set out-of-band netmask 255.255.0.0 Warning: When committed, this change may disconnect the current CLI session UCS-A /fabric-interconnect* # set out-of-band gw 10.10.1.1 Warning: When committed, this change may disconnect the current CLI session UCS-A /fabric-interconnect* # commit UCS-A /fabric-interconnect #



OK. You can see that by using the up command, we’ve changed the configuration mode from system back to the root. The rest of the commands bring us to fabric interconnect a and then configure and apply the IP settings. We can verify these settings via the show configuration command like this: UCS-A /fabric-interconnect # show configuration scope fabric-interconnect a activate firmware kernel-version 5.0(3)N2(2.11a) activate firmware system-version 5.0(3)N2(2.11a) set out-of-band ip 10.10.100.101 netmask 255.255.0.0 gw 10.10.1.1 exit



Now we realize that the UCS command line is in a weird place, but don’t worry about that because, once you’ve initially configured your UCS system, it’s likely that you won’t have to visit the UCS CLI ever again! The UCS CLI is useful for displaying logging and debugging
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information that is not available with the GUI. Next, we’ll show you how to manage the system, as well as its brilliant interface, the Cisco UCS Manager GUI.



UCS Manager UCS Manager is the single point of management for a UCS system. This single tool will open the doors for you to manage the fabric interconnects, blade server chassis, blade servers and their components, rack servers, and subsystems, plus anything connected to them, from fullwidth server blades to fan modules and power supplies. Seriously, even when facing a huge UCS with 16 chassis and 128 servers, you would manage all of it via this single interface! In recent years, Cisco has standardized the method used to store information across devices. Extensible Markup Language (XML) provides a robust way to store that data, which is still readable by human eyes and to seasoned orbs. XML files eerily resemble what you might end up with if an old INI configuration file and an HTML file had babies. But no worries—you won’t be editing XML files! Instead, you’ll rely on cool tools like the UCS Manager GUI or the CLI for day care because they work in the background to make those changes for you painlessly. Another wonderful benefit of this standardized format is that its consistency makes it super easy for third-party providers to develop applications and tools for UCS. Nevertheless, the XML interface isn’t the only way to communicate to the UCS system. Key protocols like SNMP and IPMI (Intelligent Platform Management Interface), as well as relatively obscure standards like CIM-XML (Common Information Model) and SMASH CLP (Server Management Command Line Protocol) are also supported. Keep in mind that CIMXML is read-only, and it cannot be used to configure UCS. You will grow to love KVM (keyboard video mouse) over IP. This awesome feature actually lets you remotely manage the server, even if there’s no OS installed on it! With all this in mind, it’s time to dive right into actual configuration.



Welcome to the GUI You’ve recently been introduced to the initial configuration of a UCS cluster, as well as how to give the system a virtual IP address. When you open a web browser to the cluster IP address, you’ll see a screen similar to the one depicted in Figure 8.2.



FIGURE 8.2 UCS initial web interface The Launch UCS Manager option will start up the GUI, whereas the KVM Manager allows you to connect to your servers without launching the UCS Manager at all. Oh and by the way, this is a cross-platform application written in Java, so make sure that you have Java installed before launching. Keep in mind that because you’re running an application from a web browser, you’ll probably see a warning like the one shown in Figure 8.3.
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FIGURE 8.3 Java application warning Choosing Run will bring up a prompt to log into the UCS, as shown in Figure 8.4, using the credentials configured during the initial setup:



FIGURE 8.4 UCS Manager Login



UCS GUI Navigation Examine Figure 8.5 for a clear picture of the primary UCS Manager GUI. The left side houses the navigation pane, while the right side shows you the content. At the top is the navigation trail that shows where you are in the configuration tree. You can move forward and backward by selecting the area on this trail. A fault summary area above the navigation tabs shows critical, major, minor, and warning faults. See those six tabs just above the navigation pane for LAN, SAN, VM, Admin, Equipment, and Servers? Those tabs are the primary way move around the interface.
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FIGURE 8.5 UCS Manager layout The Equipment tab displays all of the physical components for the UCS—if it’s something that you can actually touch, it’s under the Equipment tab. The three areas of the Equipment tab are the blade chassis, the rack mount servers, and the fabric interconnects. Understand that the Servers tab doesn’t contain the physical servers, only the logical server components and settings, and the LAN and SAN tabs contain their relevant network and storage items. Keep in mind that if you have your UCS linked into a VMware vSphere environment, those elements will show up under the VM tab. The Admin tab predictably contains an abundance of items associated with the general administration of the UCS. A collage of all of the tabs is shown in Figure 8.6.



FIGURE 8.6 UCS Manager tabs



Finite State Machine Let’s focus on that Equipment tab, which hosts lots of vital details about the system’s servers, FEXs, and chassis. At this point, a good question would be, “How did UCS learn about all of this physical gear?” The discovery process in UCS Manager is always running so that it can determine whenever hardware has been added, changed, or removed. Cool—but how? The system monitors any ports configured as server ports to determine if something new has been plugged in. When a link is detected, a communication channel is opened to the FEX located in the chassis. The system verifies the type of FEX, and then it determines that chassis information and adds it to the UCS database. Sensors throughout the system monitor voltage and presence, so that if anything changes, the finite state machine will discover and record the change. The FSM tab in UCS Manager lets you monitor the processes. Once the chassis is discovered, the discovery process will query the CMC to see if there are blades in the slots. If one is detected, the system queries the CIMC on the server and begins an in-depth discovery process of server components, like BIOS, drives, NICs, and HBAs, as shown in Figure 8.7.
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FIGURE 8.7 Finite state machine discovery process The finite state machine (FSM) monitors the discovery process, displaying each step that occurs and whether it was successful or not. If you want to observe this process personally on a non-production system, you can choose an IOM, reset it, and then select the FSM tab and watch all of the steps in real time. Let’s move on to cover some of the other activities monitored by the FSM.



Service Profiles Before we jump into stateless computing and services profiles, it is worth noting some current challenges inherent to managing servers in the data center. This is important because understanding these issues will bring home just how elegant Cisco’s solutions really are!



Traditional Computing First, ask yourself this: “What exactly is it that makes a computer deployed in the data center unique?” If you have two ACME 100VXs with the same memory, CPU, NICs, host bus adapters, and so on, does that mean they’re exactly the same? If there’s no one nearby, scream, “No!” Why? There are lots of reasons, and we’ll walk you through them one by one. To begin, stateful computing means that individual servers have unique characteristics, so these two machines aren’t even in the same state. And the network environment between these two machines may be very different. Think about it—we’re dealing



with machines that have different MAC addresses burned into the NICs and cabled to different ports, which may belong to different VLANs that have different security policies—there’s a lot to consider here! Furthermore, there’s the whole storage side of things. The host bus adapters will have different WWPNs and WWNNs, and the SAN boot setting will be different too. The MDS switch they’re plugged into will have a VSAN configuration and zoning specific to their particular WWPN, and the storage array will have masking configured for their individual WWPN. That’s not all—the UUID (universally unique identifier), which is burned into the motherboard, is unique to each server, and the BIOS settings may be different as well. Thus, it’s definitely safe to say that these seemingly identical servers are actually very different, indeed! But why do we care?



Upgrading or Replacing a Server Consider that it’s not uncommon for people to want to upgrade or replace a server in a data center. Let’s say that one of those servers we just referred to experiences a catastrophic failure and dies. No problem, right? We’ll just run out and buy another ACME 100VX with the exact same hardware as the recently deceased, plug it into the exact same ports, and cross our fingers! Holding our breath, we watch nervously as our new server starts to boot. It stops because it can’t find the disk. In a huff, we think about this for a while until we remember that we have to configure the HBA BIOS with the correct target for our SAN. Yet, after a quick reboot of the server and reconfiguration of the HBA BIOS with the correct SAN setting results, it’s still not working! One aha moment later, we realize that our WWPN has changed, so we decide that it has to be the zoning on the MDS switch that’s stopping us. We call the MDS administrator to reconfigure the zoning with our new WWPN, but we’re still dead in the water. So we call the storage array administrator to discuss the situation. The administrator reminds us that we have to remask the storage array to allow the server with the new WWPN to connect to the correct LUNs. Finally, our server boots up and the operating system loads—sweet success! To verify things, we try to ping something, but we find that we cannot ping anything anywhere on the network—rats! We ask the network administrator to change port security so that our new MAC address will be allowed onto the network. Now our operating system is booted, and we’re good to access the network…. Or not! Hitting yet another snag, the OS tells us that this server isn’t licensed and needs to be activated. A little research tells us that the UUID is used for software activation, and since ours has changed, we have to reactivate it. So we fix that and now we really and truly are up and running—life is good! In today’s virtualized environment with as many as 100 virtual machines or more on a physical server, replacing the hardware can be very expensive and time consuming. Meanwhile, across town, another administrator is replacing a Cisco UCS server with a new
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one. The administrator simply plugs in the new server, clicks a couple of things in the GUI, and everything works wonderfully. How can this be? What’s different?



Stateless Computing What if we told you that Cisco makes a network card that does not have a MAC address? I know it seems odd, but it’s completely true—these cards do not have a unique identity until one is actually assigned by an administrator! This makes replacing one of these cards really easy. Just remove the old card, put in the new card, and give it the same address that the previous card had. This whole concept of hardware not having a burned or fixed identity is the fundamental idea behind stateless computing. Stateless computing allows identification information traditionally thought of as being part of the hardware instead to be abstracted and, therefore, changeable. The things that make a server unique—the MAC address, WWNN, WWPN, UUID, VSAN, VLAN, vHBA, vNICs, and so on —are no longer dependent on the physical server; they’re dependent on the settings applied to that physical server instead! This is an important innovation, so let’s take a deeper look into how it works.



Service Profiles A service profile is created in software on the UCS Manager, and it is composed of all of the characteristics that uniquely define a server. That’s right—every bit of identity information like MAC, WWPN, WWNN, UUID, vHBA, and vNICs is neatly stored within the service profile, including connectivity information. The policies that govern the behavior of the server make up the final part of a UCS service profile. Thus, just because you have a gorgeous new Cisco UCS blade server with cool virtual interface cards installed in the chassis, it doesn’t mean that you’re good to go. Nope—you simply won’t get it to work until a service profile is created and assigned to it. Assigning a service profile to a UCS server is known as association, or the process that collects all of the settings defined in the service profile and applies them to the physical blade itself. As you can imagine, service profiles give you some amazing benefits. You get to preconfigure service profiles before the blades even arrive or build service profiles to allow for future expansion. If a blade fails, simply disassociate the service profile from the failed blade, associate it with a functioning blade, and presto! The new blade becomes an exact replacement for the old one. If you want to upgrade a server, you simply install the new blade into the chassis, disassociate the service profile from the old blade, and associate it with your new, more powerful server—pretty slick! Even so, there are still a couple of important things that you need know about this process. First, while you’re disassociating and associating the server, it will predictably be down. Second, the relationship between blades and service profiles is one to one. Service profiles actually turn servers into easily replaceable commodities!



Assigning Addresses So as you can see, service profiles are a great innovation that makes managing infrastructure abundantly easier! But before we show you how to create them, you need to understand how service profiles acquire addresses like WWPN, WWNN, UUID, vHBA, vNICs, and MAC. This process happens via one of three basic ways: derived, manual, and pools, with derived being the default. Understand that the underlying hardware’s MAC address will be sourced if the service profile is configured to use a derived address. This is bad because virtual interface cards don’t have a burned-in MAC, WWPN, or WWPN, meaning a service profile configured with a derived address won’t be able to associate to a blade with a virtual interface card at all. Plus, if you move service profiles from one blade to another, the addresses will change because the underlying hardware addresses have changed, totally blowing up the whole idea of stateless profiles being independent of underlying hardware! Now you’ve been warned—just don’t go with the default derived address setting when you create a service profile—ever. Predictably, manual addresses are entered into a service profile by administrators, and it’s common practice to use them in a small environment, especially for SAN addresses. Just because most of us don’t care which MAC address or UUID address a given server has, a storage administrator definitely does care about the WWPN and WWNN being used! Even so, Cisco really designed the UCS system to scale up to huge deployments, and manually assigning addresses in big places is unmitigated torture. This is where Cisco UCS identity pools come into play. Creating Identity Pools Identity pools allow you to create a range of addresses and provide them to service profiles as needed. This capability streamlines address deployment, while permitting service profiles to maintain their identity when being moved from one physical blade to another. The four types of identity pools used most often are MAC, UUID, WWPN, and WWNN. A service profile can tell a network interface card to point to a MAC pool and acquire an available address from it, which pretty much ensures that each address’s given identity is unique. UUIDs are 128-bit numbers, which uniquely identify a server and are usually stored in the BIOS. They’re often used by digital rights management software to prevent piracy and to ensure proper licensing. The UCS system allows for either manual configuration or using pools that allow dynamic assignment of UUIDs. To enable the movement between servers, the profiles decouple the UUID from the hardware and move it from the failed server to the replacement server. Check out the pool of UUID addresses that we’ve created in Figure 8.8, being sure to note that we allowed for at least one address per server.
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FIGURE 8.8 Creating a UUID pool MAC address pools can supply addresses to the servers’ network interface card. When forming these pools, make sure that you create enough to supply every one of your NICs. In the pool shown in Figure 8.9, you can see that the OUI part of the MAC address is 00:25:B5, which identifies the adapter as being part of Cisco UCS.



FIGURE 8.9 Creating a MAC address pool You create WWPN and WWNN pools in exactly the same way, even down to using the same dialog boxes, as shown in Figure 8.10. These pools are used to supply appropriate SAN addressing to the server HBA and HBA ports. In newer versions of UCS, you can actually create a consolidated pool called a WWxN pool, which can supply either type of address— nice!
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FIGURE 8.10 Creating a WWNN pool Now that we have these four pools set up, we’re almost ready to start creating service profiles. Remember that service profiles are logical definitions of server characteristics and that they must be applied to an actual blade to function. There are four ways to associate a service profile with a physical computer node, as shown in Figure 8.11.



FIGURE 8.11 Service profile association methods The default way of assigning a server is Assign Later, which is self-explanatory. The second way is to pre-provision a slot to use in the future so that when you want to put a server blade into service, the slot and will automatically be associated with your ready-made service profile. The third option is to select an existing server to bring up a complete list of all of the available servers populating the system and to pick one of them. But the last, and Cisco preferred, way of doing this is to use server pools. A server pool is a collection of servers that you can either place manually into the pool, as shown in Figure 8.12, or have assigned automatically based on policies. It’s important to remember that a single blade server can be a member of multiple pools at the same time. When a service profile is associated with a server pool, an available blade is selected from the pool, thereupon becoming unavailable to other service profiles.
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FIGURE 8.12 Manually assigning servers to a server pool After all of the time that we’ve spent on talking about pools and what service profiles can do, we’re finally getting to the fun part, that is, creating service profiles! Creating Service Profiles At first glance, it looks like you can just right-click Service Profiles to create one in UCS Manager. However, when you do that, you get prompted with the four options shown in Figure 8.13. These options give you the opportunity to create a service profile manually in expert or simple mode, as well as offer you the option to create a single profile or a whole bunch of them based on a template.



FIGURE 8.13 Service profile creation options If you choose to go with creating a service profile via simple mode, a single window will appear for you to fill in the information, as shown in Figure 8.14. While simple mode is certainly just that, it doesn’t let you play with all of the available options. This is OK, because you can always go back into the profile later and tighten things up nicely.
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FIGURE 8.14 Simple profile creation If you want to dive right into expert mode, however, you’ll get a total of nine different screens, which the wizard will walk you through. As shown in Figure 8.15, these screens pave the way for a detailed, precise configuration of LAN, SAN, policies, boot, and everything else that you can dream of. Expert mode is the most common way people create service profiles. Once you’ve configured and optimized the profile, you’re ready for the next section.



FIGURE 8.15 Expert profile creation Creating Service Profile Templates With all of the glow, polish, and shine that expert mode provides, managing your profiles would become quite a chore if you had, say, 64 server blades, right? This is exactly why you will love service profile templates! These beauties let you easily create an entire swarm of service profiles, and you can bring them into being two different ways: from scratch, which essentially mirrors the process of creating a service profile, or by taking an existing service profile and creating a template from it, as shown in Figure 8.16. Make a mental note that a good service profile template should always be configured to use identity pools, so that the service profile created from it can have unique addresses!
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FIGURE 8.16 Creating a service profile template By far the biggest decision you’ll make when you create a template is whether to make it an updating template or an initial template. Going with the Updating Template option means that it will maintain a relationship with the service profiles created from it, so that if it is changed later on, any profiles created from it will also be changed. An ongoing relationship like this will not be maintained from an initial template to the service profiles created from it. Once the template is created, just right-click it to create multiple service profiles. You must provide the base name for the service profile and the number that you want created, as demonstrated in Figure 8.17.



FIGURE 8.17 Creating service profiles from a template UCS will create all of the service profiles based on this template. Presuming that we’re



dealing with pools, this is where the magic really kicks in. Via pools, each new service profile grabs available MAC, UUID, WWPN, and WWNN addresses from the pools. The service profile then finds an available blade in the server pool with which it is associated and poof— you’re up and running! Figure 8.18 lists some service profiles created from a service profile template.



FIGURE 8.18 Service profiles created from a template
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Study Why Bother with Templates? Not all that long ago, I was working with a company that manufactures lunchmeat. These folks had decided to go with Cisco UCS because they had a small IT department and wanted a system they could “set and forget.” The initial deployment was a Nexus 5108 chassis with four B200 blades. The operating system was ESX. After the system was delivered and rack mounted, I visited the company to do the configuration. The staff knew VMware as well as VMware does, but they were newbies to UCS, so we built a service profile for the first blade together and spent lots of time making sure that it was configured correctly. We booted the first server, installed ESX on the NetApp storage array, and presto—we had one blade up and running. The storage array administrator duplicated the LUN with ESX installed on it seven more times. We then created a template based on that service profile and made seven service profiles. We associated three of the service profiles with the existing blades. The blades booted ESX, and we connected with KVM and set the correct IP address for each. Then each server was added to the vCenter server. Even though everything came up and all four blades were running, we weren’t finished yet because the IT staff planned on adding four more B200 blades the next year. So we took the remaining service profiles and associated them with empty slots, ready to receive a blade whenever the time came. This was a good thing, because barely six months later they had two more B200 blades delivered and wanted to install them. They really didn’t really need any further help because they could simply slide the blades into the chassis. The blades booted up to ESX, and they changed the IP addresses and added them into vCenter without even logging into UCS Manager! So, as you can see, you can save a boatload of time and trouble via service profile templates and predeployment, so make sure you bill by the project, not by the hour! Well, finally, here we are, the proud creators of a healthy UCS cluster, configured and ready for operation. Keep in mind that this was more of an overview of UCS, since the system can do so much more. We’ve covered enough for you to get a system up and running, and we’ve given you the information that you need to meet the Cisco objectives. Nevertheless, we’re really just getting started!



Summary You learned the nuts and bolts of deploying a UCS system in this chapter. We discussed cabling the system and the initial configuration dialog. You now know that UCS CLI is very different from the IOS world, and you learned how to verify that the cluster is operational and how to



perform some basic configuration in this new realm. The UCS Manager made everything seem so easy! The finite state machine monitored the processes as they occurred. You discovered how to create UUID, MAC, WWPN, WWNN, and the vital server pools. You observed how service profiles abstracted the hardware-based identification into a logical software-based identification, and you found out how service profile templates support an efficient way to deploy a large number of service profiles.



Exam Essentials Describe the Cisco UCS product family. Fabric interconnects are the key to the UCS cluster. These devices maintain the database for the cluster and handle Ethernet and Fibre Channel traffic. The UCS Manager is hosted on the fabric interconnects. Describe the Cisco UCS Manager. UCS Manager is an XML interface that can be accessed via the CLI or GUI. The entire system and all connected UCS devices can be controlled from this single interface. Describe, configure, and verify cluster configuration. The initial setup script configures the administrator password and enough basic options to put the fabric interconnect on the network. From the CLI, you can verify cluster operation. Describe and verify discovery operation. UCS automatically detects when new hardware has been added to the system. The discovery process is managed by the finite state machine, interrogates the new hardware, and places the results into the UCS Manager database. Perform initial setup. The initial setup is started from the console port of one of the fabric interconnects. Passwords, IP addresses, and other basic settings are configured. After setup, the configuration is saved and the fabric interconnect is operational. Describe the key features of the Cisco UCS Manager. UCS Manager is a Java application that provides easy configuration and management of equipment, service profiles, LAN, SAN, and administrative settings.



Written Lab 8 1. You can find the answers in Appendix A. 1. Write out the command or commands for the following questions: A. In the UCS CLI, what command moves you to the root of the hierarchy?
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B. In the UCS CLI, what command verifies the cluster state? C. In the UCS CLI, what command saves changes made with the set command? D. In the UCS CLI, what command sets the fabric interconnect’s physical IP address? E. In the UCS CLI, what command allows you to view the current configuration?



Chapter 8: Hands-On Labs In the following Hands-On Labs, you will use the Cisco UCS emulator to complete various exercises.



Hands-On Lab 8.1: Installing the UCS Emulator In this lab, you will install the UCS emulator on your laptop/desktop: 1. The Cisco UCS emulator is located at http://developer.cisco.com. You may need to create an account to download the emulator. If you search for “Cisco UCS emulator,” your search engine will take you to the right place. At the time of this writing, the direct link is http://developer.cisco.com/web/unifiedcomputing/ucsemulatordownload. 2. Locate the documentation on this site, and open the PDF. The emulator runs as a virtual machine, and it requires virtualization software. If you do not have any, locate and download the VMware Workstation Player, which is free. 3. Install and launch the emulator as instructed in the PDF. This software is updated frequently, so it is best to follow the online instructions. Be aware, however, that it does take quite a while to boot the first time. 4. Open your web browser to the IP address shown in the virtual machine. 5. Launch the UCS GUI and log in with username Admin and password Admin.



Hands-On Lab 8.2: Creating a UUID Address Pool In this lab, you will create a UUID address pool that will later be assigned to a service profile: 1. In the left pane of the UCS Manager, click the Servers tab. 2. Change the Filter drop-down menu to Pools, so that only Pools are shown. 3. Right-click UUID Suffix Pools, and select Create UUID Suffix Pools. 4. Name the pool My_UUID_Pool, and click Next. 5. Click the Add button to create a block of UUID suffixes. 6. Change the size to 20 to allow plenty of addresses. Click OK and then Finish. A dialog box will appear indicating that you have created a pool. Click OK. 7. You should now see your UUID address pool.



Hands-On Lab 8.3: Creating a MAC Address Pool In this lab, you will create a MAC address pool that will later be assigned to a service profile: 1. In the left pane of the UCS Manager, click the LAN tab. 2. Change the Filter drop-down menu to Pools, so that only Pools are shown.
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3. Right-click MAC Pools, and select Create MAC Pools. 4. Name the pool My_MAC_Pool, and click Next. 5. Click the Add button to create a block of MAC addresses. 6. Change the size to 20 to allow plenty of addresses. Click OK and then Finish. A dialog box will appear indicating that you have created a pool. Click OK. 7. You should now see your MAC address pool.



Hands-On Lab 8.4: Creating a Simple Service Profile In this lab, you will create a simple profile. 1. In the left pane of the UCS Manager, click the Servers tab. Change the Filter drop-down menu to Service Profiles, so that only service profiles are shown. 2. Right-click Create Service Profile, and select Create Service Profile (the one without the expert after it). 3. Name the service profile My_Service_Profile. 4. Under vHBAs, uncheck Primary vHBA and Secondary vHBA. 5. In the Primary Boot Device area, select CD-ROM. For the Secondary Boot Device select local-disk. 6. Click OK, and you will receive a message that a service profile has been created. Click OK again. 7. Right-click your service profile, and select Change UUID. From the UUID Assignment options drop-down, select the UUID pool that you created. Click OK. 8. Click your service profile, and then select the Network tab in the right window. 9. Select vNIC eth0, and click Modify. In the MAC address Assignment drop-down, select the pool that you created. Click OK, and repeat the process for vNIC eth1. Click the Save Changes button. You should see the MAC addresses change. 10. Right-click your service profile, and select Set Desired Power State. Select Down, and click OK.



Hands-On Lab 8.5: Creating an Associate Service Profile In this lab, you will associate your service profile with a blade. After association, in a real environment, you would have a fully functioning server. 1. In the left pane of the UCS Manager, click the Servers tab. Change the Filter drop-down menu to Service Profiles, so that only service profiles are shown. 2. Right-click Service Profile, and select Change Service Profile Association. 3. From the Server Assignment drop-down, select Existing Server.



4. Under Available Servers, select Chassis 1 Slot 1, and click OK. Then click OK again. 5. In the left pane of the UCS Manager, click the Equipment tab. 6. Navigate to and select Server 1. 7. In the right pane, select the FSM table and note the steps that occur during association until it is 100 percent complete.



Review Questions The following questions are designed to test your understanding of this chapter’s material. For more information on how to obtain additional questions, please see this book’s Introduction. You can find the answers in Appendix B. 1. Which of the following are basic states of an Ethernet interface on a UCS fabric interconnect? (Choose three.) A. Enabled B. Disabled C. Uplink D. Server E. Unconfigured 2. What can you use on a UCS system to monitor the state transitions of components and processes? A. Services monitor B. Process monitor C. Finite state machine D. Service manager 3. Compared to service profiles, what is unique to service profile templates for them to function correctly? A. Identity pools B. vNIC C. VSAN D. Dynamic allocation 4. How many peers does a UCS fabric interconnect cluster support? A. Up to 2
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B. Up to 4 C. Up to 8 D. Up to 32 5. What are three of the configuration tabs in the navigation pane in the UCS Manager GUI? A. VLAN B. LAN C. VSAN D. Equipment E. Admin 6. Which method cannot be used to configure a UCS system? A. XML API B. CIM-XML C. UCS Manager GUI D. UCS Manager CLI 7. What is the correct method for cabling the L1 and L2 ports on the fabric interconnects on a UCS clusters? A. Category 5 crossover cables B. L1 to L1 and L2 to L2 C. L1 to L2 and L1 to L2 D. L1s to one switch, L2s to another switch 8. During the initial setup script, what are the two installation methods available? A. CLI B. Console C. SNMP D. SMTP E. GUI 9. Which of the following does the FSM monitor? (Choose three.) A. Logins B. Server discovery C. Backup jobs



D. Firmware downloads E. Heartbeats 10. When setting up a UCS fabric interconnect, what two modes are offered? A. File or CLI B. Restore or setup C. Recovery or boot D. Automatic or manual 11. What command would tell you if the UCS cluster is functioning? A. show ha state B. show cluster extended-state C. show fi state D. show state cluster 12. What command do you use before setting the virtual IP address on the fabric interconnect? A. scope system B. cd system C. cd .\system D. commit system 13. What command saves changes made within the fabric interconnect UCS Manager CLI? A. save B. write C. copy run start D. commit 14. What uniquely identifies the server in UCS? A. BIOSID B. UUID C. SID D. MAC 15. What type of template maintains a relationship to all service profiles created from it? A. Permanent B. Initial
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C. Updating D. Parent 16. All blade server configurations are done where? A. On the B series servers B. BIOS C. Service profiles D. Policies 17. Which of the following allows for remote control of a server? A. XML B. KVM C. SMASH CLP D. UCS 18. Identity pools contain which of the following? A. Ranges of addresses B. Server groupings C. UUID and MAC D. Finite state machine status 19. In stateless computing, hardware identifiers are applied where? A. Server pools B. XMP C. WWPN D. Service profiles 20. Storage pools contain which of the following? (Choose two.) A. WWPN B. UUID C. LUN D. WWNN



Appendix A Answers to Written Labs
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Chapter 1: Data Center Networking Principles 1. A. vPC peer keepalive B. vPC peer link C. vPC port channel



Chapter 2: Networking Products 1. A,C 2. D,F 3. A,F 4. B,E
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Chapter 3: Storage Networking Principles 1. A. N_Port B. F_Port C. E_Port D. N_Port



2. A. Initiator B. Target



3. A. FCoE B. Fibre Channel



C. Ethernet
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Chapter 4: Data Center Network Services 1. A load balancer allows a single IP address to be advertised by DNS servers to the Internet and multiple servers sitting behind it. For example, a single website can be serviced by many real servers connected to a load balancer for scalability and fault tolerance. 2. Round-robin, lease loaded, and hashing. Round-robin assigns incoming connections to real servers in a sequential manner; least loaded checks the number of connections each real server is servicing and assigns incoming connection requests to the server with the least number of connections. Hashing allows an incoming user to always connect to the same server by applying a hashing algorithm to ensure that the client requests are connected to the same real server. Response time tests the real servers to see which has the fastest response time, and it assigns incoming connections to that server. 3. Since a load balancer is placed between incoming Internet traffic, ACE load balancers can be deployed in pairs for redundancy and load sharing using a process called high availability. 4. Cisco Device Manager is a graphical user interface that allows configuration and monitoring of the ACE load balancer without using the command-line interface. 5. GSLB allows data center fault tolerance, and it can redirect Internet traffic to a secondary data center should the primary one become unavailable. It also maintains geographical proximity by directing incoming connection requests to the nearest data center, which saves WAN bandwidth and improves response times. 6. WAAS maximizes WAN bandwidth to remote branch offices by optimizing traffic over the network using caching, compression, and TCP header manipulation.



Chapter 5: Nexus 1000V 1. Standard 2. 



show svs connections



3. 



show modules



4. VSM 5. 



state enabled



6. Control 7. True 8. VEM 9. vMotion fails 10. Virtual NIC
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Chapter 6: Unified Fabric 1. N5K-1(config)# feature fex 2. N5K-1# show feature | include fex N5K-1#fex 1 enabled 3. N5k-1(config)#fex 100 4. N5K-1(config)# int ethernet 1/1, ethernet 1/21 N5k-1(config-if)#switchport N5k-1(config-if)#switchport mode fex-fabric N5k-1(config-if)#channel-group 100 5. N5k-1(config)#interface port-channel 100 N5k-1(config-if)#fex associate 100 N5k-1# show run interface port-channel 100 interface port-channel100 switchport mode fex-fabric fex associate 100 6. N5k-1# show run interface eth 1/1 interface Ethernet1/1 switchport mode fex-fabric fex associate 100 channel-group 100 Verify the configuration: N5k-1# show run interface eth 1/21 interface Ethernet1/21 switchport mode fex-fabric fex associate 100 channel-group 100



Chapter 7: Cisco UCS Principles 1. A. The console port is a serial port used for out-of-band configuration. B. The management port is a dedicated Ethernet port that allows for remote out-of-band configuration. C. The L1/L2 ports are used for management traffic and heartbeats. 2. A. Non-virtualized B. Virtualized C. Non-virtualized D. Virtualized 3. The B420 M3 or the B440 M2 would meet the requirements. The two additional points that would help determine which is better suited to the problem are bandwidth needs and future memory expansion. 4. A pair of fabric interconnects can manage up to 40 chassis, so two fabric interconnects would be needed in this scenario. Since a chassis has eight half-width slots, a minimum of four 8-slot chassis would be required for 32 servers. Any available half-width server can be used, including the B22, B200, and B230. 5. The CMC aids in the discovery of chassis and components and also monitors chassis sensors. The Cisco Integrated Management Controller (CIMC) provides KVM, IPMI, and SOL.
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Chapter 8: Cisco UCS Configuration 1. top 2. show cluster extended-state 3. commit 4. set out-of-band ip 5. show configuration



Appendix B Answers to Review Questions
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Chapter 1: Data Center Networking Principles 1. B. The Aggregation layer hosts many network services such as access control lists, monitoring and security devices, as well as troubleshooting tools, network acceleration, and load-balancing service modules. The Aggregation layer is sometimes referred to as the Services layer. 2. C, D. Virtual PortChannels allow port channels to span multiple switches for additional redundancy and are an NX-OS feature of the Nexus 5000 and 7000 series switches. 3. B. The vPC peer link interconnects two Nexus switches configured with virtual PortChannels in a single domain. Data plane traffic that traverses these two switches uses the vPC peer link. 4. A. Fabric modules inserted into the Nexus 7000 chassis to allow incremental bandwidth per slot for each live card are needed to scale the data plane bandwidth on a Nexus 7000. 5. E. The Distribution layer sits between the Access Layer, where the server farms connect, and the high-speed Core. Services such as monitoring, routing, and security and load balancing are connected at the Aggregation layer. 6. C. The Access layer is where the endpoint is derived, such as servers connected to the network, and it is where the quality of service markings are applied to the incoming data frames. 7. D. When configuring the initial setup dialog on the Nexus 7000 the default interface state of layer 2 switching or layer 3 routing must be specified. 8. D. Virtual device contexts are used to create one or more logical switches from a single physical switch. 9. C, D. The Aggregation layer provides services such as firewalls, intrusion detection, and load balancing, as well as access control. QoS marking is found on the Access layer of the network and high-speed switching is at the Core. 10. A, D. In a collapsed backbone topology, the Aggregation layer is collapsed into the Core layer. 11. A. The Core layer interconnects the Distribution layer switches, and it is designed for highspeed packet switching. 12. B, C, D. Dynamic port channel negotiation is performed by the Link Aggregation Control Protocol (LACP) and can also be statically configured. PaGP is a Cisco proprietary link aggregation protocol, and it is not supported. Virtual PortChannels are a type of crosschassis port channel. 13. A, B. A Nexus 7000 series switch can be virtualized into several distinct virtual switches by implementing virtual device contexts. When a Nexus 7000 switch is running multiple



VDCs, it can be configured to the collapsed core model. 14. B, D. OTV is used to overlay a network by extending VLANs across a routed network and to interconnect data centers. 15. C. Control Plane Policing, or CoPP, is a built-in protection mechanism in NX-OS used to protect the control plane from denial-of-service attacks. CoPP provides security by ratelimiting traffic from the outside as it enters the control plane. 16. B, D. FabricPath is a Spanning Tree replacement protocol that allows multilink shortestpath switching between Nexus switches. 17. A, C, D. The storage standard for interconnecting hard drives and storage adapters is SCSI, and it is encapsulated in Fibre Channel, Fibre Channel over Ethernet, and iSCSI for transport across the Nexus switching fabric. 18. D. A virtual PortChannel creates a single port channel between two Nexus switches that appears to the connected switch or server as a single device for fast failover and redundancy. 19. B, C. The modular approach to networking creates a structured environment that eases troubleshooting, fosters predictability, and increases performance. The common architecture allows a standard design approach that can be replicated as the data center network expands. 20. C. By converging the LAN and SAN into a single switching fabric, less equipment is needed, which saves on cabling, power, and cooling in the data center.
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Chapter 2: Networking Products 1. B, C. The 2232PP and the 2248TP can use a Nexus 5000 or a Nexus 7000 as a parent switch. 2. B. FCoE is supported on the Nexus 2232TP fabric extender. 3. B, D. The Nexus 7000 series and the Nexus 5500 series support Layer 3 switching. 4. D. The unified crossbar fabric provides a redundant scalable data plane. 5. A. The 2148T does not support 100 Mb access speed. 6. B. The 2248T is a second-generation card, and it supports both 100 Mb and 1 Gb access speeds. 7. B, C, E, F. The 2184T does not support host channels, and the 2248E does not exist. 8. A, B, F. Typically, the 48-port fabric extenders have four 10GE fabric connections. 9. A, F. During setup, you specify whether interfaces default to Layer 2 or Layer 3 and whether they default to shutdown or enabled state. 10. D. If you enable an unlicensed feature, you can use it for 120 days. 11. C. The management interface is in the management VRF. 12. B. Eight appliances can be part of a high-availability mesh. 13. A. A simple round-robin algorithm is used on the ACE 4710 by default. 14. D. The 5010 is strictly a Layer 2 switch. 15. C. The show license host-id command will give you the serial number. 16. B, D. Universal ports support both Fibre Channel and Ethernet SFPs. 17. B, C. End-of-row architectures have a high-density interface for server connections in the row and a single management interface. 18. D. The 9222i is a member of the MDS family that is a fixed configuration SAN switch. 19. C. The Nexus 1000V is a software-only virtual switch that can be operated with VMware to support connections to virtual servers. 20. D. The Nexus 9000 is designed to support SDN.



Chapter 3: Storage Networking Principles 1. C. The host bus adapter is installed in the server, and it encapsulates the server’s SCSI request inside the Fibre Channel protocol and connects to a SAN. 2. B, C. The converged fabric in a modern data center combines both the Ethernet LAN traffic and Fibre Channel SAN traffic onto a common switching fabric. 3. D. Each MDS switch must have its own unique domain ID that is usually a number between 1 and 255. The domain ID must not be duplicated in the SAN fabric, and it is used to identify that particular MDS switch in the network. 4. C. iSCSI encapsulates the SCSI commands into a TCP/IP packet that can be routed across an Ethernet network. 5. A, D. When you perform the initial setup of the MDS 9000 switches, a series of questions is asked and you are allowed to make changes to the defaults. The default switchport mode is required, and it is usually set up as an N or node port and the zone set is applied. 6. A, B. CIFS and NFS are popular file-based storage protocols. 7. C. A node loop port connects to a Fibre Channel hub. 8. A. The connection is from a node port to a fabric port. 9. B. The FLOGI process authenticates the attached server or storage device to the SAN fabric and registers the Fibre Channel ID and World Wide Node Name to the SAN port. 10. C. Zoning is a fabric-wide service that allows defined hosts to see and connect only to the LUNs to which they are intended to connect. Zoning security maps hosts to LUNs. Members that belong to a zone can access each other but not the ports on another zone. 11. C. Multiple zones can be grouped together into a zone set. This zone set is then made active on the fabric. 12. B. A VSAN is a virtual storage area network, and it operates in the same manner as a VLAN in the Ethernet world. VSAN is a logical SAN created on a physical SAN network. 13. A, C. A JBOD, or “just a bunch of drives,” enclosure will connect to a SAN switch on the storage end. On the server, a host bus adapter (HBA) is used. The ACE and LAN are not storage-based technologies. 14. C, D, E. Fibre Chanel, iSCSI, and FCoE are popular block-based storage protocols. 15. C. The Cisco MDS default VSAN ID is 1. 16. D. A VSAN creates a logical SAN on a physical Fibre Channel fabric for separation of SANs on the same network. 17. D. The show vsan  membership global command shows the interfaces assigned to the specified VSAN. 18. D. Each host bus adapter N port must log into the fabric and is registered in the FLOGI
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database. To determine which hosts are registered, issue theshow flogi database global command on the MDS SAN switch. 19. A. The SCSI protocol initiator requests data from the target. 20. C. On any SAN fabric, there can be only one active zone set that defines the zones running on the fabric. You can configure and store multiple zone sets, but only one can be active at a time.



Chapter 4: Data Center Network Services 1. B. The predictor is the method the ACE appliance uses to connect traffic from the virtual IP to the real servers. The round-robin predictor is the default method. 2. B. Global load balancing (GLB) modifies DNS responses in order to redirect all connection requests in Europe to America during a failure. 3. A, B, C. Global load balancing allows for localization of data that reduces WAN utilization, offers faster response times, and provides data center redundancy. 4. C. The Cisco Device Manager provides a graphical user interface to configure a Cisco ACE load balancer. 5. A, B, C. Intrusion detection and prevention systems and firewalls are network security services. 6. B. Hashing is used to make sure that another connection request from the same source will reach the same destination server. 7. C. Services modules such as the ACE 4710, ASA firewalls, WAAS, and IDS/IPS devices are connected at the Aggregation layer of the data center networking design model. 8. A, B, C. By using virtual device contexts, a single piece of hardware can be virtualized into many systems, thereby saving on rack real estate, cooling, and power. 9. A, B, D. Centralized network services provide ease of maintenance by not having to install specialized software on multiple servers with different operating systems; it is centralized and has a central control point. 10. C. The Wide Area Application Services (WAAS) product offers the features listed for remote office optimization. 11. C. The ACE load balancers allow application servers, such as those running DNS or FTP, to scale by load balancing incoming requests across multiple servers. 12. C. The virtual IP, or VIP, is the IP address advertised in DNS. When traffic arrives at the VIP, it is distributed across multiple real servers connected to the load balancer. 13. B. Load balancers use probes, sometimes called health checks, to verify that the real servers are active and can accept connections. 14. D. These service devices reside at the Aggregation layer of the data center network, and they are usually grouped together in a block with high availability and redundancy. 15. A, B. Some of the services that WAAS consolidates are storage cache, compression, header manipulation, print services, and DHCP services. 16. B. The Global Site Selector has a distributed denial-of-service (DDoS) prevention feature. 17. C. Firewalls are network service devices that filter connections for security on the network.
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18. A, C, D. Real servers are defined by the IP address and TCP port number and are pooled together. 19. A, C, D. WAAS consolidates many WAN acceleration technologies into one product including compression, DHCP, file cache, and TCP window manipulation. 20. B, C. Active-active and active-standby are the two modes of high availability for the Cisco ACE load balancer.



Chapter 5: Nexus 1000V 1. D. The state enabled command tells the VSM to send the port profile to vCenter. 2. B. The control interface is used for keepalive messages. 3. C. Virtual Ethernet Modules can be displayed with the show modules command. 4. B. The show svs connections command can be used to verify correct configuration between the VSM and vCenter. 5. A, B, E. A Virtual Supervisor Module, a Virtual Ethernet Module, and a license key are needed to deploy a Nexus 1000V. 6. D. Heartbeat messages are sent via the control interface. 7. C. The port profiles will be sent to the vCenter after the state enabled command is executed. 8. A. The connected Virtual Ethernet Modules can be displayed with the show modules command. 9. D. The show svs connections command shows the status of the connection between vCenter and VSM. 10. A, D, E. The 1000V exceeds the DVS by including features like QoS marking, port security, access control lists, SPAN, and ERSPAN. 11. D. The Nexus product family consists of the software-based 1000V virtual switch. 12. C, E. The VMWare distributed virtual switch and the Cisco Nexus 1000V have a central control plane and distributed forwarding modules. 13. A, B, E. The base Layer 2 virtual switch that is included with VMWare has a basic feature set. 14. B, C, E. VMWare’s software switch with a single controller and distributed interfaces supports APIs and a central management server for all distributed ESX servers. 15. B, C, E. The 1000V is a virtualized Nexus running the same NX-OS operating system as the hardware Nexus version. The feature set found in the stand-alone Nexus switches is included in the virtual switch as well. 16. B, C, E. The Virtual Ethernet Module performs forwarding plane functions. 17. B, C, E. 1000V installation components include the industry-standard Open Virtualization Format virtual machine image for expedited installation. 18. A, C. Additional Nexus 1000V Virtual Ethernet Modules can be manually added or automated using the VMWare update manager. 19. A. During the installation process of the Nexus 1000V, there is an option to migrate connections to the Nexus switch.
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20. A, C. The Nexus 1000V Virtual Supervisor Module can be redundant with the master in active mode and the backup in ha-standby mode.



Chapter 6: Unified Fabric 1. B. Priority-based Flow Control allows data center Ethernet to be a lossless fabric. 2. A. Enhanced Transmission Selection provides bandwidth management and priority selection. 3. D. In an FCoE switch, the virtual expansion port is used to connect to another FCoE switch. 4. B, C. FCoE encapsulates a Fibre Channel frame, which has SCSI commands. 5. C. The Nexus 5000, Nexus 7000, and MDS 9500 can all participate in multihop FCoE. 6. B. All three CoS bits are used. 7. A, C. Reduced cabling and having LAN and SAN traffic on a common transport are two of the biggest advantages to Unified Fabric. 8. D. Priority-based Flow Control allows data center Ethernet to be a lossless fabric. 9. C. Enhanced Transmission Selection provides bandwidth management and priority selection. 10. A. In an FCoE switch, the virtual expansion port is used to connect to another FCoE switch. 11. A, D. FCoE requires Fibre Channel frames to be encapsulated in Ethernet at a 10-Gigabit line rate. 12. B, D. A unified fabric consolidates LAN and SAN onto a common switching fabric. 13. C. VN-Tagging is used to identify remote FEX ports. 14. A, C. FEX is used to extend the data plane to remote Nexus 2000 switches and NICs. 15. A, C, D. Enable the feature, configure the fex-fabric port protocol, and associate it with a remote Nexus 2000. The use of a port channel is optional. 16. B, D. DCBX standardizes the capabilities and configuration exchange between switches. 17. A, C. Twinax, MMF, and Category 6a/7 are supported. 18. B. All Nexus 2000 switching is performed on the upstream Nexus 5000 or Nexus 7000. 19. C, D. FCoE multihop allows multiple converged fabric switches in the network path to carry FCoE traffic from the initiator and the target. 20. A, C, D. A VIF is the virtualization of network interface physical hardware
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Chapter 7: Cisco UCS Principles 1. C. The Cisco UCS 2104XP I/O modules are often referred to as FEXs, which is short for fabric extenders. 2. A, C, D, E. The M81-KR, VIC-1280, and VIC-1240 are VIC cards for blade servers, while the P81E is a card for rackmount servers. 3. A. The UCS fabric interconnect provides not only connectivity to the chassis but also centralized management. 4. B. The 5108 chassis can handle four full-width blades or eight half-width blades. 5. A. Each UCS cluster uses two fabric interconnects that provide a single point of management. 6. D. A unified port (UP) can be configured to support either Fibre Channel or Ethernet modules. 7. B, D, F. The B indicates that this is a blade server, the 4 shows that it has four sockets, and the M3 indicates third generation. 8. A, B. The L1 and L2 ports are dedicated to carrying management traffic and heartbeat information between the fabric interconnects. 9. C. Ethernet interfaces are always referenced as “Ethernet” on a Nexus device, regardless of the speed at which they are operating. 10. C. The Mgmt0 port is an out-of-band Ethernet management port. 11. B. You can use one, two, four, or eight links from the IOM to a fabric interconnect. 12. D. The Cisco Integrated Management Controller (CIMC) provides KVM, IPMI, and SOL. 13. D. Unified ports can support either Fibre Channel or Ethernet but not both at the same time. 14. D. The first eight ports on a 6120XP can operate at both speeds. 15. A, D, E. The CMC, CMS, and multiplexer are all components of the 2104XP. 16. A, C. Non-virtualized adapters support either Ethernet or Fibre Channel but not both. 17. B, D. Initial configuration of the UCS manager allows for either a restore option or a setup. 18. C. Pinning is the term used to connect the IOM downlinks statically to the fabric interconnect uplinks. 19. B, C. The UCS discovery process scans the inventory of the 5108 blade chassis and the servers. On the 5108, it discovers the IOMs, part and serial numbers, fans, and power supplies. 20. B, C, D. The UCS manager discovers and stores server-related information such as the BIOS version, hard drives, and RAM.



Chapter 8: Cisco UCS Configuration 1. C, D, E. Although there are other options, the three basic states are uplink, server, and unconfigured. 2. C. The FSM monitors the state transitions, and it is key to troubleshooting UCS problems. 3. A. Pooled identities ensure that the service profiles created from a template have unique identities. 4. A. A fabric interconnect cluster can contain one or two fabric interconnects. 5. B, D, E. The Server tab and the SAN tab are also frequently used. 6. B. The XML API, UCS Manager GUI, and CLI can be used for configuration. The CIMXML is read-only. 7. B. Use two standard Ethernet cables to connect L1 of the first switch to L1 of the second switch and then L2 of the first switch to L2 of the second switch. 8. B, E. The script begins by asking whether to configure the device from the console or GUI. The console is the command-line prompt you currently see, and the GUI is a web interface that asks the exact same questions. 9. B, C, D. The finite state machine validates many processes including server discovery, firmware downloads, and backup jobs. 10. B. Setup is used for initial configuration, and restore is typically used for disaster recovery. 11. B. The command show cluster extended-state is used to display the status of the cluster. 12. A. The scope command takes you into system configuration mode where the virtual IP address is changed. 13. D. The commit command saves the changes made in the UCS Manager CLI. 14. B. The UUIDs are 128-bit numbers that uniquely identify the servers and are usually stored in the BIOS. 15. C. An updating template maintains a relationship with the service profiles created from it. 16. C. All server configuration parameters are created in the service profiles and then servers are assigned to the service profiles. 17. B. Keyboard video mouse (KVM) allows remote control of a server over IP to manage the server, even if there is no operating system installed on it. 18. A, C. Identity pools create a range of addresses to be assigned to service profiles. Pools can be used for MAC, UUID, WWPN, and WWNN. 19. A. In stateless computing, the server hardware no longer contains any addressing. The
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addresses are applied to the hardware by server profiles on the UCS Manager. 20. A, D. Storage pools dynamically assign World Wide Node Names and World Wide Port Names to the server hardware.
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