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Cellular service demand: Tariff choice, usage uncertainty, biased beliefs, and learning∗ PRELIMINARY AND INCOMPLETE Michael D. Grubb†and Matthew Osborne‡ March 31, 2011



Abstract We estimate a model of consumer plan choice, usage, and learning in cellular-phone services on a detailed panel data set of individual bills. Our model allows consumers to learn about how much they value cellular services. We infer consumers’ predictions of their future cellular usage from plan choices, and compare these predictions to actual usage. We find that on average consumers underestimate their average tastes for calling (mean bias), underestimate their own uncertainty about their average tastes (overconfidence), and underestimate the monthly variation (projection bias) in their tastes for usage. Counterfactual experiments show these biases cost consumers about $45 per year. Our paper also advances structural modeling of demand in situations where multipart tariffs induce marginal price uncertainty at the time consumers make consumption choices. Our approach is based on novel evidence that consumers are inattentive to past usage in such settings. Holding prices fixed, we find that the FCC’s proposed bill-shock regulation requiring users be notified when exceeding usage allowances would cut revenues 7% and increase average consumer welfare by about $19 per year. We find that bill-shock regulation is particularly effective because consumers are biased. Absent consumer bias, the regulation would only increase average consumer welfare by about $2 per year.
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Introduction



This paper addresses three important questions relating to consumer demand for new products and demand for services sold via multipart tariffs. The first question relates to the extent to which consumer beliefs are unbiased: in particular do consumers make predictable mistakes when using new products, and if so, what sort of biases do they display? Moreover, how quickly are initial mistakes corrected via learning and switching? The second question concerns the marginal price uncertainty that arises in markets for services such as cellular phones, electricity, and health care, where multipart tariffs cause marginal price to vary with usage. When making any particular consumption choice, consumers are typically uncertain about their future consumption choices, and hence are uncertain about the marginal price of usage. Our second question has two parts. The first is economic: how do consumers make usage decisions given marginal price uncertainty? The second is methodological: how can we incorporate consumer uncertainty about the marginal price into our demand models in a tractable way? The third question ties the first two questions together: how do biased beliefs and marginal price uncertainty affect contracts and regulatory intervention? For instance, how would the bill-shock regulation recently proposed by the FCC affect offered contracts and welfare? This regulation would require cellular service providers to inform consumers when they exceed their allowance of included minutes so that consumers always know when the marginal price increases to the overage rate. As shown by Grubb (2011), the effect of this regulation on welfare is theoretically ambiguous and can depend importantly on consumer biases. To answer these questions, we develop and estimate a dynamic model of plan choice and usage that makes use of detailed cellular phone data described in Section 3.1. The data was obtained from a major US university that acted as a reseller for a national cellular phone carrier, and covers all student accounts managed by the university from 2002 to 2004. At the time this data was collected, cell phones were a relatively new product, having 45% penetration in 2002 in the United States, compared to 80% in 2007. This feature of our data makes it ideal for investigating consumer beliefs about new products. Our modeling approach is shaped by five stylized facts in the data documented in Section 3.2. First, (1) consumers’ usage choices are price sensitive. Second, (2) subscribers to the three-part tariffs had an overage 16 percent of the time and made usage choices while uncertain about the ex post marginal price. These two features make our data set a good candidate for examining usage decisions under marginal price uncertainty. Third, (3) consumers are uncertain about future usage choices when choosing calling plans. Fourth, (4) consumers learn about their own usage patterns over time and switch plans in response. Fifth, (5) consumers make predictable mistakes indicative of biased prior beliefs. 1



Our first contribution is to identify two substantial biases causing predictable mistakes. Our model estimates that, prior to signing up for a plan, consumers underestimate their own uncertainty about their average usage by 81% (overconfidence). Moreover, consumers underestimate the volatility in their usage by 57% (projection bias). As a result of these mistakes, consumers choose plans that are too risky and incur unexpectedly high overage charges. If consumers’ forecasts of their future usage were correct, they would on average save about $60. Moroever, the fact that overconfidence is stronger than projection bias reflects the fact that consumers overweight their prior beliefs relative to new information and learn and switch plans relatively slowly. Thus inital plan choice mistakes are especially costly. Consumers in our data are heterogeneous in their average taste for cellular-phone usage. Consumers do not know their own average tastes when they initially choose a calling plan. Rather, they are initially uncertain about their own average taste for usage. Consumers then learn about their own tastes over time, and switch to more appropriate plans if an initial plan choice was not a good match. A consumer’s initial plan choice is determined not by his true average taste for usage but by his beliefs about his average taste for usage. The fact that consumers make different initial plan choices reflects the fact that initial consumer beliefs are heterogeneous. We call a consumers’ average taste for cellular-phone usage his true type. We assume that each consumer’s prior consists of a point estimate of their own true type and a level of perceived uncertainty about this point estimate. Our data is informative both about consumers’ actual average tastes for cellular phone usage and about their prior beliefs about their own tastes. Consumers’ usage choices identify the distribution of consumers’ true types, while consumers’ initial plan choices and subsequent switching decisions identify beliefs. The joint distribution of beliefs and true types determines whether beliefs are biased in the population. For instance, suppose that we consider the subset of consumers that all share a particular prior belief about their own types. A common assumption (often labeled rational expectations) is that this belief coincides with the distribution of true types within this subset of the population. We relax this assumption, separately identify both beliefs and the distribution of true types conditional on beliefs, and then compare the two distributions. We label differences between these distributions as biases.1 1 An alternate interpretation is that unmeasurable prior beliefs were unbiased at some previous time, but are now measurably and systematically different from reality at the population level (although consistent with rational expectations) due to the arrival of a correlated shock or signal at the population level. The distinction is pedantic as it does not matter for optimal firm pricing, consumer welfare, policy counter-factuals or other issues of interest. We do not allow for other types tariff choice biases such as the flat-rate bias documented by Lambrecht and Skiera (2006) in internet service choice. For our purposes this bias is not likely to be central, though, since none of the phone plans we analyze are flat rate.
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We assume that consumers are Bayesian learners, as is standard in the literature which estimates learning models from consumer level data (Erdem and Keane 1996, Ackerberg 2003, Crawford and Shum 2005).2 Thus even in the presence of biased prior beliefs, consumers will eventually learn their true types by observing their own usage each month and updating their beliefs. The rate at which learning occurs depends on the monthly volatility in tastes for usage: the higher is volatility the slower consumer learning will be. A commonly made assumption is that consumers know the volatility of their own tastes, which is another aspect of rational expectations. We relax this assumption, allowing for another way in which consumers can be biased: by over- or underestimating this variance. We focus on the implications of two types of biases. The first is a type of overconfidence, which arises when a consumer underestimates her own uncertainty surrounding her point estimate of her true type.3 Overconfident consumers initially choose plans that are too risky. Moreover, they place too much weight on their prior point estimates when updating beliefs and will be slow to learn and switch plans based on experience. The second type of bias that we focus on is projection bias, which arises when a consumers underestimate the monthly volatility in their tastes for usage. Consumers who exhibit projection bias underestimate the extent to which their tastes will change over time, a prevalent behavior that has been documented in a variety of experiments, surveys, and field studies (Loewenstein, O’Donoghue and Rabin 2003, Conlin, O’Donoghue and Vogelsang 2007). Similar to overconfidence, projection bias causes consumers to underestimate the uncertainty in their usage predictions when making plan choices, and choose plans that are too risky. However projection bias has the opposite effect of overconfidence on the rate of learning: projection biases causes consumers to underweight their priors relative to past usage when updating their beliefs about their average tastes for usage. This leads to faster learning and more frequent plan switching. Note that both overconfidence and projection bias cause consumers to choose plans that are too risky, but the rate
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One exception we are aware of is Camacho, Donkers and Stremersch (2010), who develop a modified Bayesian learning model of physician learning about prescription drugs where physicians place more weight on information from patients who switch prescriptions as opposed to those who do not. 3



Overconfidence could more broadly be interpreted to include projection bias, however we seek to draw a distinction between two different biases and define overconfidence more narrowly to do so. A significant body of experimental evidence shows that individuals are overconfident about the precision of their own predictions when making difficult forecasts (e.g. Lichtenstein, Fischhoff and Phillips (1982)). In other words, individuals tend to set overly narrow confidence intervals relative to their own confidence levels. A typical psychology study might pose the following question to a group of subjects: ”What is the shortest distance between England and Australia?” Subjects would then be asked to give a set of confidence intervals centered on the median. A typical finding is that the true answer lies outside a subject’s 98% confidence interval about 30% to 40% of the time.
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of plan switching allows us to separate the two biases.4 There are other types of biases which could result in consumer behavior that is similar to that caused by overconfidence and projection bias. To ensure we do not misattribute other errors as overconfidence or projection bias, we estimate a flexible distribution of initial beliefs which captures (at least) two other potential sources of bias.5 The first is aggregate mean bias, which allows the average consumer to under or overestimate his true type, choosing plans that are predictably too small or too large. The second is conditional mean bias, which allows consumers to overreact or underreact to private information. If consumers overreact to private information, they will predictably choose plans that are too extreme. Consumers who choose the largest calling plans would predictably benefit by moderating choices and choosing a smaller plan, while consumers who choose the smallest calling plans would predictably benefit by moderating choices and choosing a larger plan. Preliminary estimates find negative aggregate mean bias and positive conditional mean bias that are small relative to overconfidence and projection bias. In our data, consumers chose between three three-part tariffs and a two-part tariff (Figure 1). The two-part tariff ($14.99 per month and 11 cents per minute) was a safe option, offering good value at both low and high usage levels. In contrast, the three-part tariffs ($34.99 to $54.99 per month with included minutes but overage rates over 35 cents per minute) were risky options, those with fewer included minutes being especially risky. These plans offer good value only for usage near the included allowances and are very expensive for higher usage. A consumer with correctly calibrated beliefs, aware of her own uncertainty about her future tastes for usage, would very likely choose either the two-part tariff or one of the largest three-part tariffs. Over time as she learned her own usage patterns she might switch to a three-part tariff with an included allowance of minutes tailored to her usage. Overconfidence and projection bias mean that consumers commonly err by initially choosing risky three-part tariffs with few included minutes. These initial choices are frequently very expensive. (Grubb (2009) shows in a static framework that three-part tariffs optimally exploit overconfidence and projection bias.) Moreover, the relative magnitudes of the two biases imply that consumers learn and switch plans relatively slowly. Thus the fact that there are no contractual costs to switching plans does not prevent the firm from profiting from initial consumer mistakes for many months. The relative magnitude of the two biases also has implications for optimal dynamic contracts and may explain AT&T’s offering of roll-over minutes which exploit 4



We include a price consideration parameter in the model which plays a similar role to a switching cost. This is separately identified from the learning rate by the rate at which consumers fail to switch away from strictly dominated contracts. 5 We are able to separately identify these biases due to the rich choice set of plans in our data that importantly include both three-part tariffs and a two-part tariff.
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overconfidence but not projection bias. The second contribution of our paper is to provide new evidence on how consumers make consumption choices under marginal-price uncertainty and estimate a tractable model incorporating realistic behavior with marginal price uncertainty. Section 5 discusses our novel approach to this challenge in relation to alternatives in the literature. The issue arises in cellular phone service, electricity, health care, and whenever a consumer must make a series of small purchase choices that are aggregated and billed under a multipart tariff. The current state-of-the-art approach to modeling marginal-price uncertainty is typically to assume it away. Models either assume that consumers can perfectly predict their future usage (Cardon and Hendel 2001, Reiss and White 2005), or that consumers believe they can perfectly predict their usage up to an implementation error which they ignore (Iyengar, Ansari and Gupta 2007). The first assumption predicts that the distribution of usage will include bunching at contract kink points where marginal prices increase. We reject this in our data, as do Saez (2002) and Borenstein (2009) in the contexts of labor supply and electricity consumption respectively. The second assumption conflicts with our finding that overconfidence and projection bias, while severe, are not complete: consumers are aware that they are uncertain about their future usage. If consumers do face marginal-price uncertainty and are (at least partially) aware of it, then how do they make consumption choices? Unboundedly rational consumers would solve a complicated dynamic programming problem. At each calling opportunity, consumers would place or answer a call only if its value exceeded some threshold v ∗ , where v ∗ would be conditioned on days remaining and past calling within the billing cycle. Our paper provides novel evidence testing this hypothesis, which is made possible because we observe each phone call made rather than only monthly totals. The primary testable prediction of the unboundedly rational model is that consumers should cut back calling following a period of high-usage (and vice versa) at the end of a billing cycle, but not at the start of a billing cycle. We find no evidence of such behavior and conclude that consumers are not paying attention to their past usage within a billing cycle.6 Building on these findings, we model consumers who are aware of their own uncertainty about ex post marginal price when making usage decisions.7 We assume calling opportunities arise exogenously and consumers choose a calling threshold, accepting calls that are more valuable than the
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Due to the way the university contracted with the carrier, students could not easily check how many minutes they had used during the course of a billing period. This means that it was very difficult for students to keep track of minutes used, making consumer inattention an especially plausible assumption. 7



Narayanan, Chintagunta and Miravete (2007) model consumer usage decisions in telephone plan choice where consumers anticipate ex-ante uncertainty; however, in their application consumers always face constant marginal prices, meaning that there is no price uncertainty.
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threshold but rejecting those that are less valuable. Consumers choose their threshold to maximize their expected utility conditional on their beliefs. (This is optimal behavior for an inattentive consumer who does not keep track of past usage within the billing cycle, and hence cannot condition calling choices on this information (Grubb 2011).) The type of threshold model we implement has been proposed in earlier work, but has not been implemented in a structural model. In the context of electricity demand, Borenstein (2009) independently proposes that consumers choose ”behavioral rules”, such as setting the thermostat, that determine consumption. The calling threshold chosen by consumers in our model is similar to Borenstein’s (2009) behavioral rule. Borenstein (2009) uses the behavioral rule assumption to motivate using expected marginal price rather than realized marginal price in reduced form estimates of electricity price elasticities. Saez (2002) also suggests a very similar model for labor choice by income tax filers. Note that in the approaches taken in both of these papers, consumer beliefs about the distribution of the idiosyncratic error must be modeled. An advantage of our approach, which embeds the usage rule into a structural model, is that we can estimate consumer beliefs. Our usage model allows us to examine the welfare implications of some interesting regulatory interventions, analysis which would not have been possible with earlier usage models. An example of such an intervention is the bill-shock regulation recently proposed by the FCC that would require firms to inform consumers when their included minutes are exhausted. Our usage model allows us to forecast consumer response to the introduction of such regulation, and to compute the welfare implications of the new rule. Absent price changes, this regulation will increase consumer welfare. However, we would expect firms to adjust their prices in response to the introduction of the rule, which may mitigate consumer benefits from the regulation. Grubb (2011) shows that the net policy effect is theoretically ambiguous: It will harm some consumers and lower total welfare if consumers’ beliefs are correctly calibrated and firms are fairly competitive, but could benefit all consumers by eliminating exploitation if consumer beliefs are biased. Conditional on our demand estimates, we will infer costs that rationalize observed prices. Then, we will solve for new equilibrium prices, consumer choices, and welfare after the introduction of the regulation. This counterfactual exercise with endogenous prices is not yet complete. Holding prices fixed, we find that bill-shock regulation would reduce operator revenue by about 7 percent and increase consumer welfare by about $19 per customer per year. The presence of overconfidence and projection bias has a strong influence on the effectiveness of the bill-shock regulation. When these biases are removed, the regulation only increases consumer welfare by about $2 per customer per year. In this version of the paper, we have preliminary model estimates. We estimate that consumers
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have significant overconfidence, significant projection bias, mild negative aggregate mean bias, and mild positive conditional mean bias. The overconfidence implies that consumers underestimate their own uncertainty about their average tastes by roughly 81 percent. The projection bias implies that consumers underestimate the monthly volatility in their tastes by roughly 57 percent. The negative mean bias suggests consumers underestimate how much they will use the service by roughly 30 minutes. Together these biases mean that consumers choose plans that are too risky and too small, and switch plans in response to experience relatively slowly. We run a number of counterfactual experiments to examine how much these biases impact consumer payments. We find that, if overconfidence and projection bias are removed from the model, consumer welfare increases by about $26,000, or about $42 per affected student (an affected student is one who makes a different plan choice under our counterfactual). We note that the consumer benefits from removing these biases are larger in the case where students are presented with a set of plans that are comparable to those faced by the general public: total consumer benefits rise to roughly $30,000, or $49 per affected student. This happens because the general public were not offered a two-part tariff. In our data many students tendency to pick an overly risky plan (due to overconfidence and projection bias) was mitigated by their tendency to pick too small a plan (due to negative aggregate mean bias) because the two-part tariff is safe but small and was a popular choice. Absent this option on the public menu, the two biases were reinforcing because the smallest three-part tariff is both small and risky. Finally, we find that overconfidence and projection bias significantly slow down learning, relative to the rational expectations benchmark. An average consumer in our data will use on average slightly less than 100 minutes; when such a consumer signs up for service, on average he underestimates average by about 40% to be only 62 minutes. After one year, his mean belief about his usage will on average be revised upwards only slightly to about 67 minutes; in contrast, absent overconfidence or projection bias the average revision would be far more substantial to about 85 minutes. We note that there is still more work we have to do. We would like to compute the profit maximizing price menu and incorporate endogenous price changes into our counterfactual experiments including our bill-shock regulation analysis. Section 2 discusses related literature. Section 3 describes our data and outlines five stylized facts in our data that shape our modeling approach. Section 4 introduces an illustrative version of our model and explains how beliefs are identified by our data. Section 5 presents evidence supporting our model of consumer usage choices under marginal price uncertainty and discusses alternatives. Section 6 describes our complete structural model and explains identification. Sections 7, 8, and 9
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discuss estimation, present results and conclude.
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Related Literature



In our model, consumers first make a discrete plan choice, and then, after receiving more information about their tastes, make a continuous usage choice. In our setting, consumers’ usage choice is complicated by the fact that for a fixed plan choice, marginal price increases with usage. Section 5 discusses our novel approach to this challenge in relation to alternatives in the literature. Empirical models with consumer beliefs typically impose rational expectations. Examples include Erdem and Keane (1996), Ackerberg (2003), and Osborne (Forthcoming) in consumer packaged goods, and Miravete (2002), Gaynor, Shi, Telang and Vogt (2005), Narayanan et al. (2007) and Iyengar et al. (2007) in telephone service, and Chintagunta, Manchanda and Sriram (2009) in video-on-demand service. Growing evidence shows that consumers are often biased.8 A small number of papers including Crawford and Shum (2005) and Goettler and Clay (2010) relax the rational expectations assumption and estimate mean biases. Due to the richness of the tariff choiceset in our data, we are able to rely less on the rational expectations assumption and identify more about prior beliefs from choice data than such earlier work. For instance, the paper most similar to ours is Goettler and Clay (2010) but Goettler and Clay’s (2010) relaxation of rational expectations is limited to mean biases, while we also measure (rather than assume away) projection bias and overconfidence. Goettler and Clay (2010) cannot identify higher moments of beliefs because the choice set in online grocery-delivery service is limited to two-part tariffs. Finally our paper is about the cellular phone industry, about which there is a small literature. Beyond work already mentioned, other work on the cellular phone industry examines carrier switching costs (Kim 2006), the effect of entry on pricing (Seim and Viard 2010, Miravete and R¨oller 2004), the effect of number portability regulation on competition (Park 2009), the role of multi-market contact in competition (Busse 2000), and demand (Iyengar, Jedidi and Kohli 2008, Huang 2008).
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For instance, using the same data as this paper, Grubb’s (2009) static analysis suggests consumers underestimate uncertainty about future usage but cannot measure the bias or distinguish overconfidence from projection bias. In a related context, Miravete (2003) finds that traditional telephone consumers make two predictable mistakes. First, consumers who chose a low-usage plan would have saved an average of $6.15 per month on a high-usage plan, which suggests they underestimated usage - negative aggregate mean bias. Second, consumers who choose the low-usage plan are low-usage consumers, but underestimate how low their usage actually is - negative conditional mean bias.
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3



Data and Stylized Facts



3.1



Data



Our data consists of three data sets: monthly individual billing records for all student enrollees in cellular-phone plans offered by a national cellular carrier in conjunction with a major university, and call-level information for each subscriber.9 Additionally, we acquired data on the prices and characteristics of all cellular-phone plans offered in the vicinity of the university.10 The price menu offered to students differed from that offered by the carrier directly to the public. First, relative to public prices, the university negotiated that the carrier offer a 15% discount, the option of choosing a two-part tariff not available to the public, and other favorable terms such as a limited three-month contractual commitment. Second, the carrier offered different monthly promotions of additional bonus minutes to students than to the public. Third, the university levied an additional $5 per month surcharge on top of carrier charges to cover its administrative costs. The bulk of our work makes use of the monthly billing data. Bills were available from the dates of February 2002 to June of 2005. The data set contains billing information for 2334 subscribers, but many of these subscribers had to be dropped for numerous reasons: First, the university began offering cellular-phone plans prior to the beginning of the data collection. (The start of data collection in February 2002 coincides with the introduction of a new billing system.) Roughly 500 people enrolled before February of 2002. Since we do not observe the initial plan choice for these enrollees, we removed them.11 Second, we remove the first 4 months of data because the adjustment to the new billing system caused some problems in the data during this period. Third, at the end of the 2003-2004 academic year, the university stopped offering service to new customers and began encouraging existing subscribers to transfer management of their accounts directly to the cellular-phone provider. We therefore exclude the 8 months of data November 2004 and later. Fourth, we focus on customer choice between four popular plans, that account for 89% of bills in our data. We group the remaining price plans with the outside option, and hence drop the 11% of



9 Students received an itemized phone bill, mailed by default to their campus residence, which was separate from their university tuition bill. The sample of students is undoubtedly different than the entire cellular-phone-service customer-base. However, a pricing manager from one of the top US cellular phone service providers made the unsolicited comment that the empirical patterns of usage, overages, and ex post ”mistakes” documented in Grubb (2009) using the same data were highly consistent with their own internal analysis of much larger and representative customer samples. 10



Data were provided by EconOne.



11 A subscriber’s calling plan is identified by a rate-plan-code recorded on each subscriber’s bill, and the date the subscriber chose the plan. The later determines promotional features such as free in-network calling or free ”bonus” minutes applicable to the plan. The date a left censored subscriber chose their plan is unobserved, and hence so are the plan terms.
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bills with unpopular price plans.12 Finally, rate plan codes are frequently miss-coded as a default value on a customers initial bill, in which case we remove the first bill. Our final data set contained 1366 subscribers, and 16,283 month-subscriber observations. Note that for much of our analysis, we also exclude pro-rated bills during months of partial service, or customer switching between plans. Every month, new subscribers were offered a choice of calling plans. There are four classes of calling plan: business, standard local, local with free-long-distance, and national. Business plans are two-part tariffs: a subscriber pays a monthly fee (typically $14.99) and a flat per minute rate of 11 cents. All other plans are three-part tariffs: customers paid a monthly fee, received unlimited off-peak minutes (nights & weekends) and a number of free peak-minutes, and paid an overage charge of 35 to 45 cents per peak minute once the free minutes were used up. Local plans require calls to be made within the subscriber’s calling area (the neighboring states within which they live) to avoid roaming charges of 66 cents per minute or more. Standard local plans are charged an additional 20 cents per minute for long distance. National plans offered both free long-distance and no roaming fees for all calls made within the United States. Table 1 summarizes plan shares. Business and standard local-plans account for over 90% of bills. Within these two plan classes, the most popular plans are the 14.99 business plan, and the 34.99, 44.99, and 54.99 local plans, which we refer to as the four popular plans. Shares of these four popular plans are highlighted in bold in Table 1. Prices of the four popular plans are shown graphically for the Spring of 2003 in Figure 1. Once a customer chose a plan, the plan terms remain fixed for that customer, regardless of any future promotions or discounts, until they switched plans or terminated service. However, the terms of any given plan, such as the 44.99 local plan, vary significantly with promotions available at the date a customer chooses the plan. Plan terms varied significantly on three important dimensions. First, the business rate plan included free off-peak (nights & weekends) calling for those who chose the plan in the 2002-2003 academic year, but the promotion was not offered to those who chose the plan in the 2003-2004 academic year. Second, some plans such as the 44.99 local plan, offered free in-network calling at some dates but not others. Finally, the number of free peak minutes included with local and national plans varied over time. Plans were each assigned a certain number of base free peak-minutes, and every month the carrier included a number of additional bonus minutes which were added to the base minutes. Bonus minutes appeared to be a promotional tool and varied on a month-to-month basis. Once a customer enrolled in a plan with a certain number of free minutes, she received those free minutes until she decided to switch plans or leave the service,



12



In fact, we treat switching to an unpopular plan the same as quitting service, hence we also drop all remaining bills once a customer switches to an unpopular plan, even if they eventually switch back to a popular plan.
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even if the number of offered bonus minutes changed after she signed up. Prices of the four popular plans are described for all dates in Table 2. In addition, the important price changes are highlighted in Figure 2 along with a monthly tabulation of the total number of subscribers in the data set, the number of new subscribers, the number of existing subscribers switching plans, and the number of existing subscribers quitting (or switching to a non-popular plan). The variation in the number of minutes offered and other plan terms provides us with a rich source of variation in the data. However, it also created difficulties in constructing price data, as we were not provided with the schedule of promotions. For each plan and each date, we infer the total number of included free minutes by observing the number of minutes used prior to an overage in the call-level data. (This calculation is complicated by the fact that some plans offered free innetwork calls, and our call-level data does not identify whether an incoming call was in-network.) We were unable to reliably infer this pricing information at all dates for plans with small customer shares, which is why we group unpopular plans (national plans, free-long-distance local plans, and expensive business and standard local plans) with the outside option in our structural model. As can be see from Table 1, these plans comprised only 11% of all bills.



3.2



Stylized Facts



There are two important features of the data that are important to accurately model usage choices by customers of cellular phone service. First, consumers’ usage choices are price sensitive. Second, consumers’ usage choices are made while consumers are uncertain about the ex post marginal price. Consumer price sensitivity is clearly illustrated by a sharp increase in calling volume on weekday evenings exactly when the off-peak period for free night and weekend calling begins (Figure 3). This is not simply a 9pm effect, as the increase occurs only on weekdays, and at 8pm for plans with early nights-and-weekends.13 ) Given this clear sensitivity to marginal price, if consumers anticipated whether they would be under their allowance (zero marginal price ex post) or over their allowance (35 to 45 cents per minute marginal price ex post) we would expect to see substantial bunching of consumers consuming their entire allowance but no more or less. Figure 4 shows this is not the case. There are three important features of the data which are important to accurately model plan choice by cellular phone service customers. First, consumers are uncertain about future usage



13



For plans with free weeknight calling starting at 8pm, there is still a secondary increase in usage at 9pm (Figure 3 panel C). Restricting attention to outgoing calls made to land-lines almost eliminates this secondary peak (Figure 3 panel D). This suggests that the secondary peak is primarily due to calls to and from cellular numbers with 9pm nights (the most common time for free evening calling to begin) rather than a 9pm effect.
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levels when making plan choices. Second, consumers learn about their own usage levels over time, and switch plans in response. Third, consumers’ prior beliefs are biased: in the short run, before learning and switching plans, consumer plan-choice mistakes are predictable and can be exploited for profit. (We assume that consumers always make optimal plan-choices conditional on beliefs. When initial choices are suboptimal in a predictable way, we refer to consumers’ prior beliefs as biased.) Consumers must be uncertain about their future usage when choosing calling plans, because calling plan choices frequently turn out to be suboptimal ex post. Figure 1 shows prices of the four most popular calling plans in our data (plans 0, 1, 2, 3). Table 3 cross tabulates consumers’ actual plan-choices (among popular plans 0-4) from October 2002 to August 2003 against the plan which would have been cheapest (holding actual usage fixed) over the duration of the customer’s subscription to the chosen plan. The diagonal shows the number of consumers whose ex ante choices were optimal ex post. If consumers’ faced no uncertainty about their own future usage, all consumers would lie on the diagonal. Instead, Table 3 shows that 29% of consumers made ex post plan-choice ”mistakes” between October 2002 and August 2003. Table 4 shows even higher levels of ex post mistakes (45%) for the period September 2003 through July 2004. (The level of mistakes is lower in the earlier period because plan 0 initially offered free nights-and-weekends. As a result, for most consumers plan 0 dominated the other options by a large margin, which made making the ex post optimal choice relatively easy for most customers. A subset of these ex post mistakes are already documented in Grubb (2009).) Consumers switch plans over time. In some cases this may be in response to changes in tastes, or to price decreases which make previously unattractive plans more attractive. However the pattern of plan switches shows that they are also made in response to learning. There are 1366 customers in our data set, who we observe for an average of 12 months before either the data set ends or the customer quits.14 Among all customers, 207 (15%) switch plans at least once, and 28 (2%) switch plans more than once, leading to a total of 246 plan switches (Table 5). Of these switches, 85 (35%) are to plans that have either dropped in price or been newly introduced since the customer chose their existing plan. These switches could be motivated by the decreases in prices rather than learning. However, the remaining 161 (65%) switches are to plans that are weakly more expensive
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In our sample, 31 percent of customers are observed for more than 12 months. Standard cellular phone contracts often include switching costs (such as extension of commitment and delay of new phone subsidy) for switching plans prior to the expiry of one or two year contracts. In such a setting, more than 12 months of data would be needed to observe switching and learning. The students in our sample, however, could switch plans at any time and cancel after only three months, without any cost except hassle costs. As a result, we are able to observe active switching and learning over shorter time periods.
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than when the customer chose his or her existing plan. These switches must be due to learning or taste changes. Not only do consumers switch plans, but they switch in the ”right” direction. To substantiate this claim we make two calculations. First we calculate how much the customer would have saved had they signed up for the new plan initially, holding their usage from the original plan fixed. By this calculation, 60 to 61 percent of switches which can not be explained by price decreases saved customers money. (Switches that can not be explained by price decreases are those to plans which are weakly more expensive at the switching date than at the initial choice date.) Average savings, across money saving and money losing switches, are $11.03 to $15.44 per month.15 The savings estimates of $11.03 to $15.44 per month underestimate the benefit from switching plans, since they don’t take into account the fact that consumers can re-optimize usage choices upon switching plans. For instance, when switching to a plan with more included minutes consumers may optimally choose to talk more in response to the lower marginal price. An upper bound on the value of these additional calls is their price under the old plan. Hence our second calculation is the money that would have been lost had the customer not switched plans and remained on their original plan, again holding usage fixed. By this calculation average savings for switching are $24.42 to $31.84 per month, and 68 to 75 percent of switches saved money.16 Hence consumers’ expected benefit is between $11.03 and $31.84 per month when switching to plans that have not decreased in price since their previous choice, and 60 to 75 percent of switches are in the ”right” direction. Additional evidence of plan switching due to learning is that (1) the likelihood of switching declines with tenure (Figure 5), and (2) the likelihood of switching to a larger plan increases after an overage (Table 8). These findings are presented in Appendix A.2. The presence of ex post mistakes alone shows only that consumers face uncertainty ex ante at the



15



We calculate bounds due to uncertainty about in-network calling fees. When a customer switches from a plan without free in-network calling to a plan with free in-network calling, we do not know how many of their incoming calls under the old plan were in-network calls. If none were in-network, average savings would be $11.03 per month. If all were in-network, average savings would be $15.44 per month. Both figures are statistically greater than zero at the 99% level. The 60-61 percent rates of switching in the ”right” direction are statistically greater than 50 percent at the 95% level. This calculation is based on 98 of the 161 switches which can not be explained by price decreases. The remaining 63 switches occur so soon after the customer joins that there is no usage data prior to the switch that is not from a pro-rated bill. (A customer’s first bill is typically for a partial month of service, and hence pro-rated. A customer who switches plans part way through the second month will have a pro-rated second bill as well. We do not observe when a switch occurs within a month and have been unable to reverse engineer prorated pricing formulas.) 16



This calculation is based on 157 of the 161 switches which can not be explained by price decreases. The calculation cannot be made for the remaining 4 switches since there is no usage data following the switch that is not from a pro-rated bill. Figures are significant at the 99% confidence level.
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time of plan choice. However, ex post mistakes are not only present, they are also predictable. This implies that consumers’ prior beliefs are biased and differ from average posteriors. Two arbitrage opportunities demonstrate that customer mistakes are predictable and show how such predictability can be exploited by firms. The university acts as a reseller and charges students a fixed five dollar fee per month to cover administrative costs. Although the university did not do so, they could have billed students based on the terms of their chosen calling plan, but signed them up for a predictably cheaper plan and pocketed the difference in charges. Table 6 illustrates two substantial opportunities. In the 2002-2003 academic year, when plan 0 offered free nights-and-weekends, by signing the 251 students who selected plans 1-3 up for plan 0, the university would have profited by $20,840, or $83.03 per affected student. In the following year, the cellular company closed this opportunity by ending free nights-and-weekends on plan 0. However, an alternative was to sign up the 445 students who chose plan 1 onto plan 2, which would have yielded $7,942, or $17.85 per affected student. These arbitrage opportunities indicate that consumers choose overly risky plans (overconfidence or projection bias).17



4



Illustrative Model



In practice, quantity has four distinct dimensions. Popular pricing plans treat in-network, out-ofnetwork, peak, and off-peak calls differently. Our illustrative model abstracts from this and assumes usage is one-dimensional. At each date t, consumer i chooses a plan j and then a quantity qit and is charged Pj (qit ) = Mj + pj max {0, qit − Qj } , where pricing plan j has monthly fee Mj , included allowance Qj , and overage rate pj . Consumers are risk neutral and have quasi-linear utility. Consumer i’s utility in month t from choosing plan j and consuming qit units is: uitj = V (qit , θit ) − αPj (qit ) + η itj . Utility depends on the value of consuming qit units, V (qit , θit ) =



 1 2 θit ln (qit /θit ) − qit , γ



(1)



17 These arbitrage opportunities do not provide clear evidence about aggregate mean bias or conditional mean bias. Negative mean bias and positive conditional bias are alternative explanations for the first arbitrage opportunity since plan 1 is both bigger and more moderate than plan 0. However, positive mean bias and negative conditional bias are alternative explanations for the second arbitrage opportunity since plan 1 is smaller and more extreme than plan 2. Thus overconfidence and projection bias are the only consistent explanations for both arbitrage opportunities.
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which depends on a non-negative taste-shock θit , the payment to the firm, Pj (qit ), for usage qit on plan j, and an i.i.d. logit error η itj .18 Define q(p, θit ) ≡ arg maxq (V (q, θit ) − αpq). Suppose that there were no consumer uncertainty about θit , there were no included minutes (Qj = 0), and marginal price was a constant p. In that case, q (p, θit ) describes consumer demand as a function of constant marginal price p and taste shock θit . Define β ≡ γα. Then given equation (1), q (p, θit ) = θit / (1 + βp) . Note that q (p, θit ) is multiplicative in θit , and can be expressed as the product q(p, θit ) = θit qˆ(p),



(2)



where qˆ (p) = 1/ (1 + βp) and qˆ (0) = 1.19 The interpretation is that θit is the volume of calling opportunities that arise and qˆ(v) is the fraction of those calling opportunities worth more than v per minute. There are two price coefficients in the model, a contract price-coefficient α and a calling pricecoefficient β. The contract price-coefficient α determines how sensitive plan choice is to overall plan cost including the plan fixed fee. The calling price-coefficient β determines how sensitive calling choices are to the marginal price of an additional minute of calling time. A special case we consider later restricts β = 0, which implies that consumers are entirely inelastic in their calling choices.



4.1



Quantity Choices



Recognizing that consumers are uncertain about the ex post marginal price when making usage choices is a key feature of our model and where we take a new approach (also suggested independently by Borenstein (2009)). We assume that at the start of billing period t, consumer i is uncertain about her period t taste shock θit . She first chooses a plan j and then chooses a calling 18



We model consumers’ choice between the four most popular pricing plans (plans 0-3), comparable AT&T, Cingular, and Verizon plans (Sprint offered no local plans), and an outside option which incorporates all other plans. The logit error η itj for plans in the outside option has a clear economic interpretation: it includes all unmodeled plan heterogeneity including network quality, available phones, and roaming charges. Within the four popular plans, the logit error η itj has no satisfactory economic interpretation, as these plans only differ in price, and in the complete model we capture all the dimensions on which prices differ. All initial plan choices could be explained without including the logit error, but they are required to explain switches that appear to be in the ”wrong” direction. 19



The fact that q (p, θit ) = θit qˆ (p) is multiplicative in θit follows from the assumption that V (qit , θit ) has a functional form that can be expressed as V (qit , θit ) = θit Vˆ (qit /θit ) for some function Vˆ . In this case, Vˆ (x) = (ln x − x)/β. The fact that qˆ(0) = 1 simply reflects the chosen normalization of θit .
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∗ based on chosen plan terms {Q , p } and her beliefs about the distribution of θ . threshold vitj j j it



During the course of the month the consumer is inattentive and does not track usage, but simply ∗ . Over the course of the month, this cumulates to the choice: makes all calls valued above vitj ∗ qit = θit qˆ(vitj ).



(3)



∗ and resulting consumpTiming is summarized in Figure 6. Figure 7 shows the calling threshold vitj ∗ ) in relation to a consumer’s realized inverse-demand-curve for calling minutes, tion choice θit qˆ(vitj



Vq (q, θ). ∗ is the optimal strategy of an inattentive Making all calls valued above the constant threshold vitj



consumer who does not track usage within the current billing cycle and hence cannot update his beliefs about the likelihood of an overage within the current billing cycle. (It is analogous to an electricity consumer setting a thermostat rather than choosing a quantity of kilowatt hours.) See Section 5 for further discussion. ∗ to maximize her Conditional on tariff choice j, consumer i chooses her period t threshold vitj



expected utility conditional on her period t information =it : ∗ vitj = arg max E [V (q (v ∗ , θit ) , θit ) − Pj (q (v ∗ , θit )) | =it ] . ∗ v



Given allowance Qj , overage rate pj , and multiplicative demand (equation (2)), the optimal threshold (derived in Appendix A.1) is uniquely characterized by equation (4):



∗ vitj



h i ∗ ); = E θ | θ ≥ Q /ˆ q (v it it j it  itj ∗ = pj Pr θit ≥ Qj /ˆ q (vitj ) . E [θit | =it ]



(4)



∗ will be between zero and the overage rate p . Note that the threshold vitj j ∗ is greater than the expected Equation (4) may seem counter-intuitive, because the optimal vitj ∗ , θ ) > Q | = ). This is because the reduction in consumption from marginal price, pj Pr(q(vitj it j it ∗ is proportional to θ . Raising v ∗ cuts back on calls valued at v ∗ more heavily in high raising vitj it itj itj



demand states when they cost pj and less heavily in low demand states when they cost 0. Note ∗ is equivalent to choosing a target calling quantity q T ≡ E [θ ] q ∗ that choosing threshold vitj it ˆ(vitj ), it ∗ ). Importantly, consumers are aware of their which is implemented with error (θit − E [θit ]) qˆ(vitj



inability to hit the target precisely and take this into account when making their threshold/target choice.
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4.2



Plan Choices



Customer i’s perceived expected utility from choosing plan j at date t is     ∗ ∗ Uitj = E V q(vitj , θit ), θit − αPj q(vitj , θit ) | =it + η itj , and from choosing the outside option is Uit0 = O + η it0 . Each period, consumers choose the plan (or outside option) with the maximum expected utility.



4.3



Distribution of Tastes



We assume that the non-negative taste-shock which determines usage, θit , is a latent taste shock censored at zero:



  0 θit =  ˜θit



˜θit < 0 . ˜θit ≥ 0



We assume that the latent shock ˜θit is normally distributed and that consumers observe its value even when censored. This adds additional unobserved heterogeneity to the model but preserves tractable Bayesian updating. Censoring makes zero usage a positive likelihood event, which is important since it occurs for 10% of plan 0 observations.20 Usage choices in the data are strongly serially-correlated conditional on customer-plan and date fixed effects. We therefore incorporate simple serial-correlation into our model by assuming that latent taste shocks follow a stationary AR1 process, ˜θit = µ + ϕ˜θi,t−1 + εit , i where the mean of the process depends on customer type µi , there is a common serial-correlation coefficient ϕ, and the mean-zero innovation is εit . (We assume AR(1) rather than AR(k) for simplicity.) Consumer types, µi , are normally distributed across the population with mean µ0 and variance σ 2µ . Moreover, the mean-zero innovation εit is normally distributed with variance σ 2ε .



4.4



Beliefs and Learning



We assume the serial-correlation coefficient ϕ is known by all consumers. While in truth εit ∼  N 0, σ 2ε is normally distributed with variance σ 2ε , consumers believe that εit ∼ N (0, σ ˜ 2ε ) is normally distributed with variance σ ˜ 2ε = (δ ε σ ε )2 , where δ ε > 0. If δ ε = 1, then consumers perceptions match 20



Multiplicative demand implies that usage is zero if and only if θit is zero.
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reality. If δ ε < 1, then consumers underestimate the volatility of their tastes from month-to-month and exhibit projection bias. If δ ε < 1, then consumers will predictably choose too risky plans and overreact to past usage when deciding whether or not to switch plans.21 Consumers learn about their own type µi over time. At date t, consumer i believes that µi  is normally distributed with mean µ ˜ i,t and variance σ ˜ 2t : µi |=i,t ∼ N µ ˜ i,t , σ ˜ 2t . At the end of each ∗ ). When q = θ = 0, billing period, usage qit is realized and consumers can infer θit = qit /ˆ q (vitj it it we assume that consumers can observe the latent taste shock ˜θit . The latent shock provides an



unbiased normal signal about µi . In particular, at the end of the first billing period t = 1, consumer i learns zi1 = (1 − ϕ) ˜θi1 , which she believes has distribution N



  1−ϕ 2 σ ˜ε . µi , 1+ϕ



Then, in later periods t > 1, consumer i learns zit = ˜θit − ϕ˜θi,t−1 , which she believes has distribution  ˜ 2ε . N µi , σ Define z¯it =



1 t



Pt



τ =1 ziτ .



Then by Bayes rule (DeGroot 1970), updated time t + 1 beliefs about µi



are µi |=i,t+1 ∼ N (˜ µi,t+1 , σ ˜ 2t+1 ) where



µ ˜ i,t+1 =



and σ ˜ 2t+1 =



µ ˜ i1 σ ˜ −2 1 +







σ ˜ −2 1 +



 + t¯ zit σ ˜ −2 ε  , +t σ ˜ −2 ε



2ϕ 1−ϕ zi1







2ϕ 1−ϕ



(5)



   −1 2ϕ −2 σ ˜ −2 + + t σ ˜ . ε 1 1−ϕ



Over time consumers learn their own types: µ ˜ i,t converges to µi and σ ˜ 2t converges to zero. Consumers’ plan choices and threshold choices depend on beliefs about the distribution of tastes



21



Our model assumes that projection bias does not disappear as consumers learn over time. This is consistent with evidence on projection bias (Loewenstein et al. 2003). For instance, as Loewenstein et al. (2003) note, ”Several studies lend support to the folk wisdom that shopping on an empty stomach leads people to buy too much” (Nisbett and Kanouse 1968, Read and van Leeuwen 1998, Gilbert, Gill and Wilson 2002).
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θit . When choosing a plan and a usage threshold for the first time, consumers believe: ˜θi1 ∼ N where σ ˜ 2θ1 =







 µ ˜ i1 2 , ,σ ˜ 1 − ϕ θ1



(6)



σ ˜ 2ε σ ˜ 21 + . (1 − ϕ)2 1 − ϕ2



(7)



In all later periods t > 1, when consumers can condition on θi,t−1 , beliefs are:   ˜θit | =it ∼ N µ ˜ it + ϕ˜θit−1 , σ ˜ 2t + σ ˜ 2ε . Following a month with surprisingly high usage, consumer i’s beliefs about the distribution of demand in the following month increases for two reasons. First the consumer increases his estimate of his type (˜ µi,t+1 > µ ˜ it ), and second he knows that his demand is positively correlated over time. In the standard model the only behavior change that might result is a switch to a larger plan. In our model, a consumer might also switch to a larger plan but, conditional on not switching, would ∗ ∗ ) and being more selective about cut back on usage by choosing a higher threshold (vi,t+1 > vi,t



calls.



4.5



Priors



Each customer is characterized by the individual specific pair {µi , µ ˜ i1 }, which along with the pop ˜ i1 , σ ˜ 21 . ulation parameter σ ˜ 1 , specifies each customer’s true type µi and prior beliefs µi ∼ N µ The population is described by the joint distribution of {µi , µ ˜ i1 }, which is assumed to be bivariate normal:



 ˜ i1 ) ∼ N  (µi , µ



µ0 µ ˜0



 



σ 2µ



, ρσ µ σ ˜µ



ρσ µ σ ˜µ σ ˜ 2µ



  .



(8)



Here µ0 is the average true type µi , and µ ˜ 0 is the average prior µ ˜ i1 . Similarly, σ 2µ is the variance of true types µi , σ ˜ µ is the variance of priors µ ˜ i1 , and ρ is the correlation between true types and priors. Let b1 = µ ˜ 0 − µ0 and b2 = 1 − ρσ µ /˜ σ µ . Then (as shown in Appendix A.3) taking expectations over the population distribution of tastes, µ ˜ i1 − E [µi | µ ˜ i1 ] = b1 + b2 (˜ µi1 − µ ˜0) .



(9)



A typical assumption (perhaps labeled rational expectations) is that µ ˜ i1 = E [µi | µ ˜ i1 ], or b1 = b2 =
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0, which implies that individuals’ initial point-estimates are unbiased estimates of their true types. We do not impose this assumption. If b1 6= 0, then there is aggregate mean bias and consumers will predictably choose plans which are too small (b1 < 0) or too large (b1 > 0). If b2 6= 0, then there is conditional mean bias and consumers will predictably choose plans which are too moderate (b2 < 0) or too extreme (b2 > 0). (In the context of grocery home delivery service, Goettler and Clay (2010) find b2 > 0 but do not reject b1 = 0.) p Let δ µ = σ ˜ 1 /(σ 2µ 1 − ρ2 ). Then (as shown in Appendix A.3), σ ˜ 1 = δµ



p



V ar (µi | µ ˜ i1 ).



(10)



A typical assumption (perhaps labeled rational expectations) is that δ µ = 1. We do not impose this assumption. If δ µ < 1 then consumers exhibit overconfidence: they underestimate their own uncertainty about their type µi . Overconfident consumers, like those with projection bias, will predictably choose overly risky plans. However, in contrast to those with projection bias, they will under-react to past usage when making plan switching decisions. Grubb’s (2009) analysis is static, so could not distinguish between overconfidence and projection bias, but found that customers do choose overly risky plans, so exhibit either overconfidence, projection bias, or both. Note that the joint distribution of true types and priors described above can naturally be  generated from the marginal distribution of true types, µi ∼ N µ0 , σ 2µ , a common customer   ˜ 20 , and an unbiased signal si ∼ N µi , σ 2s with perceived distribution prior µi ∼ N µ0 + b1 , σ   −1 2 si ∼ N µi − b1 , σ ˜ 2s . The two formulations coincide for σ ˜ 2s = σ ˜ −2 ˜ −2 , σ s = σ 2µ 1 − ρ2 /ρ2 , µ 1 −σ and σ ˜ 20 = σ σ µ − ρ)−1 (see Appendix A.3). This is the presentation adopted by Goettler and ˜ 2s ρ (σ µ /˜ Clay (2010).



4.6



Comment about Risk Aversion



Our utility specification assumes that consumers are risk neutral. Our data do not allow us to separately identify preferences over risk from beliefs about risk. We assume risk neutrality and use plan choices to identify beliefs. In related work on health plan choice, Cullen, Einav, Finkelstein, Ryan and Schrimpf (2010) assume that subjective beliefs coincide with objective probabilities and use plan choices to identify risk preferences. Following our approach, we find that consumers are overconfident. As a result, if we followed Cullen et al.’s (2010) approach we would estimate that consumers are risk loving. We find it implausible that consumers take pleasure in the risk of accruing a high cell-phone bill. If one believes that consumers are in fact weakly risk-averse, then our estimates of overconfidence and projection bias are lower bounds on consumers’ bias.
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4.7



Identification



Parameters can be categorized into three groups: (1) parameters governing the true distribution of tastes (µ0 , σ µ , σ ε , ϕ), (2) beliefs (˜ µ0 , σ ˜ µ , ρ, σ ˜ 1 , and σ ˜ ε or equivalently b1 , b2 , ρ, δ µ , and δ ε ), and (3) price coefficients (α and β). Broadly speaking, the distribution of actual usage identifies the distribution of true tastes, plan choices identify beliefs, and changes in usage in response to the discontinuous change in marginal price between peak and off-peak hours identify the calling price-coefficient β. We discuss identification of β in the context of our richer structural model in Section 6.7 because it relies on the distinction between peak and off-peak calling. In this section we discuss identification under the restriction β = 0. The restriction β = 0 implies that consumers’ calling choices are price inelastic. Observed quantities are simply equal to underlying taste shocks: qit = θit . As a result it is not surprising that the distribution of actual usage identifies the distribution of taste shocks. We defer details of identifying the distribution of true tastes to Section 6.7. The restricted model is most useful for understanding how plan choices identify consumer beliefs, which is the focus of this section. The ˜ µ , and σ ˜ θ1 and the correlation between actual idea is that initial plan-choice shares identify µ ˜0, σ usage and plan choice identifies ρ. Then the learning rate separately identifies δ µ and δ ε from σ ˜ θ1 . Inelastic consumers make their plan choices solely to minimize their expected bills. Thus, absent the logit-error, initial plan choices place bounds on each individual’s prior beliefs about the mean (˜ µi1 / (1 − ϕ)) and variance (˜ σ 2θ1 ) of their first taste shock, ˜θi1 . (Recall σ ˜ 2θ1 is related to model parameters by equation (7).) Based on October-November 2002 pricing data (ignoring free in-network calling), Figure 8 (top panel) shows inelastic plan-choice as a function of prior beliefs {˜ µi1 / (1 − ϕ), σ ˜ 2θ1 }. Inelastic consumers joining in October-November 2002 with beliefs in the gray region choose plan 0, those with beliefs in the red region choose plan 1, those with beliefs in the blue region choose plan 2, and those with beliefs in the green region choose plan 3. This means that observing a new customer in October-November 2002 choose plan j will bound her beliefs to be within the relevant colored region. Since µ ˜ i1 / (1 − ϕ) and σ ˜ 2θ1 are mean and variance parameters of a censored-normal distribution, the units are not readily interpretable. Figure 9 depicts the same information as Figure 8, but is mapped onto the space E [θi1 ] × SD [θi1 ] which is measured in minutes and more readily interpretable.22 Note that in this space a line of constant σ ˜ θ1 is no longer a horizontal line. Instead it 22



Let



y =



−˜ µi1 (1−ϕ)˜ σ θ1



and h =



φ(y) . (1−Φ(y))



Then E [θi1 ] =



s



  2  µ ˜ i1 (1 − Φ (y)) σ ˜ 2θ1 (1 − h (h − y)) + 1−ϕ +σ ˜ θ1 h − E 2 [θi1 ] .



21



µ ˜ i1 1−ϕ



(1 − Φ (y)) + σ ˜ θ1 φ (y) and SD [θi1 ] =



is a curve that is increasing near E [θi1 ] = 0, as shown in Figure 9 for σ ˜ θ1 = 60. Notice in Figure 8, that plan 0 is chosen both by individuals with low expectations of usage (low µ ˜ i1 / (1 − ϕ)) since it has the lowest fixed fee, and by individuals with high uncertainty about usage (high σ ˜ θ1 ) since it never charges more than 11 cents per minute and is therefore a safe option. Figure 8 shows that for any σ ˜ θ1 larger than 80, plan 1 is never chosen. Thus the assumption that σ ˜ θ1 is common across individuals and the fact that a sizable fraction of individuals chose plan 1 in October-November 2002 puts an upper bound on σ ˜ θ1 of 80. (The implied upper bound in the structural model would be lower since there we account for the fact that plan 0 was the only plan in fall 2002 to offer free in-network-calling.) If we were to fix σ ˜ θ1 at any level below 80, individual i’s plan choice bounds µ ˜ i1 / (1 − ϕ) to an interval. For instance, if overconfidence and projection bias were complete (˜ σ 1 = δ µ = δ ε = 0) so that consumers believed they could predict their usage perfectly (˜ σ θ1 = 0 ), then consumers would choose from the lower envelope of the tariff menu, and initial choice of plan j would imply the following bounds on the prior point estimate µ ˜ i1 / (1 − ϕ): (Mj − Mj−1 ) /pj−1 + Qj−1 ≤



µ ˜ i1 ≤ (Mj+1 − Mj ) /pj + Qj . 1−ϕ



For σ ˜ θ1 strictly positive the bounds do not have an analytical solution, but can be read from the corresponding horizontal slice of Figure 8. For example, the bounds are given for σ ˜ θ1 = 60 by the vertical lines in Figure 8. Combining plan share data from customers who join in OctoberNovember 2002 with these bounds generates of histogram over µ ˜ i1 / (1 − ϕ) with four bins, one for each of the four pricing plans. Since we assume that µ ˜ i1 / (1 − ϕ) is normally distributed with ˜ µ / (1 − ϕ), this histogram would then (over) identify mean µ ˜ 0 / (1 − ϕ) and standard deviation σ the distribution. The resulting histogram and fitted normal distribution, are both shown in the lower panel of Figure 8 for the case σ ˜ θ1 = 60. The model identifies σ ˜ θ1 as the value between 0 and 80 that generates the best fit between the histogram and the fitted normal distribution. Choosing a larger value for σ ˜ θ1 simply implies a higher mean, but lower variance for the distribution of µ ˜ i1 / (1 − ϕ).23 The overall best fit is at σ ˜ θ1 = 61.9. The preceding argument for identifying σ ˜ θ1 , µ ˜ 0 , and σ ˜ µ clearly bounds σ ˜ θ1 ≤ 80 but then relies 23



This is because higher uncertainty (higher σ ˜ θ1 ) leads individuals who choose plans 1-3 to insure themselves by choosing plans with more included minutes. They are willing to choose plan 2 over plan 1 and plan 3 over plan 2 at lower values of µ ˜ i1 / (1 − ϕ). However, they are only willing to choose plan 1 over plan 0 at higher values of µ ˜ i1 / (1 − ϕ).
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heavily on the functional form assumption that µ ˜ i1 is normally distributed for point identification.24 Nevertheless, there is additional information in the data which reduces reliance on the functional form assumption. First, subsequent choices, either to maintain an initial plan choice or to switch plans, refine the bounds on prior beliefs. Someone who chose plan j, for whom the initial choice implies an upper bound µ ˜ i1 / (1 − ϕ) ≤ bound1 (for example), who does not upgrade to a larger plan after an overage, must in fact have had a strictly lower initial point estimate µ ˜ i1 / (1 − ϕ) < bound1 . (An overage is a signal to upgrade, and if one does not upgrade plans following a signal to upgrade, then one must have had a strict preference for the smaller plan prior to the additional information.) Second, as prices change over time, the bounds depicted in Figure 8 change as well, so that plan share data from later dates provide additional restrictions on σ ˜ θ1 , µ ˜ 0 / (1 − ϕ) and σ ˜ µ / (1 − ϕ). Our structural model point identifies σ ˜ θ1 as the value which is best able to fit all of this choice data (rather than just the October-November 2002 choice data). Given the assumption that types, µi , and prior point estimates, µ ˜ i1 , are jointly normal, the exercise described above identifies the joint normal distribution up to the correlation parameter ρ. Correlation between true types µi and prior point estimates µ ˜ i1 is identified by correlation of actual usage with plan choice. Given estimates of σ µ , σ ˜ µ , and ρ from the joint normal of {µi , µ ˜ i1 }, and estimates of σ 2ε and ϕ from actual usage realizations, it still remains to separate out overconfidence p ˜ 1 = δ µ σ µ 1 − ρ2 from the definition (δ µ ) from projection bias (δ ε ). Substituting σ ˜ 2ε = (δ ε σ ε )2 and σ of δ µ into equation (7) yields an expression for the weighted average of δ 2ε and δ 2µ : σ ˜ 2θ1 = δ 2µ



(1 − ρ2 )σ 2µ (1 − ϕ)2



+ δ 2ε



σ 2ε . 1 − ϕ2



The two parameters are distinguished by the rate of learning and plan switching, which is decreasing in δ ε /δ µ . This is apparent by similar substitution for σ ˜ 2ε and σ ˜ 21 in equation (5). A Consumer’s updated beliefs are a weighted average of her prior and her signals, where the weight placed on her prior is proportional to δ 2ε /δ 2µ :



µ ˜ i,t+1



   2ϕ −2 z + t¯ z δ 2ε /δ 2µ µ ˜ i1 (1 − ρ2 )−1 σ −2 + it σ ε µ 1−ϕ i1   = .  2ϕ −2 δ 2ε /δ 2µ (1 − ρ2 )−1 σ −2 µ + 1−ϕ + t σ ε



Note that we can back out signals from bills, which helps us to see how much they impact switching and beliefs, and therefore to separate δ ε and δ µ .
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A possible alternative we are considering, but have not implemented, is to take a bounds approach rather than a point identification approach.
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The preceding discussion ignored logit-errors, which the model does incorporate into plan choice. As a result, plan choices don’t actually give sharp bounds on prior beliefs, but rather smooth likelihoods over priors, since beliefs outside the bounds described by Figure 8 can be explained by the logit error. Without logit-errors, all initial plan choices could be rationalized by prior beliefs. However the model requires logit-errors to rationalize switches that appear to be in the ’wrong’ direction. For example suppose a customer with high average usage chooses a small plan and subsequently experiences a string of overage charges. A low prior belief (˜ µi1 small) could rationalize the initial choice of a small plan. However, given the assumption of Bayesian learning, no prior can simultaneously rationalize the initial choice and a subsequent switch to an even smaller plan. The degree to which switching is in the wrong direction identifies the contract price-coefficient α, which determines the importance of the logit-error. As discussed in Section 6.7, identification is more challenging when consumers are price elastic. However, conditional on having first identified the calling price-coefficient β, identification of beliefs proceeds as discussed above. Price elasticity simply adjusts the mapping between beliefs and plan choice. Figure 10 shows how Figure 9 changes when consumers’ calling choices are price elastic with β = 1.



5



Models of Usage under Uncertainty: Ours and Alternatives



In this section we contrast our model of usage with three alternative models. The first model is a standard approach (Cardon and Hendel 2001, Reiss and White 2005), which assumes that consumers can forecast their usage perfectly, and so respond to the ex post marginal price. The second is a target-quantity approach (Iyengar et al. 2007), which assumes that consumers believe that they can forecast their usage perfectly, but that they implement the target quantity with some unforeseen error. The third model we consider is one where consumers are very sophisticated: consumers track their usage from call to call, optimally conditioning their thresholds based on past usage and the amount of time left in the billing cycle. We argue that our approach is more intuitively appealing, and that the data do not support these alternative models. We discuss the three alternative models under our assumption of multiplicative demand (equation (3)).25 First consider the standard approach. In this type of model, consumers first learn a taste shock



25 Reiss and White (2005) and Iyengar et al. (2007) assume the demand shock is additive, while Cardon and Hendel (2001) assume a more complicated functional form.
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θit (unobserved to the econometrician) and then choose quantity according to the rule:   θit ≤ Qj /ˆ q (0)   θit qˆ(0), qit = Qj , Qj /ˆ q (0) ≤ θit ≤ Qj /ˆ q (pj ) .    θit qˆ(pj ), θit ≥ Qj /ˆ q (pj )



(11)



The standard model assumes consumers have perfect foresight about their demand for the coming month, and can respond to the ex post realized marginal price by choosing quantities as described in equation (11) (Cardon and Hendel 2001, Reiss and White 2005). The regularity of ex post plan choice ”mistakes” show that consumers do not have such foresight earlier when they choose a calling plan (Grubb 2009). Moreover, this standard model of consumer quantity choice makes a clear prediction that is rejected by the data: If consumers are price elastic there will be bunching at tariff kink points. This is clear from equation (11), which shows that the atom of consumers with realizations θ ∈ [Qj /ˆ q (0) , Qj /ˆ q (pj )] all consume exactly Qj units.26 Figure 4 shows histograms and kernel density estimates of the usage distributions of consumers on each of the four popular plans. The three local plans are all three-part tariffs, with kink points where marginal price jumps from zero to 35-45 cents per minute at the marked vertical reference lines. The figures show no signs of consumer bunching at these kink points. Given that demand is elastic (see Section 3.2), we conclude that the lack of bunching shown in Figure 4 is due to the fact that consumers cannot perfectly predict their calling demand a full month in advance. Borenstein (2009) and Saez (2002) argue for similar reasons that the standard model of choice is inappropriate for consumer electricity choice from nonlinear electricity tariffs (Borenstein 2009) and labor provision with respect to the nonlinear income tax schedule (Saez 2002). In contrast, our threshold choice model explicitly assumes that consumers are uncertain about their consumption level until the end of the billing period, and predicts no bunching at tariff kink points. The standard model makes a second clear prediction that is rejected by the data. In months in which plan 1-3 subscribers use less than their allowance of free peak minutes, consumers should respond as if the marginal price of peak calls before 9pm is the same as the marginal price of off-peak calls after 9pm (zero). As described in the note below Figure 3, there is a sharp increase in calling at 9pm, even in months for which the peak allowance is under-utilized. This is consistent with our threshold model, in which it is the fact that the ex ante expected marginal price is positive before 9pm that is relevant, not the fact that the ex post realized marginal price is zero.
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This implicitly assumes that a gap in the taste distribution does not perfectly coincide with the interval [Qj /q (0) , Qj /q(pj )], which is confirmed when such a gap is not revealed by price changes.
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The second model, the target-quantity approach, also assumes that consumers believe that they T given by substituting E [θ ] in can forecast their usage perfectly, and choose a target quantity qit it T place of θit in equation (11). In contrast to the standard model, actual usage qit = (θit /E [θit ]) qit



is the target quantity plus unanticipated implementation error. In other words, before learning θit , T under the false assumption that θ = E [θ ]. An advantage of this approach consumers choose qit it it



over the standard approach is that it solves the problem of bunching at kink points. However, as Borenstein (2009) argues, the target quantity approach is not entirely satisfactory either. The target quantity approach assumes that consumers suffer from the flaw of averages (Savage 2000), an extreme form of overconfidence and projection bias in which consumers don’t simply underestimate their uncertainty about their demand, they believe there is no uncertainty at all. Our model allows consumers to be overconfident or exhibit projection bias, but estimates the severity of bias rather than assuming it is complete.27 Preliminary estimates indicate that overconfidence and projection bias are severe (81% and 57% respectively) but are not complete. Importantly, consumers are aware of substantial uncertainty about future usage. The third alternative that we consider assumes that the consumer does not know θit at the beginning of the month, but observes the value of calls as they arrive and tracks her usage throughout the month. Under this model, the consumer is unboundedly rational and makes all calls valued above a threshold v ∗ . Moreover, she optimally conditions the threshold v ∗ on past usage and days remaining within the billing cycle as she continually updates her beliefs about the likelihood of an overage. The unboundedly rational consumers’ consumption problem is a more complicated version of the airline revenue management problem surveyed by McAfee and te Velde (2007). We reject this model, not only because it assumes a high level of sophistication, but because it is also inconsistent with consumer behavior. A central prediction of the dynamic programming model is that, all else equal, consumers should reduce their usage later in the month following unexpectedly high usage earlier in the month. This should be true for any consumers who are initially uncertain whether they will have an overage in the current month. For these consumers, the high usage shock early in the month increases the likelihood of an overage, thereby increasing their expected ex post marginal price, and causing them to raise their consumption threshold v ∗ . If calling opportunities arrived independently throughout the month, this strategic behavior by the consumer would lead to negative correlation between early and late usage within a billing period. However looking for negative correlation in usage within



27 Note Iyengar et al. (2007) is not a special case of our model, as to capture maximum overconfidence and projection bias (δ µ = δ ε = 0), we rule out perceived uncertainty about demand at the time of plan choice. Iyengar et al. (2007) incorporate an additional signal between plan choice and usage choice that is absent in our model.
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the billing period is a poor test for this dynamic behavior, because it is likely to be overwhelmed by positive serial correlation in taste shocks. To test for dynamic behavior by consumers within the billing period, we use our data set of individual calls to construct both fortnightly and weekly measures of peak usage.28 A simple regression of usage on individual fixed effects and lagged usage shows strong positive serial correlation. However, we take advantage of the following difference: Positive serial correlation between taste shocks in periods t and (t−1) should be independent of whether periods t and (t−1) are in the same or adjacent billing cycles. However, following unexpectedly high usage in period (t − 1), consumers should only cut back usage by raising v ∗ (t) if the two periods are in the same billing cycle. Thus by including an interaction effect between lagged usage and an indicator for the lag being in the same billing cycle as the current period, we can separate strategic behavior within the month from serial correlation in taste shocks. Equation (12) describes our first specification, which appears in Table 7. We include time and individual fixed effects (β 0,i,t ) and use the Stata procedure xtabond2 to correct for bias induced by including both individual fixed effects and lags of the dependent variable in a wide but short panel (Roodman 2009). The indicator dt−1 is equal to 1 if period (t − 1) is in the same billing cycle as period t. If there is both positive serial correlation in demand shocks, and strategic behavior by the consumer within the billing cycle, then we expect β 1 to be positive (capturing serial correlation in shocks) and β 2 to be negative (capturing the strategic behavior). Reported analysis are for plan 1, the most popular three-part tariff. In our first specification, Column (1) of Table 7, β 2 has a negative point estimate, but is not significantly different from zero. This suggests that consumers are not strategically updating v ∗ during the course of the month.



ln(qt ) = β 0,i,t + β 1 ln(qt−1 ) + β 2 dt−1 ln(qt−1 )



(12)



Consumers who either never have an overage (43% of plan 1 subscribers) or always have an overage (3% of plan 1 subscribers) should be relatively certain what their ex post marginal price will be, and need not update v ∗ during the month. For instance, consumers who always make overages may set v ∗ equal to their overage rate throughout the month. For such consumers we would expect to find β 2 = 0, and this may drive the result when all consumers are pooled together as in our first specification. As a result, we divide consumers into groups by the fraction of times within their tenure that they have overages. We repeat our first specification for different overagerisk groups in Columns (2)-(6) of Table 7. The coefficient β 2 is indistinguishable from zero in all 28



We divide each month into four weeks or two fortnights, and drop the extra 2-3 days between weeks 2 and 3.
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overage risk groups. Moreover, in unreported analysis, more flexible specifications that include nonlinear terms,29 and a similar analysis at the weekly rather than fortnightly level all estimate β 2 indistinguishable from zero. There is simply no evidence that we can find that consumers strategically cut back usage at the end of the month following unexpectedly high initial usage.30 Now that we have ruled out three possible alternative models, we contrast them with the model we have developed. In our model, consumers are uncertain about their future usage - they do not know θit , but have beliefs about its mean and variance. Additionally, we assume that consumers are inattentive to their usage within a billing period, an assumption that is consistent with our finding above. This means that consumers choose a calling threshold v ∗ at the beginning of the month, and do not change this threshold through the course of the billing period. Threshold revision, if it occurs, happens only when consumers get feedback about past usage from monthly billing statements. Our model is intuitively appealing because it does not assume the high degree of sophistication required by the dynamic programming model. Our model also allows one to build uncertainty into consumer decisions in a tractable way: the standard model and the target quantity model have the feature that consumers do not account for ex-ante uncertainty. The model we have developed can be thought of as one where consumers choose rules of thumb that determine their usage: they make calls which are sufficiently important, and reject unimportant calls. This type of logic can be applied to other product categories as well, as Borenstein (2009) and Saez (2002) have suggested in electricity demand and labor supply respectively.



6



Structural Model



6.1



Model



The structural model differs from the illustrative model in six important respects. The first is that there are four dimensions to quantity rather than only one. Calling plans distinguish between both Average qt is related via the choice of v ∗ to the probability of an overage. The probability of an overage in a billing period which includes periods t and (t − 1) clearly increases nonlinearly in qt−1 . In one specification, we first fit a probit on the likelihood of an overage as a function of the first fortnights usage, and then used the estimated coefficients to generate overage probability estimates for all fortnights. We then included these (lagged) values as explanatory variables. In an alternative unreported specification we simply added polynomial terms of lagged qt−1 . 29



30 It is perhaps not surprising that we found no evidence for consumers dynamically updating their usage plan during the month. To follow such a sophisticated dynamic optimization, consumers need to be very attentive. To respond to past usage, one must be aware of past usage. In a normal situation this requires calling an automated phone system for account information, or logging into a webpage, or keeping close mental track of calls. In this case, due to the fact that service was provided through an intermediary, the university, such account information was actually not available in the middle of a billing period.
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peak and off-peak calls as well as in-network and out-of-network calls. Thus usage is a vector, pk,out pk,in op,out op,in qit = (qit , qit , qit , qit ),



where the superscript notation is: (1) ”pk” for peak calls, (2) ”op” for off-peak calls, (3) ”out” for out-of-network calls, and (4) ”in” for in-network calls. We assume that consumers choose separate calling thresholds for each type of call, and that these types of calls are neither substitutes nor complements. Popular pricing plans are described by five parameters. The first two are indicator variables for whether the plan charges for off-peak usage (OPj ) and whether the plan charges for in-network calls (N ETj ). These define total billable minutes for plan j: pk,out pk,in op,out op,in billable qitj = qit + N ETj qit + OPj qit + N ETj OPj qit .



Popular pricing plans are a function of total billable minutes, billable Pj (qit ) = Mj + pj max{0, qitj − Qj },



and the three remaining price parameters {Mj , Qj , pj } are those from the illustrative model. They are, respectively, the monthly fee, the number of billable minutes included at zero marginal price, and the per minute charge for billable minutes in excess of Qj . Rather than a single taste shock θit , consumer i receives a vector of four non-negative callingcategory-specific taste-shocks, xit = (xpk,out , xpk,in , xop,out , xop,in ). it it it it pk,out op,out We reserve the notation θpk + xpk,in and θop + xop,in to describe consumer taste it = xit it it = xit it



shocks aggregated to the two dimensions of peak and off-peak usage. We model biased beliefs and learning about the peak taste-shock θpk it analogously to the illustrative model but assume that consumers know the distribution of their off-peak tastes θop it . We also assume that there is no learning about the share of calling demand that falls in-network. This is explained below in Section 6.4.
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Consumer i’s utility from choosing plan j and consuming qit in period t is uitj



=



X



k V (qit , xkit ) − αPj (qit ) + η itj ,



k



k



∈ {pk-in, pk-out, op-in, op-out}.



Here, η itj is an i.i.d. logit error and k V (qit , xkit ) =



 1 k k k xit ln(qit /xkit ) − qit γ



k units of category k, given category-k taste-shock xk . (Calling categories is the value of consuming qit it



are neither substitutes nor complements.) Let q(p, xkit ) ≡ arg maxq V (q, xkit ) − αpq be category-k demand given constant marginal-price p. Taste shocks enter demand multiplicatively, q(p, xkit ) = xkit qˆ(p), where qˆ (p) = 1/ (1 + βp) and β ≡ γα. The interpretation is that (1 − q(v)) is the cumulative distribution of call values, and xkit is the volume of category k demand (the satiation quantity).   Note that because demand is multiplicative in xkit , V q p, xkit , xkit is linear in xkit , which means that expected utility calculations do not require quadrature in estimation. We assume that consumers can distinguish the four types of calls when choosing to make a call. (In reality, consumers likely can’t always distinguish in-network from out-of-network calls. However they likely can for parties they call in high volume.) As a result, consumers choose a plan and a vector of four calling thresholds, pk,out pk,in op,out op,in ∗ vitj = (vitj , vitj , vitj , vitj ),



based on beliefs about the distribution of xit . During the course of the month consumers do not k . At the end of the month, track usage, but simply make all calls in category k valued above vitj k = xk q k realized usage in category k is qit it ˆ(v ).



6.2



Plan Choice



A second difference between illustrative and structural models is motivated by the observation that when prices fall consumers often don’t switch away from their existing plans even when they are now dominated by plans on the current menu. For instance, most consumers paying $54.99 for
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890 minutes on plan 3 do not switch to plan 2 during the one month promotion in April 2004 when it offered 1060 minutes for only $44.99. We believe this is because consumers who are not actively making a plan choice don’t find out about the price cuts. We handle this issue using the consideration set model of Ching, Erdem and Keane (2009): We assume that consumers make an active choice with exogenous probability PC and keep their default plan with probability (1 − PC ). We use the frequency of failures to switch away from dominated plans to identify PC . Customer i’s perceived expected utility from choosing plan j at date t is  Uitj = E 







X







k V q k (vitj , xkit ), xkit − αPj



  ∗ q(vitj , xit ) | =it  + η itj ,



(13)



k∈{pk-in,pk-out,op-in,op-out}



and from choosing the outside option is Uit0 = O + η it0 . Conditional on making an active choice, consumers myopically31 choose the plan with the maximum expected utility for the current period.



6.3



Taste Process



op pk op We model category specific taste shocks xit as a function of θ it = (θpk it , θ it ) and rit = (rit , rit ). The



shock θ it captures the demand for peak and off-peak calling, while the shock rit ∈ [0, 1]2 captures the share of peak and off-peak demand that is for in-network calling rather than out-of-network calling: 



xpk,out it



 pk,in  x  it xit =  op,out  x  it xop,in it











pk pk (1 − rit )θit



  pk pk   rit θit   =   (1 − rop )θop it it   op op rit θit



    .  



Although prices depend only on the preceding four calling categories, we additionally break out calling demand for weekday outgoing-calls to landlines immediately before and after 9pm to help 9pk 9op identify the calling price-coefficient. The shock r9pm = (rit , rit ) ∈ [0, 1]2 captures the share of it



peak and off-peak out-of-network calling demand that is within 30 minutes of 9pm on a weekday and is for an outgoing call to a landline:  x9pm = it



x9pk it x9op it











=
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9pk pk,out rit xit 9op op,out rit xit



 .



We assume learning is independent of plan choice, so there is no value to experimentation with an alternative plan. Nevertheless, myopic plan choice is not always optimal. When a consumer is currently subscribed to a plan that is no longer offered (and is not dominated) there is option value to not switching, since switching plans will eliminate that plan from future choice sets. We ignore this issue for tractability.
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k for k ∈ {pk, op, 9pk, 9op} is a censored normal, The distribution of rit k r˜it = αki + er,k it  k    0 if r˜it ≤ 0



k rit =



k if 0 < r k 


  



1



k ≥1 if r˜it



where αki is unobserved heterogeneity and er,k it is a mean-zero shock normally distributed with variance (σ ke )2 independent across i, t, and k. For k ∈ {pk, op, 9pk} we assume that αki are normally distributed in the population (independently across i and k) with mean µkα and variance (σ kα )2 . Our identifying assumption for the calling price-coefficient is that consumer i’s expected outgoing calling demand to landlines on weekdays is the same between 8:30pm and 9:00pm as it is between 9:00pm and 9:30pm: h i h i h i h i 9pk pk 9op op E rit E 1 − rit E θpk = E r E [1 − rit ] E [θop it it it ] .



(14)



In other words, we assume that the increase in observed calling to landlines on weekdays immediately after off-peak begins at 9pm is a price effect rather than a discontinuous increase in demand at 9pm.32 As a result, α9op is a function of α9pk and other parameters implicitly defined by equation i i (14). The distribution of θ it is analogous that of θit in the illustrative model. The non-negative taste-shocks which determine usage are censored latent taste shocks:   0 ˜θk < 0 it k , θit =  ˜θit ˜θk ≥ 0 it



k ∈ {pk, op}.



˜it follows a stationary AR1 process with a bivariate normal We assume that the latent shock θ innovation, ˜it = µi + ϕθ ˜i,t−1 + εit , θ where µi is customer’s mean-type, ϕ is the common autocorrelation coefficient, and εit ∼ N (0, Σεi ) 32 We focus on calls to landlines because the other party to the call pays nothing both before and after 9pm. The assumption would be unreasonable for calls to or from cellular numbers since such calling opportunities increase at 9pm when the calls become cheaper for the other party and the other party is more likely to call or answer.
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is the normally-distributed mean-zero innovation with variance-covariance matrix  Σεi = 



2 (σ pk εi )



op ρεi σ pk εi σ εi



op ρεi σ pk εi σ εi



2 (σ op εi )



 .



The third change in the structural model is to allow for heterogeneity in the variance of taste shocks across individuals. In particular, we allow for two variance-types: Σεi ∈ {ΣεL , ΣεH }. Without loss of generality, we assume variance-type H has the higher peak-taste variance (σ pk εH ≥ σ pk εL ) and occurs with independent probability π ε . Since high-variance types are more likely to choose low-risk plan 0 than high-risk plan 1, the model will endogenously predict higher average taste-volatility for plan 0 subscribers than for plan 1 subscribers. This is important for fitting the same pattern which is observed in the data while avoiding a downward bias in the calling price-coefficient β.33 A fourth change in the structural model accounts for the fact that first bills are typically prorated for a partial month of service. The unobserved fraction of a billing period in these months pro pro pro 9pm is rit ∈ (0, 1) and the corresponding taste shocks are simply rit xit and rit xit . We model pro pro pro the distribution of rit = exp (˜ rit ) /(1 + exp (˜ rit )) as a transformation of normally distributed  pro 2 r˜it ∼ N µpro , σ pro .



6.4



Beliefs and Learning



While there are four dimensions to quantity, estimation of consumer beliefs and learning will focus on a single dimension: total peak-calling. This is because most of the time plans 1-3 only differ along one dimension: the charges for total peak-calls. As a result, the choice data are not rich enough to allow us to identify beliefs about all four calling categories separately. For simplicity, we assume that while consumers are learning about their demand for peak calls, there is no learning about off-peak demand or the relative share of their demand that is for in-network calling. Consumers underestimate the share of their calling opportunities that are in-network by a factor δ r ∈ [0, 1]. (δ r = 1 corresponds to no bias.) Specifically, consumers believe that in-network calling shares have the distribution of δ r rit . We incorporate this additional bias as the fifth change to the model to help explain consumers choice of plan 1 over plan 0, as plan 0 (with free in-network) dominates plan 1 (with costly in-network) at the median share of in-network calling. (Figures 8-10
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Plan 0’s 11 cent marginal price is higher than the expected marginal price for a typical plan 1 subscriber. Thus if consumers all have the same taste volatility and are price-elastic, usage volatility will be lower for a plan 0 subscribers who make a smaller fraction of potential calls. To try and fit the opposite pattern in the data, without heterogeneity in taste volatility, the estimated price coefficient β would be biased towards zero.
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which show plan 1 undominated correspond to δ r = 0.) Consumers are assumed to know their off-peak type µop i but to be learning about their peak type µpk i over time. The common autocorrelation coefficient ϕ is known to all consumers. While taste innovations εit have variance-covariance Σεi , consumers believe the variance-covariance matrix is  ˜ εi =  Σ



2 (˜ σ pk εi )



op ρεi σ ˜ pk εi σ εi



op ρεi σ ˜ pk εi σ εi



2 (σ op εi )



 ,



where σ ˜ εi = δ ε σ εi . As in the illustrative model, δ ε < 1 captures projection bias. In this case projection bias only applies to peak taste-shocks. Consumer beliefs about the variance of off-peak tastes and the correlation between peak and off-peak tastes are both correct. Consumers learn about their own peak-type µpk i over time. At date t, consumer i believes µpk ˜ 2i,t ). Initially that µpk ˜ pk ˜ 2i,t : µpk i |=i,t ∼ N (˜ i,t , σ i is normally distributed with mean µ i,t and variance σ consumers are equally uncertain (˜ σ i1 = σ ˜ 1 ) but in later periods certainty is either low or high pk pk (˜ σ i,t ∈ {˜ σ L,t , σ ˜ H,t }) due to learning from low or high noise signals (σ pk εi ∈ {σ εL , σ εH }). At the end pk of each active billing period, consumers learn ˜θit , which provides an unbiased normal signal about 34 Consumers have the ability to put their accounts into inactive status, during which phones µpk i .



are disabled and fees are zero, and many do so over summer vacations. The sixth and final change in the structural model is to account for these inactive periods: We assume that no learning occurs pk during inactive periods, and no taste shocks are observed. As a result, a consumer who learns ˜θ it



after k periods of inactivity can additionally condition on



˜θpk i,t−1−k ,



but not on the intervening taste



shocks. Define ψ it = 0 in inactive months, ψ i1 = (1 + ϕ) / (1 − ϕ) in the first month of service, and P ψ it =



kit n n=0 ϕ



2



Pkit



2n n=0 ϕ



(15)



in any active period t > 1 following kit ≥ 0 periods of inactivity. At the end of period t, following kit periods of inactivity, consumer i learns ˜θpk − ϕkit +1 ˜θpk it i,t−1−kit zit = , Pkit n n=0 ϕ op In fact, given our assumption that consumers know µop i , consumers can also infer εit from off peak usage which pk pk is informative about µi because it is correlated with εit . In our main specification, we assume consumers only op update beliefs using θpk it and not εit . (We consider the alternative as a robustness check.) This choice is conservative in the sense that our finding that consumers respond to data too little is biased downwards. It is also realistic for two reasons. First, consumers are unlikely to pay attention to off-peak usage when they are on an contract with free off-peak calls. Second, we only assume consumers know µop i for simplicity since we cannot identify off-peak beliefs. In reality consumers are unlikely to know µop so cannot actually infer εop i it . 34
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which she believes has distribution   pk 2 N µi , ψ −1 . it (δ ε σ εi ) Since there are no prior taste shocks to condition on at the end of the first billing period, zi1 = pk (1 − ϕ) ˜θit corresponds to the case of k = ∞. ˜ t+1 ) By Bayes rule (DeGroot 1970), updated time t+1 beliefs about µpk are µpk |=i,t+1 ∼ N (˜ µpk , Σ i



where µ ˜ pk i,t+1



=



µ ˜ pk ˜ −2 1 + i1 σ σ ˜ −2 1 +



˜ −2 σ 1



=



+



i,t+1



 pk −2 τ =1 ψ iτ ziτ (δ ε σ εi ) ,  Pt pk −2 τ =1 ψ iτ (δ ε σ εi ) Pt



and ˜ −2 σ i,t+1



i



−2 (δ ε σ pk εi )



t X



!−1 ψ iτ



.



τ =1 pk Over time consumers learn their own types: µ ˜ pk ˜ 2i,t converges to zero. i,t converges to µi and σ



Consumers’ plan choices and threshold choices depend on beliefs about the distribution of tastes θ it . When choosing a plan and a usage threshold for the first time, consumers believe: ˜θpk i1



 ∼N



 1 pk pk 2 µ ˜ , (˜ σ θi1 ) , 1 − ϕ i1



where 2 (˜ σ pk θi1 ) =



1 1 pk 2 ˜2 2 σ 1 + 1 − ϕ2 (δ ε σ εi ) (1 − ϕ)



(16)



takes on one of two values, σ ˜ 2θL1 or σ ˜ 2θH1 , depending on whether σ pk εi is low or high. In all later pk periods t > 1, when consumers can condition on ˜θi,t−1−kit , beliefs are:  ˜θpk | =it ∼ N ϕ1+kit ˜θpk it i,t−1−kit +



kit X



ϕn µ ˜ it ,



n=0



kit X n=0



!2 ϕn



σ ˜ 2t +



kit X



! ϕ2n



 2 (δ ε σ pk , εi )



n=0



which for the normal case of kit = 0 is simply: 2 ˜θpk | =it ∼ N (ϕ˜θpk + µ ˜ it , σ ˜ 2it + (δ ε σ pk it i,t−1 εi ) ).



6.5



Priors



Each customer is characterized by her in-network-share type αi , her variance-type Σεi , and the op pk op pk triple {µpk ˜ i1 }. Together, the population parameter σ ˜ 21 and the triple {µpk ˜ i1 } specify i , µi , µ i , µi , µ



each customer’s true mean-type µi and prior beliefs µpk µpk ˜ 21 ). (Consumers are assumed i ∼ N (˜ i1 , σ
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to know their own off-peak types.) The population is described by the distribution of αi , the op pk fraction π ε of high-variance types, and the joint distribution of {µpk ˜ i1 }. We assume that i , µi , µ op pk {µpk ˜ i1 } has a trivariate normal distribution. Specifically, the marginal distribution of initial i , µi , µ



point estimates is µ ˜ pk µpk ˜ 2µpk ), 0 ,σ i1 ∼ N (˜ and the population distribution of true-types µi conditional on the point estimate is35 µi |



µ ˜ pk i1







∼ N µ0 + λ







µ ˜ pk i1



−



µ ˜ pk 0











, Σµ ,



(17)



op pk op where µ0 = (µpk 0 , µ0 ), λ = (λ , λ ), and



 Σµ ≡ 



σ 2µpk



ρµ σ µpk σ µop



ρµ σ µpk σ µop



σ 2µop



 .



(18)



pk Let b1 = µ ˜ pk 0 − µ0 ,



 b2 = 1 − λpk + λop ρµ σ µpk /σ µop ,  and b3 = −ρµ σ µpk /σ µop . Then (as shown in Appendix A.4), taking expectations over the population distribution of tastes, h i op op pk op µ ˜ pk ˜ pk = b1 + b2 (˜ µpk ˜ pk 0 ) + b3 (µi − µ0 ) . i1 − E µi | µ i1 , µi i1 − µ



(19)



We calculate the population-average peak-type conditional both on a consumer’s point estimate op µ ˜ pk A typical i1 and her off-peak type µi because both are in the consumer’s hinformation set. i pk pk pk op assumption (perhaps labeled rational expectations) is that µ ˜ i1 − E µi | µ ˜ i1 , µi = 0, or that



b1 = b2 = b3 = 0. As in the illustrative model, we do not impose this assumption and instead allow b1 and b2 to capture aggregate mean bias and conditional mean bias. In the structural model there is an additional bias term b3 that captures a new dimension of conditional mean bias. Our estimate of b3 is negative, implying that consumers underreact to the information in their off-peak type when forming beliefs about their peak-type. However, this does
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In contrast the presentation of the illustrative model, we describe the joint distribution of point estimates and true types using the marginal distribution of point estimates and the conditional distribution of true types. In doing so, note that we are subtly changing notation. For instance, ρµ in equation (18) is the correlation between µpk and i pk µop conditional on µ ˜ . In contrast, in the illustrative model equation (8), ρ was an unconditional correlation between i i1 µ ˜ i1 and µi . Similarly in the structural model σ 2µpk is a conditional variance, whereas in the illustrative model σ 2µ is an unconditional variance. For comparision to equation (17), in the illustrative model the population distribution of  true types conditional on an initial point-estimate µ ˜ i1 is N (µ0 + (1 − b2 ) (˜ µi1 − µ ˜ 0 )) , δ −2 ˜ 21 . µ σ
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not reflect a real bias but rather the fact that consumers don’t actually know their off-peak types. We assume that consumers do perfectly know their off-peak type only because variation in plan prices for off-peak usage is insufficiently rich to identify off-peak beliefs. q Let δ µ = σ ˜ 1 /(σ µpk 1 − ρ2µ ). Then δ µ captures overconfidence, just as in the illustrative model. In particular (as shown in Appendix A.4), taking expectations over the population distribution of tastes: σ ˜ 1 = δµ
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q op V ar(µpk ˜ pk i |µ i1 , µi ).



(20)



Threshold Choice



In general, the first order conditions for threshold choice are analogous to the base model:







k total vit = pj Pr qitj



h i total > Q  E xkit | qitj j  k . > Qj E xit



Given the structure of the taste shocks, in-network and out-of-network thresholds only differ when in-network calls are free. There are four classes of tariff to consider. First, plan 0 prior to fall 2003 when both in-network and off-peak were free: vit = (.11, 0, 0, 0). Second, plan 0 in fall 2003 or later when only in-network was free: vit = (.11, 0, .11, 0). Third, three-part tariffs with free in-network pk,out calling, such as plan 2 in January 2004: vit = (vit , 0, 0, 0) and







pk,out vit = pj Pr xpk,out it



h i pk,out pk,out  E xpk,out | x ≥ Q /ˆ q (v ); = j it it it it pk,out h i ≥ Qj /ˆ q (vit ) . E xpk,out | = it it



(21)



pk pk Fourth, standard three-part tariffs without free in-network calling: vit = (vit , vit , 0, 0) and







pk vit = pj Pr θpk it



h i pk pk  E θpk | θ ≥ Q /ˆ q (v ); = j it it it it pk h i . ≥ Qj /ˆ q (vit ) pk E θit | =it



(22)



pk T. Note that choosing a peak threshold vit is equivalent to choosing a target peak quantity qit



To see the equivalence, define target peak-quantity pk T qit ≡µ ˜ it + ϕθpk ˆ(vit ). it−1 + q



Then pk T qit = qit + (µi − µ ˜ it + εit ),



where (µi − µ ˜ it + εit ) is the targeting error, which has perceived variance σ ˜ 2t + σ ˜ 2ε . 37
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Identification



∗ ) were known, the calling priceCalling Price-Coefficient: If consumers’ chosen thresholds (vit ∗ ). coefficient β could be inferred from marginal price variation and the induced variation in qˆ(vit



Theoretically, consumer thresholds can be inferred for large t, once consumers have learned their true types.36 However, our panel is too short for this to work in practice (the average tenure of a consumer in our data is 12 months). We circumvent this problem by relying on a source of marginal ∗ is known. Prior to fall 2003, v ∗ is 11 cents during peak hours and 0 price variation for which vit it



cents during off-peak hours for plan 0 subscribers. Our identifying assumption in equation (14) is that underlying demand varies continuously over the hours of the day so that demand is the same on weekdays 30 minutes before and 30 minutes after 9pm. (Specifically we make this assumption only for calls to landlines since call demand will increase at 9pm for cellular calls because cellular subscribers at the other end of the phone line are more likely to place and answer calls when their calls become off-peak). Thus the discontinuous increase in calling at 9pm on weekdays is attributed entirely to the price response.37 ∗ is known. Off-peak v ∗ is There is a second source of marginal price variation for which vit it



either eleven cents for plan 0 in fall 2003 or zero cents for all other plans with free nights-andweekends. Comparing usage within individuals who switch between these plans (97 switches) or across individuals on the different plans helps identify the price coefficient. This variation is less satisfactory, however, because the price coefficient will be confounded with selection effects and identification relies on our having correctly modeled and controlled for it. For instance, when consumers switch plans in response to a change in tastes, changes in usage after the switch result from the taste change as well as a price response. We incorporate and control for this in the model through the AR(1) persistence in tastes. Other price variation (Figure 2).is less useful without knowing consumer thresholds. For instance, there is one clean experiment in the data in which ∗ For plans 1-3, vit depends on consumer beliefs about the distribution of θi,t+1 , which in turn depends on the AR1 coefficient ϕ, consumer beliefs about type µi , and consumer perceptions about the variance of peak-taste inovations, δσ pk εi . Off-peak usage prior to fall 2003 identifies ϕ because during that time all plans offered free nights-and-weekends ∗ and vit is known to be zero off-peak. For large t, consumer beliefs about µi are straight forward, since consumers learn their true types. Moreover, for large t, δσ pk εi can be inferred from the non-linearity in individuals response to price changes as a function of their past usage. For instance, consider the price experiment raising plan 1 subscribers from 280 to 380 free minutes. If projection bias were complete, only consumers who had consumed approximately 280-380 minutes in the prior month would respond to the price decrease. Without any projection bias, a wider group ∗ of consumers would respond, but less sharply. Together this means that vit can be inferred for large t. 36



37 Our model assumes that peak and off-peak calls are not substitutes. In reality consumers do delay calls from peak hours to off-peak, and this is likely easier for call opportunities that arise near 9pm. Thus the price response measured at 9pm may overestimate consumers’ overall sensitivity to the price of peak calling (holding off-peak prices fixed). We cannot do better without variation in the definition of off-peak hours. Hence our estimate of β may be interpreted as an upper bound and we will simulate counterfactuals with lower values of β as robustness checks.
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existing plan 1 subscribers were automatically upgraded from 280 free minutes to 380 free minutes and increased their usage in response by an average of 53 minutes. (The 95% confidence interval on this increase is 26-81 minutes.) However without knowing how consumer thresholds were affected by the price change this does not identify β. Taste Process Part I: Given the calling price-coefficient β, if consumers’ chosen thresholds ∗ ) were known, taste shocks could be inferred from observed usage, and this would identify (vit pk the distribution of true tastes. For plans 1-3, peak threshold vit is a function of beliefs so peak



taste shocks θpk it cannot be inferred before identifying beliefs. However all other taste shocks (except pro rit ) can be inferred (in non-prorated months) without knowing beliefs using data prior to fall 2003. op op op,in op During this period, all plans offered free nights-and-weekends so that θop /qit , it = qit , rit = qit 9op 9op op,out 9pk 9pk pk,out and rit = qit /qit . Prices are constant within peak hours so rit = qit /qit . Moreover,



during this period only plan 0 offered free in-network calling. Thus for plans 1-3, peak callingpk pk,in pk thresholds are the same for in-network and out-of-network calling and rit = qit /qit . For plan



0, peak calling-thresholds are 0 cents in-network and 11 cents out-of-network and hence pk rit =



pk,in qit pk,in pk,out qit + qit /ˆ q (0.11)



=



pk,in qit pk,in pk,out qit + (1 + 0.11β) qit



,



where 1/ˆ q (0.11) = (1 + 0.11β).   k for k ∈ {pk, op, 9pk, 9op} (a censoring of r k = αk +er,k ) identifies E αk , V ar(αk ), Observing rit ˜it i i i it 38 Observing θ op , where and V ar(er,k it ). it op op op θop it = µi + ϕθ it−1 + it ,



first identifies the AR1 coefficient ϕ. The argument follows the identification argument for the parameters of a linear regression model with person level fixed effects and a lagged dependent variable. By taking the first difference of this equation, we remove the impact of the fixed effect op µop i . Then ϕ can be estimated using past values of θ it as instruments, as in Blundell and Bond



(1998). Beliefs: Next, consider identification of consumers’ prior beliefs, before returning to identification of remaining taste process parameters. Choice data is quite informative about beliefs about    k  k k Without censoring, these would simply be E αki = E rit , V ar αki = Cov(rit , rit−1 ), and V ar(er,k it ) = pk−in k k V ar(rit ) − V ar(αi ). A potential complication is that qit is only observed precisely for plan 0 subscribers and op−in qit is only observed precisely for fall 2003 and later subscribers to plan 0. For other plans we only observe bounds pk−in and a noisy estimate of qit because we can only distinguish in-network and out-of-network for outgoing calls. This measurement error problem is solvable because it only applies to a subset of the data. 38
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peak usage, as illustrated by Figure 8, but relatively uninformative about beliefs about off-peak usage. Hence we assume consumers know their own off-peak taste distribution (including µop i and σ op ε ). Identifying beliefs about peak tastes largely follows the argument laid out in Section 4.7, relying on the fact that ϕ and β are already identified. There are two complications: (1) plan choice depends on beliefs about off-peak usage and in-network calling shares as well as peak usage and (2) there are two variance types. Prior to fall 2003, when off-peak calling is free, an individual consumer’s plan choice depends pk only on β, her expected in-network peak-calling share δ r E[rit | αi ], and her beliefs about θpk i1



described by µ ˜ pk ˜ pk i1 / (1 − ϕ) and σ θi1 . Thus initial plan-choice shares depend only on ϕ, β, the pk population distribution of δ r E[rit | αi ], the population distribution of µ ˜ pk ˜ pk 0 and i1 described by µ



σ ˜ 2µpk , and parameters σ ˜ pk ˜ pk θL1 , σ θH1 , and π ε . First consider a restricted model in which consumers are unbiased about in-network calling shares (δ r = 1) and taste volatility is the same for all consumers pk (Σε1 = Σε2 ). Then ϕ, β, and the population distribution of δ r E[rit | αi ] are already identified and



the remaining parameters are µ ˜ pk ˜ 2µpk , and σ ˜ pk ˜ pk ˜ pk 0 , σ θ1 = σ θL1 = σ θH1 which are identified by the initial plan choice shares just as in the illustrative model. Initial choice shares in post fall 2003 data also aid identification, but require a more complicated argument involving beliefs about off-peak tastes. Second, consider allowing heterogeneous taste volatility (Σε1 6= Σε2 ). Beliefs are still identified because the additional richness of the model is restricted to the distribution of true tastes. Consumer uncertainty about peak tastes still depend on the same two parameters δ µ and δ ε because overconfidence and projection bias are assumed to be the same for the two variance types. Section 4.7 described choosing σ ˜ θ1 directly to best fit plan choice shares and later separating δ µ ad δ ε via the learning rate. With two variance types, one should think of holding the ratio δ ε /δ µ determined by the learning rate fixed, while adjusting their level (affecting both σ ˜ θL1 and σ ˜ θH1 via equation (23)) to best fit plan choice shares. 2 (˜ σ pk θi1 )



=



δ 2µ



 1 − ρ2µ σ 2µpk (1 − ϕ)2



+



δ 2ε



2 (σ pk εi ) , i ∈ {L, H} 1 − ϕ2



(23)



When δ r = 1, the model is forced to rely on logit errors to explain plan 1’s substantial share in fall 2002 and has trouble fitting the data, as plan 1 is dominated by plan 0 at the median in-network share. Hence we allow consumers to underestimate their in-network calling share. To separately identify δ r from overconfidence (δ µ ) and projection bias (δ ε ) it is important to use both pre and post fall-2003 plan-choice-shares. Reducing δ r or reducing δ µ and δ ε both make plans 1-3 more favorable relative to plan 0. However, only δ r has a differentially larger effect post fall 2003 when plan 0 stopped offering free nights-and-weekends. Thus the larger the drop in share of plan
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0 between fall 2002 and fall 2003, the more fall 2002 plan 1 choices should be explained by low δ r rather than overconfidence and projection bias. Taste Process Part II: Having identified beliefs it is straightforward to identify remaining taste process parameters. Given the AR1 coefficient ϕ, the calling price-coefficient β, and consumer k and infer both peak and off-peak taste-shocks θ from usage. This beliefs, we can calculate vit it



identifies the remaining parameters governing the true taste process. First, correlation between observed usage and initial plan choices identifies λ, which determines the correlation between beliefs and true types. Second, given ϕ and θ it , we can calculate the composite error (µi + εit ) = θ it −ϕθ i,t−1 , which is joint-normally distributed conditional on µ ˜ i1 , so unconditionally is the mixture of joint normals. The argument for identifying this distribution is then similar to that for identifying the error structure in a random effects distribution. This delivers the parameters µ0 , Σµ , and Σε . pro op op Finally, the mean and variance of the prorating fraction rit are identified by ln(qi1 /qi2 ) prior to op op pro op fall 2003. Prior to fall 2003, when off-peak calling is always free, ln(qi1 /qi2 ) = ln(rit )+ln(θop i1 /θ i2 ). op op Although θop i1 is unobsered, we have already identified the joint distribution of (θ i1 , θ i2 ) so the op op pro distribution of ln(qi1 /qi2 ) identifies the distribution of ln(rit ).



7



Estimation Procedure



Before describing our estimation procedure, we outline the model parameters to be estimated. First are parameters associated with beliefs: the parameters governing the distribution of consumer ˜ µpk , consumers’ initial uncertainty about their peak type σ ˜ 1 , and the projection beliefs, µ ˜ pk 0 and σ pk 2 op 2 2 bias δ ε . The parameters associated with actual tastes for usage are µpk 0 , µ0 , σ µpk , σ µop , ρµ , (σ ε,k ) , pk 2 (σ op and λop ε,k ) , and ρε,k , for k ∈ {L, H}, the probability of the high-variance type π ε , as well as λ



which capture correlation between beliefs and actual usage. We also estimate parameters governing the shares of in and out-of-network calls as well as 8:30 to 9:30 pm calls, which are the population means µkα , variances (σ kα )2 and error variances (σ ke )2 for k ∈ {op, pk, 9pk, 9op}. Last, we estimate the calling price-coefficient β, the contract price-coefficient α, the mean and variance of the initial usage shock for consumers’ first pro-rated billing period, µpro and σ pro , the probability a consumer makes an active choice PC , and the utility of not using a cellphone anymore, O. We denote the vector of all the model parameters as Θ, which is 36 dimensional. We estimate our model using Simulated Maximum Likelihood (SML) (see Gourieroux and Monfort (1993)). An observation in our model is a usage plan-choice pair by a consumer at a given date. At each observation, we must evaluate the joint likelihood of observed usage and plan choice conditional on observed prices and the consumer’s usage and choice history. Due to the presence of
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unobserved heterogeneity in our model, the joint likelihood of usage and plan choice does not have a closed form expression. Thus we use simulation to integrate out the unobserved heterogeneity. k The unobserved variables we integrate out are µ ˜ , µpk , µop , αk for k ∈ {op, pk, 9pk}, latent ˜θ i1



when



θkit



i



= 0 for k ∈ {pk, op}, the prorated usage factor



i



pro rit ,



it



it



and the choice set Jit,s
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We do



this by taking S simulation draws on each variable, where we indicate a simulated draw with the 9op subscript s, e.g. µ ˜ i1,s . Note that we do not draw α9op as a function of α9pk i , as we solve for αi i



and other draws under our restriction on 8:30 to 9:30 pm tastes. We choose S = 200 draws because we have found that this number of draws does a good job of recovering the model parameters in our artificial data experiments. Conditional on the simulated unobservables, our model contains three types of independent ˜it,s = structural shocks: the logit plan choice error η itj , the errors in the stochastic process of θ pk op k , er,k , for k ∈ {pk, op, 9pk, 9op}. Because (˜θit,s , ˜θit,s ), εit , and the idiosyncratic errors for the rit it



these errors are all independent, for an individual consumer and time period we can construct the ˜it,s , and rk separately and multiply them together. In order to back out likelihoods of plan choice, θ it



∗ 40 Computing the structural shocks ˜ the structural shocks, we need to compute α9op i,s , θ it,s , and vit,s . ∗ is complicated by the fact that α9op i,s and vit do not always have closed-form solutions, and that ˜it,s are updated recursively. We summarize the algorithm for computing consumer beliefs about θ



these variables in four steps. Step 1 is to compute α9op i,s conditional on the simulated draws and the other model parameters. Recall that we assume that a consumer’s average taste for weekdayevening landline-usage is the same thirty minutes before and after 9pm. For each consumer i and each simulation draw s, we compute α9op i,s as the solution to the following nonlinear equation: 9pk 9pk pk pk pk 9op 9op op op op op E(rit |αi,s , Θ)E(rit |αi,s , Θ)E(θpk it |µi,s , Θ) = E(rit |αi,s , Θ)E(rit |αi,s , Θ)E(θ it |µi,s , Θ).



As this equation does not have an analytic solution, we compute α9op i,s with a nonlinear equation 9op solver. The result of this step is used to compute the structural error for rit . ∗ ˜it,s period-by-period. The next three steps compute the calling threshold vector vit,s and θ ˜it,s through the Bayesian learning and the AR1 Because the v∗ is a function of past values of θ it,s



process, these three steps are iterated across both individuals i, and time periods t. Step 2 calculates ˜it,s in two parts following Section 6.4. First, consumer beliefs about µpk , consumer beliefs about θ i



˜ −2 (˜ µpk it,s , σ it )
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are updated via Bayes rule by conditioning on the lagged value



˜θpk i,t−1,s .



Second, beliefs



The discrete variance types are integrated out analytically.



∗ ∗ We add an s index to vit to incorporate the fact that the vit is a function of the draws on initial beliefs, αi ’s, and past signals. 40
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op ˜it,s are computed from (˜ ˜ ˜ −2 about θ µpk it,s , σ it ), µi,s and the the lagged value θ i,t−1,s which enters ∗ following through the AR1 process. (No updating is required for t = 1.) In step 3 we calculate vit,s



it’s characterization in Section 6.6, which depends on the beliefs calculated in step 2. Recall that ∗ are either known to be 0 cents or 11 cents or must be calculated by numerically components of vit ˜it,s . When solving a first-order condition (either equation (21) or (22)).41 In step 4, we calculate θ



˜it,s from observed usage conditional on β and v∗ using a θ it,s is not censored, we can compute θ it,s ˜it,s . We formula which we provide below. When censoring occurs, we use the simulated value for θ provide details on the simulation algorithm below. ∗ ˜ With α9op i,s , θ it,s and vit,s in hand we can compute the three parts of the likelihood discussed above. First, we focus on computing the part of the likelihood involving choice-specific errors, η ijt . Because we assume that the distribution of these errors is logit, conditional on a consumer’s utility for option j the probability of an observed plan choice has a closed-form solution. The utilities Uitj,s are defined in equation (13) for all plans in consumers’ choice sets. These depend on plan-specific ∗ . Those for the chosen plan have already been computed, and those calling threshold vectors vitj,s



for non-chosen plans can be computed given the calculated beliefs. Next, notice that    1  k  k k ln qˆ(vitj ) − qˆ(vitj ) V q(vitj , xkit ), xkit = xkit γ



(24)



op is linear in xkit for k ∈ {pk-out, pk-in, op-out, op-in} and hence is linear either in θpk it or θ it .



Thus E [V ] can be computed analytically. Moreover, the expected price E [P (q)] is a function pk pk,out of the expected amount θpk q (vitj,s ) (or xpk,out exceeds Qijt /ˆ q (vitj,s ) for free-init exceeds Qijt /ˆ it



network), which we can evaluate analytically in all cases except for when plan 2 offers free in-network minutes.42 Recall that in each period, the consumer looks at prices and makes an active plan choice with probability PC . Conditional on making an active choice43 in period t and information =it,s , the probability of a customer choosing plan j ∈ Jit,s at simulation draw s is exp(Uijt,s (=it,s )) . k∈Jit,s exp(Uikt,s (=it,s ))



Pit,s (j|C; =it,s ) = P



The consumer’s choice set Jit,s depends on the plan choices drawn from the non-university plans, The expectation in equation (22) is taken with respect to θpk it and has an analytical solution, while the expectation pk in equation (21) is taken with respect to both θpk and r and does not have an analytical solution. In the latter it it case we approximate the first-order condition using Gaussian quadrature. 41



42



In this case we again approximate the probability with Gaussian quadrature.
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Notation: conditioning on C means conditioning on an active choice.
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and the consumer’s past plan choices. For a new customer, the initial choice set Ji1 includes plans currently offered through the university but does not include the outside option or any other plans, and does not vary with the simulation draw. Other options are not included for new customers because we only observe consumers who sign up; hence the probability of plan choice for these customers is the probability of choosing plan j conditional on signing up. For existing customers, the choice set Jit,s also includes the customer’s existing plan and those currently offered by the other provider considered. We assume that the consumer considers only one outside provider (AT&T, Cingular, or Verizon), or quitting each month. The option considered is drawn from a discrete distribution which assigns probability 0.25 to each outcome.44 The probability that an existing customer switches to plan j 0 (where j 0 could be implies stopping use of a cellular phone) in period t or keeps the existing plan j are PC Pit,s (j 0 |C; =it,s ) and PC Pit,s (j|C; =it,s ) + (1 − PC ) respectively:



P (Choose j 0 |=it,s , Θ) =



 



PCit Pit,s (j 0 |C; =it,s )



 PCit Pit,s (j 0 |C; =it,s ) + (1 − PCit )



if j 6= j 0 if j = j 0



.



(25)



Having described the choice likelihood we now elaborate on the calculation of θ it,s before turning ∗ to construction of the usage likelihood. Calculating θ it,s conditional on the threshold vector vit,s



and constructing the likelihood are both complicated by an important data limitation. We always pk op observe total peak and off-peak calling (qit , qit ). However call logs only directly identify outgoing



calls as in-network or out-of-network. This provides lower and upper bounds on in-network calling, k,in and q¯it for k ∈ {pk, op}.45 Fortunately, the network status of plan 0 peak calls (and off-peak q k,in it



calls for plan 0 that did not include free off-peak) can be inferred from whether they were charged 11 cents or 0 cents per minute. Thus, precisely when in-network calls are differentially priced we pk,in op,in can infer qit and qit exactly. For k ∈ {pk, op}, θkit,s is calculated by equation (26) if category



k calls are not priced differentially by network status or by equation (27) if category k calls are
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We could also assume that all possible outside plan choices are considered, but this would slow down estimation considerably. We have to compute a v ∗ for every outside option considered, and each provider offers 4 to 6 plans in a period. Allowing consideration of all providers would double computation time, but would not likely add a significant benefit to estimation. 45



The lower bound on total in-network usage is simply the total outgoing in-network minutes we observe. The upper bound is outgoing in-network minutes plus all incoming minutes.
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priced differentially by network status:46 ∗,k k θkit,s = qit /ˆ q (vit,s ),



(26)



k,in ∗,k,in k,out ∗,k,out θkit,s = qit /ˆ q (vit,s ) + qit /ˆ q (vit,s ).



(27)



k k Latent ˜θit,s equals θkit,s when it is positive. Otherwise ˜θit,s cannot be calculated due to censoring k and we draw ˜θ in period t from a conditional normal density.47 it,s



We now turn to computing the likelihood over the second and third types of structural errors: the εit and er,k it for k = pk, op, 9pk, 9op. For part II, the structural error εit has a bivariate normal op distribution conditional on simulated draws of µi,s = (µpk i,s , µi,s ). Therefore the AR1 process implies



for t > 1  ˜it,s − ϕθ ˜it−1,s ∼ N µi,s , Σε,i , θ and for t = 1  ˜i1,s ∼ N µi,s /(1 − ϕ), Σε,i /(1 − ϕ2 ) . θ Part II of the usage likelihood can be derived from the normal distribution above which we denote ˜it,s is not censored. If either ˜it,s |θ ˜i,t−1,s , µi,s , t, Θ) for the bivariate normal density when θ as f θ (θ total-peak or total-off-peak usage is zero for some i, t, then the likelihood is adjusted to account for the censoring. When off-peak usage is zero, but peak usage is positive, the likelihood is op pk ˜i,t−1,s , µi,s , t, Θ)f θ,1 (˜θpk ˜ Pr(˜θit,s < 0|˜θit,s , θ it,s |θ i,t−1,s , µi,s , t, Θ),



where f θ,1 denotes the univariate density of peak or off-peak usage conditional on past usage and pro Additionally, note that for prorated periods, we must also divide observed usage by rit,s . Also not one complicapk,in tion: When plan 2 has free in-network calling qit can only be exactly inferred during months the consumer incurs pk,in an overage. Otherwise we simply impute a value for qit assuming that the share of in-network calling is the same for incoming calls as for outgoing calls. This effects only a small number of bills. 46



pk pk pk op If peak usage is censored and off-peak usage is positive, we draw ˜ θit,s from f q,2 (˜ θit,s |˜ θit,s < 0, ˜ θit,s , ˜ θit−1,s , µi,s , t), where the density f q,2 represents the truncated univariate normal density of peak usage conditional on off-peak usage in period t, prior period usage and simulated draws. The case when only off-peak usage is censored is symmetric. op When both peak and off peak usage are zero, we draw both θpk it and θ it from a truncated bivariate normal distribution. This can be accomplished easily through importance sampling. (For an overview see Train (2009) pages 210-211.) As pk a final note, an integration problem similar to the one we face with unobserved ˜ θit,s also arises in the literature on dynamic Tobit models. Lee (1999) proposes integrating out serially correlated latent unobservables using a procedure that is identical to the one we use, and proves that the procedure yields consistent and asymptotically normal estimates. 47



45



the draws. When only peak usage is zero, we make a similar adjustment to the likelihood, pk op ˜i,t−1,s , µi,s , t, Θ)f θ,1 (˜θop ˜ Pr(˜θit,s < 0|˜θit,s , θ it,s |θ i,t−1,s , µi,s , t, Θ),



and when both peak and off-peak usage are zero, the likelihood is simply pk op ˜i,t−1,s , µi,s , t, Θ). P r(˜θit,s < 0, ˜θit,s < 0|θ



Putting this all together, part II of the usage likelihood for customer i can be derived from the expressions above. Let the indicator Iitk = 1 if total calls in category k are zero, for k = {pk, op}, ∗ ’s and θ ˜it,s ’s for an individual i as v∗ and θ ˜i,s respectively. Then and denote the vector of vit,s i,s part II of the likelihood of usage for some individual i can be expressed as ∗ ˜i,s , I pk , I op |µi,s , vi,s lθ (θ , Θ) = it it



Ti  Y



(1−Iitpk )(1−Iitop ) ˜i,t−1,s , µi,s , t, Θ) f θ (˜θit,s |θ



(28)



t=1







Iitpk (1−Iitop ) pk op ˜i,t−1,s , µi,s , t, Θ)f θ,1 (˜θop ˜ P r(˜θit,s < 0|˜θit,s , θ | θ , µ , t, Θ) i,s it,s i,t−1,s
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where Ti denotes the number of bills we observe for individual i. r,op r,9pk r,9op Part III of the usage likelihood corresponds to the structural shocks erit = (er,pk , eit ) it , eit , eit



that determine in-network and 8:30 to 9:30 pm calling shares. We discuss the computation of this part in two pieces, first focusing on the in-network shares and then moving on to 8:30 to 9:30 k,in pm shares. For k ∈ {pk, op}, if qit is observed we can calculate the share of category k calling



opportunities that are in-network as k rit,s =



k,in ∗,k,in qit /q(vit,s ) k,in ∗,k,in k,out ∗,k,out qit /q(vit,s ) + qit /q(vit,s )



.



k Because rit,s follows a censored-normal distribution, where the underlying normal distribution is k k defined by er,k it + αi,s , we can write the likelihood of rit,s as:
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∗,k,in k,in k : r k = q k,in /(θ k q When we only observe bounds on qit we can only calculate bounds for rit,s it,s ˆ(vit,s )) it,s it k,in ∗,k,in k =q and r¯it,s ¯it /(θkit,s qˆ(vit,s )). Denoting Iitb,k = 1 in situations where bounds can only be derived



in category k, part II of the usage likelihood can be written as



b,k (1−Iit )
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k < 1. If r k = 0 and r k < 1 this share becomes ¯it,s when rkit,s > 0 and r¯it,s it,s



k lr,k (rit,s , Iitb,k , rkit,s , rkit,s |αki,s , Θ)



b,k (1−Iit )
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k The likelihood when rkit,s ≥ 0 and r¯it,s = 1 is more complicated, and we defer discussion of that



case below. 9op The second piece of part III of the usage likelihood corresponds the structural shocks (e9pk it , eit )



which determines 8:30 to 9:30pm usage. The calculation of this is similar to the previous piece, 9k as observed 8:30 - 9:30 pm usage for k ∈ {pk, op}, which was for in-network shares. Denoting qit 9k = q 9k /q k,out . Note that if q k,out is zero, we have no the taste for 8:30 to 9:30 usage is simply rit it it it 9k , so r 9k can only be computed when q k,out > 0. If q k,out is observed exactly information about rit it it it 9k is censored normal: (rather than bounded), then the likelihood of rit
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9k being in these bounds using the censored normal distribution.48 and compute the probability of rit 9k 9k We denote the probability of being in these bounds as p9k (r9k it , r it |αi,s , Θ). k = 1 for k ∈ {pk, op} then the likelihood is slightly more complicated. This stems from the If r¯it,s



way that bounds on in and out of network calls are constructed. The lower bound on out-of-network calls is the total number of outgoing calls to out-of-network numbers, plus the total number of non-
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9k 9k 9k Note that qit < q k,out , so qit > 0 implies the bounds on rit are within [0, 1]. it
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free minutes used after an overage occurs. If this lower bound is zero, then total outgoing-calls to k = 1, or r 9k = 0. landlines were also zero. Total landline calls could be zero for two reasons: rit,s it k binds, then r 9k could take any value. However, if the upper bound on If the upper bound on rit,s it k does not bind, then r 9k must be zero. Following this logic, the joint likelihood of r k ≤ r k ≤ 1 rit,s it it it 9k ∈ [0, 1] is and rit
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k − αk )/σ k ) is replaced with 0 in the likelihood. Denoting rit,s Note that if rkit,s = 0 the term Φ((¯ e i,s b,k k ¯ Iit as an indicator for r¯it,s = 1 the overall likelihood of 8:30 to 9:30 pm usage is b,k
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Next, we multiply together the choice likelihood and the three parts of the usage likelihood from equations (25), (28), (29), and (31) to form the total likelihood of a consumer’s sequence of choices at a simulation draw s: Li,s
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Implicitly Li,s has been defined and calculated conditional on individual i’s variance-type Σεi ∈ {ΣεL , ΣεH }. Recall that π ε is the probability of the high-variance type. The overall likelihood will be L(Θ) =



I X i=1







S/2 1 X 1  Lis (ΣεL ) + π ε ln (1 − π ε ) S/2 S/2 s=1



S X



 Lis (ΣεH ) .



s=S/2+1



In this formulation of the likelihood we are splitting the S simulation draws equally across the two variance types.49
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An alternative way to implement the likelihood would have been to draw the variance types from a discrete distribution. In other words, for two variance types one would draw S uniform random draws and assign each
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We wrote the program to evaluate the likelihood in R and Fortran. The evaluation of this likelihood is computationally intensive for two reasons: first, it must be evaluated at many simulation draws; second, for each choice a consumer could make, at each time period and each draw, we often ∗ and α9,op using a nonlinear equation solver. Our estimation method therefore must solve for vit i ∗ ’s and falls into an inner-loop outer-loop framework, where the inner loop is the solution of the vit



α9,op ’s, and the outer loop maximizes the likelihood. To arrive at starting points for the model, i we choose the usage parameters (the means and variances of the µ’s, α’s, and ε’s) and the β to match observed usage. Conditional on these choices of usage parameters, we choose initial belief parameters to match 2003 and 2004 plan shares for new customers. To get in a rough neighborhood of the optimum, we optimize using a simulated annealing algorithm for 1500 iterations, and then use the results of that optimization as starting points for a Nelder-Mead optimizer. The initial simulated-annealing step should help to avoid getting stuck in local optima.



8



Results



Our parameter estimates are shown in Table 9. The first three columns show the coefficients, estimates, and standard errors for the first 18 parameters, while the fourth through sixth columns show the same for the next 18 parameters. The price parameter β is 2.48, which indicates that a price increase from 0 cents to 11 cents decreases usage by about 22%. The next three parameters relate to consumer beliefs about the usage type. The standard deviation of consumer uncertainty, σ ˜ 1 , is 21 minutes. Consumers estimate the variance of εpk it to be 42% of its true value, and estimate their in-network usage to be 11 percent of its true value. pk op The next 9 parameters characterize the joint distribution of µ ˜ pk i1 , µi , and µi . On average, pk consumers believe their true θpk it to be 85 minutes, while the true mean θ it is 120 minutes. Peak op usage will be smaller than the peak θpk it value due to price sensitivity. The average θ it is significantly



higher at 150 minutes. The standard deviation in consumers’ initial beliefs is 62 minutes, while the true variance in the µpk i ’s are higher, at 116 and 182 minutes, respectively. The positive λ’s indicate that initial beliefs are positively correlated with peak and off-peak usage, although the relationship with off-peak usage is not statistically significant. Finally, the correlation between peak and off-peak µpk i is high at 81%. The two epsilon variances are shown in the next six rows (continuing from the bottom of the table to the top of it). The low variance type has a standard deviation of 167 minutes for peak usage and 205 for off-peak, while the high-variance type has



consumer a variance type depending on whether or not their draw is less than π ε . A problem with this approach is that it makes the likelihood nondifferentiable in π ε , causing problems for derivative-based optimizers.
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standard deviations of around 700 minutes. The high types comprise 8% of the population. The in and out-of-network share parameters indicate that roughly 40% of a consumer’s taste for calls are in-network.50 Additionally, on average peak 8:30 to 9:00 pm usage is close to 0, which is consistent with the data. The value of µpro indicates that on prorated bills, usage is about 85% lower than normal. The ϕ value of 0.44 indicates a significant amount of serial correlation in tastes from month to month. The utility weight α is 0.14. The price consideration parameter is 0.046, indicating that consumers seldom look at prices. However, the parameter is not precisely estimated; this is consistent with our artificial data experiments, where we found that this parameter was difficult to identify. The outside good utility is estimated to be -755. The average utility is around -260, which indicates that consumers value having a cellular phone considerably more than not having one. We did not compute a standard error for the outside good utility due to the likelihood being flat at the parameter estimate. The estimate of -755 was produced by the initial simulated annealing run. At this point, the gradient of the likelihood with respect to O is zero. Upon further investigation, we found that if we increased O, holding fixed the other parameters, the likelihood would stay flat for some time and then start to drop. We are continuing to investigate the identification of this parameter. Turning back to consumer beliefs, some of the parameters which characterize consumer beliefs, such as δ µ and b1 , are functions of our estimated parameters. We display estimates of these parameters in Table 10.51 Our estimate of δ µ indicates strong overconfidence: consumers underestimate the true standard deviation of µpk i by about 81% believing it to be 21 minutes (compare to a true standard devation of 116). The impact of the overconfidence on consumer beliefs can be seen in Figure 11. The solid black line shows a consumer’s perceived distribution of µpk ˜ pk ˜ pk 0 i when µ i1 = µ op pk and µop ˜ pk ˜ pk 0 i = µ0 , while the dotted red line shows the true distribution of µi conditional on µ i1 = µ op and µop i = µ0 . The mean of the perceived distribution is lower than the true distribution as a result



of the aggregate mean bias, and the variance of the perceived distribution is considerably lower than the variance of the true distribution due to the overconfidence. Our estimate of δ ε indicates strong (although milder) projection bias: consumers underestimate the standard deviation of the monthly innovation in tastes by about 57%. Low-type consumers believe the standard deviation of the error is 71 minutes (compared to a true standard deviation of 167), while for high types this standard deviation is 306 minutes (compared to 717). While consumers do strongly underestimate their ex-ante uncertainty they are not totally unaware of it. Low-variance consumers’ initial stan-
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This is not unreasonble due to the university carrier’s high market share within the student body.
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Standard errors were computed using the Delta method.
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dard deviation around predicted tastes is about 88 minutes, while for high types this is about 400 minutes. Aggregate mean bias is negative, indicating that consumers underestimate their initial usage by about 30 minutes. The positive estimate of b2 suggests positive conditional mean bias, when conditioned on µ ˜ i1 , while the conditional mean bias b3 is negative. The low value of δ µ and suggests that consumers place considerable weight on their priors, implying slow consumer learning. To get a sense of how quickly consumers learn, in Figure 12 we plot an average of consumers’ evolving point-estimates µ ˜ pk it , for consumers whose true value is pk µpk ˜ pk ˜ pk i = µ0 ≈ 120. A consumer’s time t point-estimate µ it is a function of her initial belief µ i1 and



her signals from past usage zit , which we integrate out using simulation. The dotted lines in the figure show the average of µ ˜ pk it for 1000 simulated consumers under different assumptions about the consumers’ beliefs, where each consumer’s µ ˜ pk i1 and zit are drawn from their estimated distributions. The red dotted line shows how consumers’ beliefs evolve when consumers have both overconfidence and projection bias. A consumer whose true µpk i is roughly 120 minutes and who enters the sample believing her usage will be 85 minutes, increases her belief to 103 minutes after one year. The green dotted line shows how beliefs evolve when overconfidence and projection bias are removed. Recall that overconfidence slows down learning, while projection bias speeds it up. Since the magnitude of overconfidence (about 0.18) is larger than that of projection bias (about 0.42) in our model, when these biases are removed the rate of learning speeds up. After 1 year, a consumer’s belief about pk µpk i will be 115 minutes, only five minutes below the actual µi of 120 minutes.



8.1



Counterfactual: Impact of Biases on Consumer Welfare



In Tables 11 and 12 we show the results of two counterfactual experiments which are related to the impact of biases such as overconfidence and projection bias on consumer welfare. Table 11 shows how plan shares and consumer payments change when we remove different biases. The first row shows simulated plan shares, total payments and the average payment per bill at the estimated parameters. When overconfidence is removed, as shown in the second row, consumers switch away from plan 1 into the other plans, which is to be expected. Overconfident consumers who choose plan 1 will incur more overages than they should; once this bias is removed, consumers will choose bigger plans. Total welfare rises from removing this bias by about $15,000 dollars,52 while the welfare increase per student is about $25. We note that the change in welfare per student is an imperfect measure of the impact of removing the biases, since removing the biases has no effect on the welfare of consumers who stay on the flat rate plan (their v ∗ is fixed at 0 or 11 cents,
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Welfare is measured in dollars, relative to the utility of choosing the outside good.



51



meaning that their usage does not change); the last column of the table shows the welfare impact for consumers who do not stay on the flat rate plan after changing beliefs, and this number is about $10 larger. The next row of the table shows the impact of removing projection bias, which also increases consumer welfare, while the following row shows the impact of removing both projection bias and overconfidence. The final row of the table shows the impact of removing all of our biases: projection bias, overconfidence, mean bias, and the two conditional biases. This results in the greatest increase to consumer welfare of all, an increase of roughly $63 per affected student. Table 12 shows the impact of changing the menu of plans that consumers face on shares and payments. The first row simply replicates the first row of Table 11. The next four rows show the impact of removing plan 0. When plan 0 is removed, most consumers switch into plan 1. The effect of removing overconfidence and projection bias is also larger than before, because the flat rate plan insulates consumers somewhat from these biases. The final two rows show the impact of moving consumers to the set of plans that were offered to the general public. Doing this reduces overall welfare, since the flat rate plan is not available anymore. Additionally, the effect of removing the biases is also larger than it was in when all the university plans were available due to the flat rate plan not being available anymore.53



8.2



Counterfactual: Impact of Bill Shock Regulation



In this section we evaluate the welfare impact of a counterfactual experiment where we implement bill-shock regulation similar to that proposed by the FCC. In this counterfactual, consumers are informed when their usage reaches Q, their allotment of free minutes.54 In response to this new policy, a consumer’s usage rule changes: a consumer will accept calls valued above v ∗ until she uses her free minutes. After that point, she only accepts calls valued above p. Because the optimal policy is different, the consumer’s expected utility change, and hence the optimal v ∗ , also change. In our counterfactual experiment, we first simulate consumer usage and choices under the standard regime, where consumers are not informed about when they use their free minutes. Then, we solve for new v ∗ ’s and re-simulate choices and usage under the bill shock regime. The effect of the counterfactual on usage and overall revenues is shown in Table 13. The first three columns of the table show the counterfactual when the consumer faces the set of plans offered by the university. Overall usage drops by 13 minutes per bill (we restrict the analysis to bills where the pricing is
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We remove the Per Affected Student column in this version of the paper since without the flat rate plan all students are affected by the counterfactual. 54



This counterfactual experiment will have no impact on the behavior of consumers who choose to stay on the flat rate plan.
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a three part tariff). This drop in usage is driven by consumers using less minutes when they get overages, which can be seen in the second row of the table. Consumers who get underages also use less minutes, a change that is driven primarily by plan switching. Conditional on no plan switch, the bill shock regulation causes v ∗ to drop, which will increase usage when underages occur; however, as we will show below, the bill shock regulation also drives switching to smaller plans, which will raise v ∗ and lower usage. The probability of an overage rises slightly. The fourth, fifth and sixth columns of the table show the impact of the bill shock regulation when consumers are offered the same set of plans as the general public, which does not include a three part tariff. The impact of the bill shock regulation here is similar. The last three columns of the table show the impact of the bill shock regulation on revenues. Overall, the regulation reduces revenues by about 7% for the university plans, and a little more than 10% when consumers face the set of plans for the general public. Although plan switching causes revenues from monthly fees to drop slightly, most of the drop in revenue can be explained by reduced revenue from overage charges, as can be seen in the last two rows of the table. When consumers face the same set of plans as the general public, revenues drop more than when consumers are choosing from the university plans. The impact of the regulation on plan shares is shown in Table 14. The first two rows show the impact when consumers face the set of plans that the university offers. In this case, the impact of the regulation is to draw consumers into plan 1, primarily from the flat rate plan and plan 2. This type of switching occurs because the bill shock regulation reduces the cost of overages, and hence makes the cheaper, riskier plan more attractive to consumers. If consumers face the set of plans offered to the public, as shown in the last two rows, then the results are similar.55 Because plan 0 is unavailable, most consumers choose plan 1. Bill-shock regulation draws even more consumers into plan 1; prior to the regulation, these consumers were choosing larger plans to avoid overages. Once the cost of overages becomes less severe, plan 1 becomes more attractive. This finding also explains why usage conditional on an underage drops with the bill shock regulation. Conditional on plan choice, the effect of the regulation is to lower v ∗ . However, some consumers switch from larger plans to smaller ones, which will counteract this effect. Table 15 shows the impact of the counterfactual exercise on consumer welfare. We first focus on the first three rows of the table, which show the effect at the estimated parameters. The first column shows the impact on utility alone for the whole population, for each student who is affected by the regulation (students who are not on the flat rate plans), and for each bill affected by the



55 Plan 4 is a 59.99 minute plan that was not included in the choice set for university plans due to it not being chosen.
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regulation. Because overall usage drops, utility drops as well (we multiply utility by α, so it is measured in dollars). The next column shows the effect on payment. Payments drop significantly because consumers use less minutes after receiving an overage. The final column shows the impact on overall welfare, which is positive, and reasonably large. Total welfare rises by over $8000 dollars; this is an increase of a bit less than $20 for each student who does not stay on the flat rate plan as a result of the bill shock regulation, or about $2.05 for each bill affected by the regulation. The last three columns show the impact of the regulation when consumers face the same set of plans the public faces. The overall impact of the regulation is larger here, because there is no flat rate plan. The impact per affected student and per affected bill drops, because all students and bills are affected due to the fact that there is no flat rate plan. The last three rows of the table show how the impact of the bill shock regulation changes when we remove overconfidence and projection bias. When these biases are removed, the bill shock regulation is welfare-increasing, but the increase is much smaller than before. When biases are removed, consumers make better plan choices by switching to the flat rate plan (or plan 2 when faced with the set of public plans). Consumers also increase their v ∗ , consuming less and getting less overages. Since the primary impact of the bill shock regulation is to reduce overages, when there are no biases it has less scope to improve welfare. Overall, this suggests that the main value of the bill shock regulation arises from the presence of consumer biases. In the absence of a way to remove biases, the bill shock regulation provides a partial way to achieve welfare increases.



9



Conclusion



We specify a model of consumer cellular-phone plan and usage choices and estimate a restricted version in which usage choices are price inelastic. We identify the distribution of consumer tastes from observed usage and consumers’ beliefs about their future usage from observed plan choices. Comparing the two we find that consumers underestimate their average taste for calling, underestimate their own uncertainty about their average tastes, and underestimate the volatility of their tastes from month-to-month. Because the magnitude of overconfidence is substantially larger than that of projection bias, consumers correct initial plan choice mistakes more slowly than would unbiased consumers. Moreover, the finding suggests why AT&T rollover minutes contracts may be successful, since they exploit overconfidence but not projection bias - instead catering to individuals who are (partially) aware of their own volatility in tastes. Counterfactual experiments which endogenize firm prices are work in progress. So far we report prices-fixed counterfactual experiments that (a) eliminate biases, (b) exogenously remove plan 0, or
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(c) introduce bill-shock regulation. Eliminating biases would increase average consumer welfare by about $45 over one year. Bill-shock regulation would save affected consumers more than $40, but at the cost of forgone phone calls, so average consumer welfare increases are a more moderate $13 over one year. This yields operators a 4% drop in call volume but a 6% drop in revenues (stemming from a 40% drop in overage fees). Effects are larger when evaluated given publicly offered pricing plans which exclude plan 0 because plan 0 often saves biased consumers from costly mistakes and is unaffected by bill-shock regulation. Although our results have clear implications for the wireless telephone industry, which is of growing importance in the world economy, they should have implications for many other product categories. For example, consumers face multipart tariffs when choosing and using many utilities, such as electricity and water. Our model could be used to inform policy makers about how to price these utilities in a manner that increases consumer welfare. Additionally, our planned evaluation of bill-shock regulation could be insightful in other relevant contexts as well. For instance, in 2009 US checking overdraft fees totalled more than $38 billion and have been the subject of new Federal Reserve Board regulation (Martin 2010, Federal Reserve Board 2009). Convincing evidence of consumer inattention suggests that (holding prices fixed) this fee revenue would be dramatically curtailed if the Fed imposed its own bill-shock regulation by requiring debit card processing terminals to ask users ”$35 overdraft fee applies, continue Yes/No?” before charging fees (Stango and Zinman 2009, Stango and Zinman 2010). Our planned counterfactual could be insightful for understanding the net effects of such regulation taking into account price responses to the regulation. Finally, we comment on some future directions for this research. One possible avenue would be to relax the assumption of Bayesian learning. Work in experimental economics has suggested that consumer learning may not proceed according to Bayesian updating (Tversky and Kahneman 1974, Camerer 1995, Rabin 1998). It would be interesting to know how our findings might change if this type of learning did not occur. Another possible extension would be to analyze a market where it is sensible to assume that consumers look beyond the current month. For example, in consumer packaged goods, forward-looking behavior becomes more important because learning drives experimentation with new products. Biases, such as negative mean bias or overconfidence, would tend to drive down the value of experimentation in the absence of switching costs. However, overconfidence and projection bias could have the reverse effect when switching costs are important. Switching costs should make a consumer less likely to experiment with a new product when she is uncertain of its quality because she would like to avoid being locked-in with a bad product. However, an overconfident consumer would be more sure of her prediction of the new product’s
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quality prior to experimenting with it and hence under appreciate the risk of unwanted lock-in.
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A



Appendices



A.1



Derivation of optimal calling threshold



∗ to maximize her Conditional on tariff choice j, consumer i chooses her period t threshold vit



expected utility conditional on her period t information =it : ∗ vitj = arg max E [V (q (v ∗ , θit ) , θit ) − Pj (q (v ∗ , θit )) | =it ] . ∗ v



Let F˜it be the cumulative distribution of θit as perceived by consumer i at time t. The first order condition for the consumer’s problem is Z θ



¯ θ



d ∗ Vq (q (v , θit ) , θit ) ∗ q (vit , θit ) dF˜it (θit ) = dvit ∗



Z



¯ θ



θ∗j (v ∗ )



pj



d ∗ ˜ ∗ q (vit , θ it ) dFit (θ it ) , dvit



(32)



where θ∗j (v ∗ ) is the type which consumes exactly Qj units: q(v ∗ , θ∗j (v ∗ )) = Qj . Equation (32) is similar to Borenstein’s (2009) first order condition. Unlike Borenstein (2009), we assume Vq (q (v ∗ , θit ) , θit ) is equal to v ∗ by definition, so this condition reduces to: R ¯θ



∗ vitj



=



d ∗ ˜ ∗ q (vit , θ it ) dFit (θ it ) θ∗j (v ∗ ) dvit . pj R ¯ θ d ∗ , θ ) dF ˜ q (v (θ ) ∗ it it it it θ dvit



With multiplicative separability (equation (2)), θ∗j (v ∗ ) = Qj /ˆ q (v ∗ ) and so we can factor out and cancel



d ∗ ). ˆ (vit ∗ q dvit



d ∗ ∗ q (vit , θ it ) dvit



∗ ), = θit dvd∗ qˆ (vit it



This yields equation (4). It is apparent by inspection



that this has a unique solution.



A.2



Additional Empirical Evidence for the Presence of Learning



Section 3.2 presents convincing evidence that consumers learn about their own usage over time and switch plans as a result. Additional evidence for learning based switching may also be found by examining how switching between plans varies over time and responds to past overages. We expect that the likelihood of switching should decline with tenure, as consumers will eventually converge towards the optimal plan and stop switching. The intuition behind this is as follows: suppose a customer believes her usage to be low, but in reality her mean usage is much higher. She will sign up on a plan with few included minutes initially, but after receiving a few bills and observing her usage over time will switch to a larger plan. Once she becomes more sure of her true type, she will be less likely to switch plans. Hence, we should expect to see more switching earlier in a customer’s tenure as opposed to later. 60



To look for evidence of this type of behavior, we regress a dummy variable for whether the subscriber switches plans on the number of months since a customer initially signs up with the university, month dummy variables, and person level fixed effects. To account for the fact that the relationship between tenure and switches may be nonlinear we specify the tenure variables using dummy variables: thus there is a dummy for one month of tenure, one for two months, and so on. We expect to observe the coefficients of these dummy variables to be decreasing as time increases. Indeed, this is what we find. The estimated coefficients of the dummy variables on this regression is shown in Figure 5, with 95% confidence bands shown as dotted lines. Although the switching probability increases initially, after about 4 months since the initial sign up, a steadily decreasing trend arises. The coefficients on the dummy variables are statistically different from zero for months 2 through 7, and 12 and 15. The largest coefficient, which is month 4 at 0.025, is statistically different from the coefficients for all months after 13. An alternative way to look for learning is to see if customers become more likely to switch plans after an overage. Because customers have to pay more for overages, they may be more likely to pay attention to them and they may be strong signals to switch. To test this, we regress for whether a subscriber switches plans on her maximum overage in the past two months.56 We use the past two months for two reasons: first, there may be a delay between the time in which a consumer decides to switch plans and when the switch is actually observed. If the subscriber observes an overage on her bill, she may contact the plan administrators and request to switch plans. However, the switch may not become effective until the following billing cycle. Additionally, it may take time for a consumer to decide to switch plans. A consumer may have an overage but wait for some time to actually switch. Because the impact of an overage on the decision to switch may be nonlinear, we regress the dummy for a switch on dummy variables representing the four quartiles of the distribution of overage payments (no overage is the excluded category). The results are shown in the first column of Table 8. If the overage is less than about $11, then it has no impact on the decision to switch; however, larger overages do make it more likely a subscriber switches plans. An overage of more than $26 increases the probability of switching by more than 4%. Additionally, we would expect that consumers who have overages will tend to switch to bigger plans. To test this, we regress the same independent variables on a dummy variable which is one if the number of included minutes is larger on the plan to which the subscriber switches. We did not include the fixed rate business plan in this analysis. As shown in the second column of Table 8, the results become even stronger. Even small overages lead to a higher probability of switching to a bigger plan. The probability of



56



Negative overages and overages greater than the 99th percentile were excluded from this analysis.
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switching to a larger plan increases with the size of the overage.



A.3



Prior Beliefs in the Illustrative Model



Given



 (µi , µ ˜ i1 ) ∼ N 



µ0



 



σ 2µ



ρσ µ σ ˜µ



, µ ˜0 ρσ µ σ ˜µ



σ ˜ 2µ



  ,



then  µi | µ ˜ i1 ∼ N



µ0 + ρ



  σµ (˜ µi1 − µ ˜ 0 ) , 1 − ρ2 σ 2µ . σ ˜µ



σ



(33)



σ



Given definitions b2 = 1 − ρ σ˜ µµ and b1 = µ ˜ 0 − µ0 , substituting in ρ σ˜ µµ = (1 − b2 ) and µ0 = µ ˜ 0 − b1 gives ˜ i1 ] = µ ˜ 0 − b1 + (1 − b2 ) (˜ µi1 − µ ˜0) , E [µi | µ or µ ˜ i1 − E [µi | µ ˜ i1 ] = b1 + b2 (˜ µi1 − µ ˜0) . Moreover, given the definition δ µ = σ ˜ 1 /(σ µ



p  ˜ i1 ) = 1 − ρ2 σ 2µ , it is apparent 1 − ρ2 ) and V ar (µi | µ



that



σ ˜ 1 = δµ



p



V ar (µi | µ ˜ i1 ).



 Alternatively, start with the marginal distribution of true types µi ∼ N µ0 , σ 2µ , a common   ˜ 20 , and an unbiased signal si | µi ∼ N µi , σ 2s with perceived customer prior µi ∼ N µ0 + b1 , σ −1 2   , σ s = σ 2µ 1 − ρ2 /ρ2 , and ˜ −2 ˜ 2s . Assume σ ˜ 2s = σ ˜ −2 distribution si | µi ∼ N µi − b1 , σ µ 1 −σ  ˜ 2s ρ (σ µ /˜ σ µ − ρ)−1 . By definition, consumers believe µi | si ∼ N µ ˜ i1 , σ ˜ 21 . Applying Bayes σ ˜ 20 = σ rule to the consumer prior and perceived signal distribution implies: First, σ ˜ 21 = σ ˜ −2 ˜ −2 s 0 +σ which is true given σ ˜ 2s = σ ˜ −2 ˜ −2 µ 1 −σ



−1



µ ˜ i1 =



−1



,



. Second,



(µ0 + b1 ) σ ˜ −2 ˜ −2 s 0 + (si + b1 ) σ , −2 σ ˜ −2 + σ ˜ s 0



or equivalently, using µ ˜ 0 = µ0 + b1 ,  si = µ0 + (˜ µi1 − µ ˜0) 1 + σ ˜ 2s /˜ σ 20 .
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Applying Bayes rule to the true marginal distribution of types and the true signal distribution yields −2 µ0 σ −2 µ + si σ s



µi | s i ∼ N



−2 σ −2 µ + σs



,



σ −2 µ



+



−1 σ −2 s



! .



Substituting in for si implies µi | µ ˜ i1 ∼ N



µ0 + (˜ µi1 − µ ˜0)



 1+σ ˜ 2s /˜ σ 20 σ −2 s −2 σ −2 µ + σs



,



σ −2 µ



+



−1 σ −2 s



! .



 Given σ 2s = σ 2µ 1 − ρ2 /ρ2 and σ ˜ 20 = σ ˜ 2s ρ (σ µ /˜ σ µ − ρ)−1 , this coincides with equation (33), and hence the joint distribution of the pair {µi , µ ˜ i1 } matches equation (8). Thus the preceding common customer prior and signal structure generate the same joint distribution of true types and   −2 −1 = priors as assumed. The last step follows since (1) σ 2s = σ 2µ 1 − ρ2 /ρ2 implies σ −2 µ + σs   −2 2 s 1 − ρ2 σ 2µ and (2) σ 2s = σ 2µ 1 − ρ2 /ρ2 implies σ−2σ+σ σ µ − ρ)−1 implies ˜ 20 = σ ˜ 2s ρ (σ µ /˜ −2 = ρ and σ µ s  (1+˜σ2 /˜σ2 )σ−2 s σ 1+σ ˜ 2s /˜ σ 20 = ρ−1 σ µ /˜ σ µ , so σ−2s +σ0−2 = ρ σ˜ µµ . µ



A.4



s



Prior Beliefs in the Structural Model



Given equation (17) and applying the standard formula for a conditional distribution from a jointop normal distribution, the conditional distribution µpk µpk i | {˜ i1 , µi } has mean



 σ pk     h i µ pk pk pk pk pk op pk op op pk op + µ ˜ − µ ˜ µ ˜ − µ ˜ + λ − λ E µpk | µ ˜ , µ = µ ρ µ − µ µ 0 0 0 0 i1 i1 i i1 i i σ µop and variance  2 op 2 V ar(µpk ˜ pk i |µ i1 , µi ) = 1 − ρµ σ µpk . Rearranging terms and adding and subtracting µ ˜ pk 0 shows that µ ˜ pk i1 −E



h



µpk i



|



op µ ˜ pk i1 , µi



i



=







µ ˜ pk 0



−



µpk 0



    σ µpk  pk σ µpk op pk op + 1 − λ + λ ρµ µ ˜ i1 − µ ˜ pk (µi − µop −ρµ 0 0 ), op op σµ σµ



which matches equation (19) given the definitions of b1 , b2 , and b3 . Moreover it is apparent that op equation (20) is implied by the expression for V ar(µpk ˜ pk i |µ i1 , µi ) and the definition δ µ .
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B



Tables



Table 1: Shares of Plan Types, By Monthly Fee and Class Monthly Plan Class Fixed Fee Business Local Local, Free LD National 14.99 44.19 0.00 0.00 0.00 34.99 0.00 27.88 1.28 1.88 44.99 0.00 15.25 0.38 3.46 54.99 0.00 1.83 0.11 0.60 other 0.75 0.64 0.00 1.76 44.93 45.60 1.77 7.70 Plan shares are the percent of bills observed for each different access fee and plan class. Four ”popular” plan shares are highlighted in bold. Together, these account for 89% of bills.



Table 2: Popular Plan Price Menu



Date 8/02 - 10/02 10/02 - 12/02 12/02 - 1/03 1/03 - 2/03 2/03 - 3/03 3/03 - 9/03 9/03 - 1/04 1/04 - 4/04 4/04 - 5/04 5/04 - 7/04



Plan Q p - 0 11 0 11 0 11 0 11 0 11 0 11 0 11 0 11 0 11



0 ($14.99) OP Net free free free free free free free free free free not free not free not free not free



Plan 1 Q p 280 40 280 40 350 40 280 40 380 40 288 45 388 45 388 45 388 45 288 45



($34.99) OP Net free not free not free not free not free not free not free not free not free not free not



Plan 2 Q p 653 40 653 40 653 40 653 40 653 40 660 40 660 40 660 40 1060 40 760 40



($44.99) OP Net free not free not free not free not free not free not free not free free free free free free



Plan 3 Q p 875 35 875 35 875 35 875 35 875 35 890 40 890 40 890 40 890 40 890 40



($54.99) OP Net free not free not free not free not free not free not free not free not free not free not



Bold entries reflect price changes that apply to new plan subscribers. The Bold italics entry reflects the one price change which also applied to existing plan subscribers. Some terms remained constant: Plan 0 always offered Q=0, p=11, and free in-network. Plans 1-3 always offered free off-peak.
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Table 3: Ex Post Plan Choice ”Mistakes”, 10/02-8/03 Best Plan Plan 0 Plan 1 Plan 2 Plan 3 Total Plan 0 464 3 12 2 481 Chosen Plan 1 61 12 21 7 101 Plan Plan 2 66 1 39 23 129 Plan 3 9 0 7 4 20 Total 600 16 79 36 731 Dates: 10/02-8/03, when Plan 0 included free nights & weekends. The ”Best” plan is that offered at the time of original choice which minimizes average expenditure holding usage fixed over the entire period the subscriber maintained their initial choice. 29% of subscribers made ex post plan-choice ”mistakes”.



Table 4: Ex Post Plan Choice ”Mistakes”, 9/03-7/04 Best Plan Plan 0 Plan 1 Plan 2 Plan 3 Total Plan 0 129 29 7 3 168 Chosen Plan 1 66 229 123 27 445 Plan Plan 2 11 56 81 19 167 Plan 3 4 3 17 11 35 Total 210 317 228 60 815 Dates: 9/03-7/04, when Plan 0 did not include free nights & weekends. The ”Best” plan is that offered at the time of original choice which minimizes average expenditure holding usage fixed over the entire period the subscriber maintained their initial choice. 45% of subscribers made ex post plan-choice ”mistakes”.



Old Plan



Plan 0 Plan 1 Plan 2 Plan 3 Total



Table 5: Plan Switching New Plan Plan 0 Plan 1 Plan 2 Plan 3 0 27 25 6 71 1 55 16 9 16 7 6 2 2 3 0 82 46 90 28



Total 58 143 38 7 246



Switches on the diagonal represent an active switch to take advantage of an increase in the number of included minutes currently offered for the same plan.
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Table 6: Predictable Customer Mistakes Yield Arbitrage Opportunities First Opportunity Second Opportunity Dates 10/02-8/03 9/03 onwards Enrollment Change plan 1-3 → plan 0 plan 1 → plan 2 Affected Customers 251 (34%) 445 (55%) Additional Revenue Total $20,840 (47%) $7,942 (28%) Per Affected Bill $8.76 $2.64 Per Affected Cust. $83.03 (149%) $17.85 (46%) The University acts as a reseller, charging a fixed $5 fee per month. The University could bill students for their chosen plan, but sign them up for an alternative plan, and pocket the difference in charges. These arbitrage opportunities are indicative of customers choosing too risky plans (OC/projection bias) and choosing too extreme plans (conditional mean bias).



Table 7: Dynamic usage pattern at fortnightly level.



Overage Percentage ln(qt−1 ) SameBill*ln(qt−1 )



Observations Number of id



(1) 0-100%



(2) 0



(3) 1-29%



(4) 30-70%



(5) 71-99%



(6) 100%



0.649***



0.607***



0.535***



0.499***



-1.046



0.958***



(0.0258)



(0.0529)



(0.0431)



(0.0683)



(1.065)



(0.0441)



0.0133



0.0245



0.0193



-0.0149



-0.0837



3.685



(0.0107)



(0.0183)



(0.0181)



(0.0222)



(1.180)



(4.745)



9068 386



3727 167



3218 130



1830 87



217 11



76 6



Standard errors in parentheses. Time and individual fixed effects, xtabond2. Key: *** p
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Table 8: Impact of an Overage in Past 2 Months on Probability of Switching Plans Est. Increase in Prob of Switch Size of Overage Switch to Any Plan Switch to Bigger Plan $0.01 - $4.29 0.0053 (0.0052) 0.0188 (0.0037) $4.29 - $11.25 0.0047 (0.0054) 0.0195 (0.0038) $11.25 - $26.84 0.0165 (0.0057) 0.0286 (0.0044) $26.84 - $166.04 0.0412 (0.0064) 0.0463 (0.0052) This shows the result of a fixed effect regression of a dummy for a switch or a switch to a bigger plan on four dummy variables which categorize the size of the maximum overage in the prior 2 months. Subscriber fixed effects and monthly fixed effects were included. Standard errors are shown in parentheses. Robust standard errors were used.



Coefficient β σ ˜1 δ δr µ ˜0 µpk 0 µop 0 σ ˜µ σ µpk σ µop λpk λop ρµ σ pk ε,L ρε,L σ op ε,L σ pk ε,H ρε,H Log-likelihood



Estimate 2.482 21.493 0.426 0.111 85.261 119.673 150.092 62.247 116.306 182.277 0.127 0.038 0.813 167.235 0.59 205.593 717.952 0.561 -20554.70



Table 9: Parameter Estimates Std. Err Coefficient (0.094) σ op ε,H (0.99) π ε,L (0.018) µpk α (0.066) µop α 2 (6.887) (σ pk α ) 2 (2.23) (σ op α ) pk 2 (3.172) (σ e ) 2 (10.471) (σ op e ) 9pk (2.178) µα 2 (3.077) (σ 9pk α ) 9pk 2 (0.034) (σ e ) 2 (0.043) (σ 9op e ) pro (0.007) µ (2.25) (σ pro )2 (0.007) ϕ (1.233) α (34.571) Price Consideration (0.027) Outside Good Utility
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Estimate 702.463 0.92 0.387 0.412 0.055 0.029 0.033 0.036 -0.005 0.027 0.053 0.091 1.762 0.08 0.441 0.145 0.046 -755.049



Std. Err (15.792) (0.015) (0.002) (0.003) (0.001) (0.001) (0) (0) (0.001) (0.001) (0) (0.001) (0.059) (0.003) (0.022) (0.042) (0.121) (-)



Table 10: Estimates of Consumer Beliefs Coefficient Estimate Std. Err δµ 0.185 (0.009) δε 0.426 (0.018) σ ˜1 21.493 (0.99) σ ˜ ε,L 71.275 (2.783) σ ˜ ε,H 305.988 (16.716) σ ˜ θ1,L 88.219 (3.321) σ ˜ θ1,H 400.835 (16.729) b1 -34.411 (6.851) b2 0.892 (0.022) b3 -0.519 (0.01)



Table 11: Counterfactual: Adjusting Consumer Beliefs



Counterfactual Estimated Parameters δµ = 1 δε = 1 δ µ = 1 and δ ε = 1 No Biases



Plan 0 46.8 48.5 53.2 55 54.2



Share of Plan 1 Plan 2 16.8 8 13.6 10.2 12.9 8.7 10.1 10.6 9.6 11.6



Plan 3 2.1 3.2 2.7 3.3 3.6



Total Welf ($1000) 3242 3257 3259 3268 3269



Average Welf ($) N/A 25.05 28.52 42.44 44.63



Per Affected Student N/A 36.52 42.47 63.01 65.6



To economize on space we omitted a column for the share of non-university plans and the outside good.



Table 12: Counterfactual: Changing Choice Set/Prices



Counterfactual All Plans No Plan 0 No Biases Offered to General Public No Biases



Plan 0 46.8 0 0 0 0



Plan 1 16.8 37.4 23 46.1 28.9



Share of Plan 2 Plan 3 8 2.1 15.5 4.1 27.6 8.9 20 6.1 32.1 12.3



Plan 4 0 0 0 0.7 2.1



Total Welf ($1000) 3242 3174 3204 3189 3219



The column plan 4 refers to a $59.99 plan which offered 650 to 1150 peak minutes. This plan was available to the general public, and a similar plan was available to students, but was not chosen by any of them.
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Average Welf ($) N/A N/A 50.5 N/A 48.95



Table 13: Bill Shock Counterfactual: Effect on Usage, Overages and Revenues University Plans Public Plans Estimates Bill Shock Change Estimates Bill Shock Change Usage 256.5 243.4 -13.1 230.4 219.7 -10.7 Usage|Overage 503.27 447.37 -55.9 471.99 424.63 -47.36 Usage|Underage 175.5 173.08 -2.42 150.68 149.63 -1.05 Overage Prob. 0.24 0.25 0.01 0.24 0.25 0.01 Total Revenue 286 266 -21 334 300 -33 Monthly Fee Rev. 189 189 0 238 238 0 Ovg. Revenue 57 36 -20 96 63 -33 Usage is measured in minutes and revenues in thousands of dollars.



Table 14: Bill Shock Counterfactual: Plan Shares Plan 0 Plan 1 Plan 2 Plan 3 Plan 4 Estimates 46.8 16.8 8 2.1 N/A Bill Shock 46.2 17.3 7.9 2.1 N/A Publicly Available Plans Estimates N/A 46.1 20 6.1 0.7 Bill Shock N/A 46.3 19.8 6 0.7



Other 26.2 26.5 27.1 27.2



Table 15: Bill Shock Counterfactual: Welfare Impact University Plans Public Plans V Payment Welfare V Payment Welfare Total -12464 -20514 8050 -22189 -33418 11230 Per Affected Student -30.52 -49.99 19.47 -36.43 -54.87 18.44 Per Affected Bill -3.23 -5.27 2.05 -3.18 -4.8 1.61 δ µ = 1 and δ ε = 1 Total -3250 -3984 734 -6680 -8178 1498 Per Affected Student -8.98 -10.86 1.88 -10.97 -13.43 2.46 Per Affected Bill -0.98 -1.18 0.19 -0.96 -1.17 0.22 All welfare numbers are expressed in dollars.
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Figures Plan 1



Total bill



140



Plan 2



120



Plan 0



100



Plan 3



80 60 40 20 0



0



250



380 500 653 750 Billable minutes



Plan Plan 0 Plan 1 Plan 2 Plan 3



Xj $14.99 $34.99 $44.99 $54.99



Qj 0 380 653 875



pj $0.11 $0.45 $0.40 $0.40



875 1000



Figure 1: Popular Plan Prices, Spring 2003.



Date Aug‐02 Total 11 Joins 9 Switches 0 Quits 0



Sep‐02 36 25 0 0



Oct‐02 463 427 1 1



Plan 0 introduced



Nov‐02 Dec‐02 523 528 61 11 2 11 1 5



Jan‐03 528 6 6 14



Sep‐03 784 341 6 29



Q1 increase



Oct‐03 1,009 195 18 19



Nov‐03 Dec‐03 1,013 1,018 33 4 66 11 11 27



Plan 0 loses free off‐peak Q1 increases



Jul‐03 573 28 4 71



Q1 decrease other minor changes



Q1 increased (automatic upgrade)



Q1 decrease Date Aug‐03 Total 461 Joins 30 Switches 3 Quits 25



Feb‐03 Mar‐03 Apr‐03 May‐03 Jun‐03 550 545 558 570 570 37 1 21 27 23 7 12 8 7 3 7 11 15 10 22



Jan‐04 1,001 21 10 25



Feb‐04 Mar‐04 Apr‐04 May‐04 Jun‐04 1,030 1,007 991 959 934 34 10 16 4 1 29 14 20 17 6 33 38 37 24 46



Jul‐04 889 1 10 167



Q1 and Q2 decrease



Q2 almost doubles Plan 2 gets free in‐network



Figure 2: Pricing Time Line. The table rows are the total number of subscribers, the number of new subscribers, the number of existing subscribers switching plans, and the number of existing subscribers quitting (or switching to a non-popular plan).
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0



0



Usage relative to mean .5 1 1.5 2



Weekend (Peak 6am−9pm)



Usage relative to mean 1 2 3



Weekday (Peak 6am−9pm)



6am 9am 12pm 3pm 6pm 9pm 12am 3am 6am



Weekday Outgoing Landline (Peak 7am−8pm) Usage relative to mean 1 2 3 0



0



Usage relative to mean .5 1 1.5 2 2.5



Weekday (Peak 7am−8pm)



6am 9am 12pm 3pm 6pm 9pm 12am 3am 6am



6am 9am 12pm 3pm 6pm 9pm 12am 3am 6am



6am 9am 12pm 3pm 6pm 9pm 12am 3am 6am



Figure 3: Daily usage patterns for subscribers with free nights and weekends. Top row: weekday (Panel A) and weekend (Panel B) usage patterns for subscribers with 6am-9pm peak hours. Bottom row: weekday usage patterns for subscribers with 7am-8pm peak hours. Panel C shows all weekday calling, while Panel D is restricted to outgoing calls to land-lines (recipients for whom the cost of receiving calls was zero). The patterns are qualitatively similar for bills with peak usage strictly below the free allowance.
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flat rate



380−388 included minutes



0



Density .001 .002



.003



Local $34.99



Density 0 .002 .004 .006 .008 .01



Business $14.99



250



500 750 Peak minutes used



1000



0



0



250



380 500 750 Peak minutes used



Local $54.99 875−890 included minutes



Density 0 .001 .002 .003 .004 .005



Local $44.99 653−660 included minutes



0



Density .001 .002 .003 .004



0



250



500 653 750 Peak minutes used
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Figure 4: Usage densities for popular plans. These are constructed 259 bills for 14.99, 34.99, 44.99, and 54.99 plans respectively. The selected to only include bills for which in-network calls were costly minutes were within a narrow range, as indicated above each plot. range of included free minutes for each plan
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Figure 5: Estimated Relationship Between Tenure Since Sign up and Probability of Switching Plans.
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Figure 6: Illustrative Model Time Line
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Figure 7: Inverse Demand Curve and Calling Threshold 73
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Figure 8: Top panel: Plan choice as a function of initial beliefs {˜ µi1 (1 − φ)−1 , σ ˜ θ1 } implied by the illustrative model evaluated at October-November 2002 prices, and assuming inelastic consumption. Bottom panel: Histogram and fitted normal distribution over µ ˜ i1 (1−φ)−1 implied by the assumption σ ˜ θ1 = 60 and October-November 2002 new subscriber plan choice shares of 69%, 10%, 19%, and 2% for plans 0 to 3 respectively.
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Figure 9: Top panel: Plan choice as a function of initial beliefs {E[θi1 |=i0 ], SD[θi1 |=i0 ]} implied by the illustrative model evaluated at October-November 2002 prices, and assuming inelastic consumption. Bottom panel: Histogram and fitted censored-normal distribution over E[θi1 ] implied by the assumption σ ˜ θ1 = 60 and October 2002 new subscriber plan choice shares of 69%, 10%, 19%, and 2% for plans 0 to 3 respectively.
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Figure 10: Top panel: Plan choice as a function of initial beliefs {E[θi1 |=i0 ], SD[θi1 |=i0 ]} implied by the illustrative model evaluated at October-November 2002 prices, and price coefficient β = 2.5. Bottom panel: Histogram and fitted censored-normal distribution over E[θi1 ] implied by the assumption σ ˜ θ1 = 80 and October 2002 new subscriber plan choice shares of 69%, 10%, 19%, and 2% for plans 0 to 3 respectively.
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Figure 12: Posterior Estimate of µi vs Actual µi for µi = µ0 (Peak calls)
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