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A BSTRACT In response to the ever increasing demands for higher data rates and better multimedia services, the 3GPP
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standardization committee has recently taken



the initiative to plan a long term (10 years and beyond) evolution of the existing 3G UTRAb . Since uplink has always been the dominant limiting factor in capacity and coverage aspects, great attention has been focused on the selection of uplink modulation and multiple access technology. The DFT Spread OFDMc based SC-FDMAd emerged to be the final selection as it combines the benefits of OFDM with an effectively single carrier, low PAPRe transmission. This thesis aims at the task of channel estimation and equalization specifically for Evolved-UTRA Uplink, but most of the results are general enough and can be easily extended to any OFDM-like transmission system. Chunk based versions of MLf and MMSEg channel estimation are derived followed by a discussion of complexity reduction aspects of MMSE estimation and equalization. New results have been obtained for the analytical error performance limits of DFT Spread OFDM systems, the interference mitigating MMSE equalizer for insufficient cyclic prefix scenario, channel tracking schemes for spread pilot case and near optimal detection of Virtual MIMOh systems.
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Chapter 1



System Description 1.1 E-UTRA Uplink — Design Goals E-UTRA is basically an acronym for Evolved Universal Terrestrial Radio Access and, as its name implies, aims at extending the features and capabilities of the existing 3G Universal Terrestrial Radio Access which is based on the W-CDMA technology. There have been, in recent past, some enhancements in existing UTRA, such as HSDPA and HSUPA (High Speed Downlink/Uplink Packet Access), which promise great increase in throughputs and spectral efficiencies from both user and the network perspective. However, in words of the 3GPP standardization committee [1], ”to ensure competitiveness in an even longer time frame, i.e. for the next 10 years and beyond, a long-term evolution of the 3GPP radio-access technology needs to be considered”. The E-UTRA, as such is very often also dubbed as 3G Long Term Evolution (LTE) or in general a Beyond 3G (3G+) System. Besides throughputs and spectral efficiencies, major design objectives in such a long term evolution include aspects such as spectrum management, protocol latency, power consumption and transmission structure [2]. These aspects are briefly discussed below. • Flexibility/Scalability of Spectrum: Owing to the ever increasing demand for high data rates, the system has to operate on much larger bandwidths as compared to the 5 MHz band in W-CDMA. Typically, a bandwidth as high as 20 MHz is assumed while specifying data rate requirements of E-UTRA. The scarcity and cost of the spectrum, however, calls for system’s ability to operate in lower bandwidths as well. The system as such should be able to operate in different bandwidths and the supportable data rate should then vary linearly as a function of available bandwidth which is granulated normally at 1.25 MHz, 2.5 MHz, 5 MHz, 10 MHz and 20 MHz. • High Peak Data Rates: The E-UTRA is expected to offer much increased peak data rates as compared to the W-CDMA enhancements (14.4 Mbps in downlink) and as aforementioned the peak data rate should scale linearly depending upon the available bandwidth. With a 20 MHz bandwidth, for a User Equipment (UE) with single transmit antenna, the peak data rate in uplink is desired to be as high as 50 Mbps (or 2.5 bps/Hz). The downlink peak data rate, for a UE having two receive antennas, is required to be around 100 Mbps (or 5 bps/Hz).



1



Chapter 1. System Description



2



• Low Latency: A significantly reduced latency between state transitions is required. For instance the transition delay from dormant to active state is required to be no greater than 50 ms and that of idle to active/dormant state to be around 100 ms. Similarly the radio access network latency (transit time between a packet being available at the IP layer in either the UE/RAN-edge-node and the availability of this packet at IP layer in the RAN-edgenode/UE) must also be reduced down to no more than 5-10 ms. • Low Power Consumption: While low power consumption is desirable at both ends, its significance is much more at UE because of the its limited power supply. Low power consumption means a lower operating point of the linear power amplifier which in turn limits the peak amplitude of the modulated signal. Thus a low Peak to Average Power Ratio (PAPR) is required especially for the uplink transmission. The conventional OFDM transmission cannot be adopted for this very reason in the uplink. • Packet Optimized Transmission: The transmission format and structure should allow for packet based applications such as Voice over IP. For this purpose short and quick bursts based transmission should be preferred, normally referred to as Transmission Time Interval (TTI).



1.2 Multiple Access Scheme — SC-FDMA While the multiple access scheme for E-UTRA downlink is OFDMA, for the uplink the 3GPP standardization committee has proposed the use of Single Carrier FDMA (SC-FDMA) [3]. It resembles OFDMA in the sense that the entire spectrum is divided into a number of narrow-band orthogonal sub-carriers [4, 5]. Each uplink user is then allotted a group of these sub-carriers which is referred to as a user chunk in E-UTRA physical layer specifications [1]. Note that keeping the sub-carrier width fixed, independent of available spectrum bandwidth, ensures a flexible management of spectrum. Thus, with an increase in available bandwidth, the number of sub-carriers would increase, allowing a linear rise in cumulative data rate that can be supported. The chunk assigned to a user can be localized, the assigned sub-carriers being contiguous in the frequency domain or it can be distributed, the assigned sub-carriers being non-adjacent. These two possible chunk assignments are depicted in Figure 1.1. Note that distributed chunk assignment is able to provide additional benefit of frequency diversity; the probability of all the distant sub-carriers going into a deep fade is much less than the probability of deep fade in a localized frequency range. However, primarily because of larger pilot spacing, it leads to slight degradation in the performance of channel estimation and data detection [6, 7]. Therefore, unless otherwise stated, we assume throughout our discussions a localized chunk assignment. The distinguishing characteristic of SC-FDMA as compared to the conventional OFDMA is that because the amplitudes of various individual sinusoids (sub-carriers) do not have a direct one to one correspondence with the data symbols, the transmitted signal itself is not composed of individual sinusoidal sub-carriers. Owing to DFT spread OFDM modulation (described below), the individual sub-carriers cease to exist and thats why the multiple access scheme is referred to as Single Carrier - FDMA. A thorough system level evaluations of SC-FDMA in comparison to OFDMA, especially with reference to E-UTRA can be found in [8, 9].
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Figure 1.1: Chunk assignment options in E-UTRA Uplink, Localized Chunk at the left where all the users have a contiguous frequency range assigned to them and Distributed Chunk at the right where all users are assigned non-contiguous sub-carriers which are spread over the entire frequency spectrum.



1.3 Modulation Scheme — DFT-SOFDM The modulation scheme proposed for the uplink is DFT Spread OFDM (DFT-SOFDM) [10] and this distinguishes SC-FDMA from OFDMA. The major motivation for DFT Spread OFDM comes from the desire of reducing the Peak to Average Power Ratio (PAPR) of the signal being transmitted and thereby reduce the cost of linear power amplifier at the transmitting User Equipment (UE). More will be said on PAPR aspects of uplink transmission in Chapter 9. DFT-spread OFDM, as illustrated in Figure 1.2, involves an extra DFT block which transforms the output of the channel encoder from time to the frequency domain sub-carriers. This block of user sub-carriers, called chunk, is then mapped to the relevant portion of spectrum by the subcarrier mapping block. This determines which part of the spectrum is used by the UE for its uplink transmission. Note that the sub-carrier mapping block may lead to localized as well as distributed chunk assignment as discussed in section 1.2. The UE transmitter proceeds further by carrying out the conventional OFDM operations i.e. taking IDFT and inserting the Cyclic Prefix (CP) — appending the last few samples of IDFT output at the start [4, 5].
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Figure 1.2: E-UTRA Uplink, DFT Spread OFDM Transmitter Structure The conventional OFDM processing (IDFT and CP insertion) renders even a frequency selective fading channel into a number of parallel interference free and frequency flat AWGN subchannels. A detailed description of how it happens follows in section 2.1. The uplink (base station) receiver can therefore, after removal of CP and performing DFT, isolate various users just by selecting their respective sub-carriers.
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Given the efficient algorithms like FFT (and IFFT) for computation of DFT (and IDFT), the computational complexity of the transmitter as well as receiver is manageable even for the case of frequency selective fading channels along with near optimal performance. Moreover, the additional DFT spreading block leads to a low PAPR transmitted signal which in turn implies a low cost and long battery life UE. The combination of SC-FDMA and DFT-SOFDM therefore fulfils the major challenges of E-UTRA Uplink discussed in section 1.1.



1.4 Transmission Structure — SB and LB Owing to the major design goal of packet optimized transmission, the E-UTRA uplink transmission format consist of independent short bursts of duration 0.5 ms referred to as sub-frames. The sub-frame structure consists of two Short Blocks (SB) along with six Long Blocks (LB) arranged in manner shown below in Figure 1.3. Note that the term ’block’ corresponds to a OFDM symbol CP
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Figure 1.3: E-UTRA Uplink, Sub-frame Structure. The 0.5 ms long sub-frame consists of six Long Blocks (LBs) and two Short Blocks (SBs). CP denotes the Cyclic Prefix extension to each block.



consisting of actual IFFT output and the Cyclic Prefix. Long Blocks are meant for data and control stream transmission while SBs are reserved for transmission of reference data to enable channel estimation, frequency domain scheduling and some other purposes. It is worth mentioning here that the number of sub-carriers in a SB are half the number of subcarriers in LB, which means that it is not only shorter in time (and is therefore called a Short Block) but also the sub-carrier width in the SB is twice the sub-carrier width in LB. This phenomenon and the relative locations of SB and LB sub-carriers on the frequency grid are shown in the Figure 1.4 below.



SB



LB



Figure 1.4: Relationship between SB and LB Sub-carriers. The sub-carrier width in SBs is twice that of LBs and the center frequency of SB sub-carriers coincides with the center frequency of alternate LB sub-carriers.
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1.5 DFT-SOFDM Illustration For better understanding of how DFT-SOFDM based SC-FDMA works in E-UTRA Uplink, we devote this brief section to a step by step graphical illustrations of the operations at transmitter. Specifically, it describes how the final signal to be transmitted is synthesized at the UE. We consider a total bandwidth of 20 MHz, divided among N = 2048 sub-carriers. The sub-carriers at the two extremes are actually not in use, so we refer to these No = 424 sub-carriers on both sides of the spectrum as Null Sub-carriers. Thus Nu = 1200 sub-carriers are actually used for data transmission. These available sub-carriers are further grouped into resource units (chunks) of size Nc = 25. To keep it simple, transmission of a single user assigned a single chunk is illustrated. The chunk size of Nc = 25 implies that there are 25 sub-carriers in a Long Block so that the UE generates 25 modulated data symbols for each LB, one of which is considered here. Note that these symbols may come from the output of channel coder, but even then owing to the interleaving operation after coding, these symbols can safely be assumed to be random and independent of each other. Note also that we use 4-QAM mapping, i.e. 2 bits/symbol, but the transmission scheme would conceptually remain unchanged if higher order QAM modulations are implemented. The I/Q modulated complex symbols are then subjected to a Nc -point DFT followed by subcarrier mapping (arbitrarily sub-carriers 41-65 are chosen and a zoomed version is shown in Figure). Finally N-point IDFT is performed, and Cyclic Prefix (CP) of length ν = 127 is added to obtain the final time-domain signal to be transmitted.
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LB Transmit Spectrum after localized sub−carrier mapping (Real & Imag parts) 10
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Figure 1.5: Illustration of E-UTRA Uplink transmission scheme. (a) QAM Symbols. (b) Frequency domain sub-carriers obtained by Nc -point DFT. (c) Overall Spectrum’s zoomed portion after sub-carrier mapping. (d) Time domain signal obtained by N-point IFFT. CP would be added to this signal before transmission



Chapter 2



System and Channel Model 2.1 System Model The system under consideration basically involves transmission of a cyclic prefixed signal over a fading multipath channel. The Channel Impulse Response (CIR) of the multipath channel of length L is denoted here by the vector h iT h = h0 h1 . . . hL−1 ∈ CL



(2.1)



h iT yk = yk (0) yk (1) . . . yk (N − 1) ∈ CN



(2.2)



The typical convolution equation for the kth channel output symbol



can be expressed in matrix notation in terms of transmitted samples xk (i) and noise vector η˜ k ∈ CN as under,



           



yk (0) yk (1) .. . .. . .. .











          =           yk (N−1)



hL−1 . . . hν . . . h0 0 .. .. .. . . . 0 .. .. .. . . . .. .. .. . . . .. .. . . 0 . . . . . . . . . . . . hL−1



... ... .. . .. .. . . .. . .. . . . . hν



...



.. ..



.



. ...



  xk−1 (N−E)  ..   . 0     ..   xk−1 (N−1)   .   x (− ν )   k ..    . .   ..   + η˜ k ..    .   x (0)  k    . .. 0      .. h0    . xk (N−1)



(2.3)



where E = L − ν − 1 is the channel length exceeding the duration of Cyclic Prefix ν . Note that the negative indexes for transmit samples xk (−i) represent the cyclic prefixed samples, i.e. we have xk (−i) = xk (N − i) for i = 1, 2, . . . , ν . The entities marked in red colour appear only if CIR length L exceeds the duration of CP, i.e. E > 0 and thereby contribute to what is called as Inter-Symbol Interference (ISI). For the time-being we consider the CP length to be greater than CIR length and
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postpone the discussion of insufficient CP to Chapter 8. So that the incorporation of CP property for this simple case of CIR being shorter than the duration of CP leads to the following equation, 











h0 .. . .. .



0 ... .. .. . . .. .



0



 yk (0)     yk (1)   ..    . ..     .    .  = h  .. ..   L−1  .      0 ...  ..    .   .  .. ..  .. . . yk (N−1) 0 . . . 0 hL−1



 hL−1 . . . h1   ..  xk (0) .. .. . . .    xk (1)   ..   . hL−1 ..   .    ..  + η˜ k . . 0    ..   ..   .. ..  . . . .    ..    .. . 0  xk (N−1) . . . . . . h0



(2.4)



Interesting to note here is the fact that the effective N × N channel matrix now gets circulant i.e. its rows are circularly shifted versions of each other. This results in major simplifications, described below, once the receiver, as shown in Figure 2.1, takes the FFT after CP removal. Note however, that this circulant nature of the effective channel matrix is void if the channel is time variant, because in that case the CIR coefficients appearing in a row (corresponding to a sample of the OFDM symbol) are potentially different than the CIR coefficients appearing in some other row. Thus for the case of sufficient Cyclic Prefix (transition from equation 2.3 to 2.4) and time-invariant



CP removal



FFT



Sub-carrier Demapping



IDFT



Size-Nc Size-N



Nc received symbols



Figure 2.1: E-UTRA Uplink, DFT Spread OFDM Receiver Structure channel (channel matrix in 2.4 becoming truly circulant), the under consideration system can be described by the following relationship in the sub-carrier (frequency) domain, Yk = F HCIRC F H Xk + ηk



(2.5)



where F ∈ CN×N is the normalized Fourier matrix (unitary in nature i.e. F F H = IN ). The vectors Yk , Xk , ηk ∈ CN are frequency domain versions of yk , xk , η˜ k ∈ CN obtained by linear transformations via the Fourier matrix. Now because the Eigen Value Decomposition (EVD) of a circulant matrix such as HCIRC can be given as [11], HCIRC = F H ΛF (2.6)
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F being the unitary Fourier matrix and the diagonal matrix Λ ∈ CN×N containing eigen values of the circulant matrix can be given in this case as Λ = diag F



"



h 0N−L



#!



△



=H



(2.7)



The matrix H ∈ CN×N is defined to be a diagonal matrix containing the Channel Frequency Response (CFR) coefficients along its main diagonal. Plugging in the substitutions from equations 2.6 and 2.7, the system model in equation 2.5 reduces to Yk = HXk + ηk



(2.8)



We note that the fading multipath channel boils down to a number of interference-free parallel sub-channels whereby, each of the received sub-carrier can be given as the corresponding transmitted sub-carrier scaled by a scalar complex fading coefficient (CFR at that sub-carrier) and corrupted by the additive noise. The detection scheme at the receiver can be as simple as just dividing the received sub-carrier by the estimated Channel Frequency Response. Schemes for estimation of channel will be discussed in Chapter 3, while data detection schemes will be further investigated in Chapter 4. Presented below in Figure 2.2 is a comprehensive graphical representation of the DFT-SOFDM system model, whereby we note the existence of interference-free parallel sub-channels in the frequency domain.



Figure 2.2: Graphical Illustration of DFT-SOFDM System Model. Nc denotes the number of subcarriers allotted to the user.
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2.2 Wireless Channel Models This section is devoted to a brief description of the baseband models that we use in our simulation environment to simulate a wireless channel. An introduction of how a true radio frequency channel translates into an equivalent baseband channel can be found for instance in [12, 13]. The baseband channels that we consider here are: • AWGN Channel, an acronym for Additive White Gaussian Noise Channel, is encountered rarely in wireless communication as standalone but it occurs in combination with other channel models almost always. Moreover quite often complex models after some processing reduce to (or at least approximate to) an AWGN channel. In discrete time, it basically implies corruption of the received signal by an additive noise which is outcome of an uncorrelated random gaussian process. The resulting noise η is generally characterized by a mean of zero and a correlation matrix, i.e η ∼ N (0, Rη ). The pdf can therefore be given as,   1 H -1 1 exp − η Rη η P(η) = 2π tr(Rη ) 2



(2.9)



• Multipath Channel is indeed the most commonly encountered channel in wireless communications and as its name implies it basically models the fact that multiple copies of the same transmitted signal arrive at the receiver after transversing through different paths and undergoing different attenuations and phase changes. The multipath channel can be characterized by its Channel Impulse Response (CIR), which shows the sequence of received impulses when the transmitter has sent only a single impulse. The standard CIRs [14] that we are going to use for presenting our simulation results are pictorially represented in Figure 2.3. • Time Varying Channels: Owing to the relative motion between transmitter, receiver or scatterer, the channel becomes time-variant. In fact both, AWGN and Multipath channels, can exhibit time invariant or time variant nature. In case of time variance, the amplitudes of the various CIR taps (or the single CIR tap for AWGN channel) keep on varying. The fading amplitude can follow any distribution, but generally because of the Central Limit Theorem [15] the real and imaginary parts of the CIR (hR and hI ) coefficients can safely be assumed to q be Gaussian distributed implying thereby that the CIR tap amplitudes, given as follow the Rayleigh distribution [15].



h2R + h2I ,
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Figure 2.3: Standard CIRs [14] to be used in simulation results. Tap numbers correspond to E-UTRA Uplink specifications where the sampling interval computes to 66.66µ s/2048 sub-carriers = 32.55ns.



Chapter 3



Channel Estimation for Static1 and Interference-free Channel Owing to the OFDM like processing (IFFT and CP insertion), the system model for the SC-FDMA based Evolved UTRA uplink, reduces to a linear system model in the frequency domain (see section 2.1). Strictly speaking, the linear system model is valid, however, only in the case of sufficiently cyclic prefixed systems and time-invariant channels i.e. in the absence of both Inter-Symbol and Inter-Carrier Interferences (ISI and ICI), as pointed out there. The case of time-variant channel will be considered in Chapter 6 and that of insufficient CP in Chapter 8. As such, here and as well as in the proceeding chapter, we restrict ourselves to the simple static and interference-free scenario. For the purpose of channel estimation we would modify the system model in Equation 2.8 to one that involves unknown Channel Frequency Response (CFR) coefficient in the form of a vector and a diagonal matrix containing the known transmitted frequency domain samples, i.e. Y = XH + η



(3.1)



where X ∈ CN×N is the diagonal matrix containing the transmitted samples and the vector H ∈ CN contains the unknown complex fading coefficients (CFR) to be estimated. The vectors Y , η ∈ CN are the channel output and noise vectors respectively. Note that we omit, the symbol subscript k from now on, because in absence of interferences the individual symbol (blocks) can be treated and processed individually. Since the channel frequency response, itself, can be expressed in terms of the Channel Impulse Response (CIR) i.e. H = FN×L h (see equation 2.7), the system model above can be equivalently expressed in terms of the CIR as follows, Y = XFN×L h + η



(3.2)



Given the system models in Equations 3.1 and 3.2, there exist two options to estimate the channel. Either we can go for direct estimation of CFR from equation 3.1 or we can estimate CIR first from equation 3.2 followed by its transformation to CFR. 1 Static



refers here to time-invariant channels; Both AWGN and Multipath channels are included.
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The fundamental estimation criterion that we may consider are the Maximum Likelihood (ML) and the Minimum Mean Square Error (MMSE) estimation. Numerous publications can be found that deal with one or both of these estimation criteria, applying them to the problem of pilot assisted channel estimation for OFDM from the perspective of CIR or CFR [16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. Nevertheless we attempt in this chapter to give an unified overview of these estimation techniques and with special reference to E-UTRA uplink transmission format described in section 1.4. Since both equations 3.1 and 3.2 express a linear relationship between the observation and the parameter to be estimated, we begin this chapter by giving a brief overview of the two estimation criteria applied to a generic linear system model, ϕ = Qθ + η



(3.3)



where the matrix Q ∈ CM×N , the vectors ϕ, η ∈ CM and the vector θ ∈ CN are arbitrary. Our goal is to estimate θ from the observation of ϕ, given the full knowledge of the transformation matrix Q which is indeed a realistic assumption in the case of pilot assisted channel estimation. The statistical properties of noise η are also assumed to be known. As is generally the case, we assume the noise to be complex Gaussian distributed with a mean of zero and a covariance matrix Rη , i.e. η ∼ N (0, Rη ).



3.1 ML based Estimation Maximum Likelihood (ML) based parameter estimation approach, as its name implies, aims at the maximization of likelihood of the observed signal. Specifically, among all possible realizations of the unknown parameter it selects the realization that maximizes Pϕ(ϕ|θ), the likelihood of the observed signal given the realization. Put mathematically, we are faced with the following optimization problem. θˆML = argmax θ



= argmax θ ⊕



= argmax



Pϕ(ϕ|θ) Z Pϕ(ϕ|θ, Q)PQ(Q) dQ Pϕ(ϕ|θ, Q)PQ(Q)



θ ⊖



= argmax



Pϕ(ϕ|θ, Q)



θ ⊗



= argmax θ ⊙



= argmax θ



= argmax θ



Pη (ϕ − Qθ) ln Pη (ϕ − Qθ) (ϕ − Qθ)H Rη -1 (ϕ − Qθ)



(3.4)



where the equality labelled with ⊕ follows from the fact that the integrand being positive, maximization of the entire integral is equivalent to maximization of integrand for any arbitrary Q. The equality labelled with ⊖ follows from the fact that PQ(Q) is constant over the optimization setup
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and the one with ⊗ is based upon the fact that given the knowledge of θ and Q, the only unknown in ϕ is the noise η. The second last equality labelled with ⊙ holds because of monotonicity of logarithm function, and in the last equality we put in the Gaussian distribution function of the noise (from equation 2.9) and ignore terms that are constant over the optimization setup. Now differentiating the cost function, J(θ) = (ϕ − Qθ)H Rη -1 (ϕ − Qθ), with respect to the optimization variable θ, we get  H ∂ J(θ) = − (ϕ − Qθ)H Rη -1 (Q) ∂θ



(3.5)



The solution to optimization problem posed in equation 3.4 can now be obtained by setting this derivative to zero, i.e. QH Rη -1 (ϕ − Qθ) = 0



(3.6)



QH Rη -1 ϕ = QH Rη -1 Qθ



(3.7)



or



which leads to the ML estimate of the parameter θ as below,  -1 θˆML = QH Rη -1 Q QH Rη -1 ϕ



(3.8)



For the case of white gaussian noise, i.e. Rη = ση2 I, the ML estimate reduces to θˆML = QH Q



-1



QH ϕ



(3.9)



3.2 MMSE based Estimation MMSE based estimation approach aims at the minimization of mean square error between the true and the estimated parameter. Explicitly, the optimization problem at hand now involves a cost function which measures the mean MSE between the true and estimated parameter and as such can be posed as, Z Z 



θ − θˆ 2 Pθ,ϕ(θ, ϕ) dθ dϕ ˆ θMMSE = argmin θˆ



= argmin θˆ



= argmin θˆ



Z Z



Z Z 







θ − θˆ 2 Pθ|ϕ(θ|ϕ)Pϕ(ϕ) dθ dϕ



 



θ − θˆ 2 Pθ|ϕ(θ|ϕ) dθ Pϕ(ϕ) dϕ



(3.10)



Since Pϕ(ϕ) ≥ 0, minimization of overall cost function implies minimization of inner integral for each ϕ. So that the MMSE estimation criterion can be reformulated as
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θ − θˆ 2 Pθ|ϕ(θ|ϕ) dθ
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(3.11)



The optimization problem posed above can be solved by differentiating the cost function with respect to the optimization variable θˆ and then setting the derivative to zero, i.e. ˆ ∂ J(θ) = ∂ θˆ



Z



θ − θˆ



which implies Z



. Pθ|ϕ(θ|ϕ) dθ = 0



(3.12)



Z



(3.13)



H



ˆ θ|ϕ(θ|ϕ) dθ = θP



θPθ|ϕ(θ|ϕ) dθ



so that the MMSE optimization problem in equation 3.11 solves to the conditional expectation of θ given ϕ, i.e. Z ˆ θMMSE = θPθ|ϕ(θ|ϕ) dθ = Eθ|ϕ[θ] (3.14) Under the assumption of Pθ|ϕ(θ|ϕ) being Gaussian, the conditional expectation Eθ|ϕ[θ] can be given as (see for instance [26]) θˆMMSE = Eθ|ϕ[θ] = µθ + Rθθ QH QRθθ QH + Rη



-1



ϕ − Qµθ



(3.15)



where µθ represents the unconditional mean of θ and Rθθ denotes its correlation matrix. Since in our estimation scenario the parameter to be estimated has a mean of zero, the MMSE solution reduces to the following, θˆMMSE = Rθθ QH QRθθ QH + Rη Next we use the matrix inversion Lemma [27]:



-1



ϕ



 -1 (A + BCD)-1 = A-1 − A-1 B C -1 + DA-1 B DA-1



twice to arrive at the final convenient notation.



(3.16)



(3.17)
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-1 θˆMMSE = Rθθ QH QRθθ QH + Rη ϕ    -1 ⊕ -1 -1 -1 H -1 H -1 H ϕ = Rθθ Q Rη − Rη Q Rθθ + Q Rη Q Q Rη    -1 QH Rη -1 ϕ = Rθθ I − QH Rη -1 Q Rθθ -1 + QH Rη -1 Q  -1 = Rθθ -1 + QH Rη -1 Q QH Rη -1 ϕ ⊙



= =







H



Q Rη



-1



! -1  -1   -1 -1  -1 H -1 H -1 H -1 Q − Q Rη Q Rθθ + Q Rη Q Q Rη Q QH Rη -1 ϕ



!  -1   -1 -1  -1 H -1 H -1 I − Q Rη Q Rθθ + Q Rη Q QH Rη -1 Q QH Rη -1 ϕ



  -1 -1  -1 QH Rη -1 Q QH Rη -1 ϕ = Rθθ Rθθ + QH Rη -1 Q



  -1 -1 H -1 θˆML = Rθθ Rθθ + Q Rη Q



(3.18)



where we use A = Rη , B = Q, C = Rθθ and D = QH for the equality labelled with ⊕, while A = QH Rη -1 Q, B = I, C = Rθθ -1 and D = I for the equality labelled with ⊙. Now for the case of white gaussian noise i.e. Rη = ση2 I, the MMSE estimate reduces to  -1 -1 θˆMMSE = Rθθ Rθθ + ση2 QH Q θˆML



(3.19)



3.3 Estimation of Channel Frequency Response (CFR) For the estimation of Channel Frequency Response (CFR) directly, we revert to the system model in equation 3.1 applied specifically to the Short Block (SB). Since the width of the sub-carriers in SB are twice that of LB (see section 1.4), so there are only half the number of sub-carriers in a SB as compared to Nc , the number of sub-carriers in LB. The estimation carried out via SB therefore leads only to CFR estimates at SB sub-carriers. As a second step we need to interpolate these SB CFR estimates to the LB CFR estimates which are required for the task of channel equalization. An in-depth description of these two steps follow where we discuss alternate schemes for estimation and interpolation.



3.3.1 Estimation of SB CFR We define N p = ⌈Nc /2⌉ as the number of sub-carriers in SB, where ⌈x⌉ denotes rounding x to higher integer. The SB system model can therefore be written as Y = XH + η



(3.20)



where X ∈ CNp ×Np is now a diagonal matrix containing the transmitted pilot samples in the SB and the vector H ∈ CNp contains the unknown complex fading coefficients (CFR) to be estimated.
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The vectors Y , η ∈ CNp are the channel output and noise vector respectively. The ML or MMSE estimation can be applied to this model to yield estimates of CFR at the SB sub-carriers. Referring back to sections 3.1 and 3.2, we may write the ML and MMSE estimation of SB channel estimate as follows,  -1 ˆ SB = X H Rη -1 X X H Rη -1 Y H ML ˆ SB H MMSE



= RHH







(3.21)



-1  -1 -1  H -1 X H Rη -1 X X H Rη -1 Y RHH + X Rη X



  -1 -1 ˆ SB = RHH RHH + X H Rη -1 X H ML



(3.22)



and for the case of white Gaussian noise i.e. Rη = ση2 I, the ML estimate simplifies to the Least Squares (LS) estimate and can be expressed as ˆ SB = H ˆ SB = X H X H ML LS while the MMSE estimate simplifies to



-1



X HY



 -1 -1 -1 H 2 ˆ SB σ X HX X HY X X R + H = R HH HH η MMSE  -1 -1 SB ˆ = RHH RHH + ση2 X H X H ML



(3.23)



(3.24)



3.3.2 Interpolation to LB CFR Having estimated the channel at the reference signal (SB) tones, the task at hand now is to estimate the CFR at the LB sub-carriers. Because the center frequency of the SB sub-carriers may be viewed as the center frequencies of alternate LB sub-carriers (see Figure 1.4), the process of LB CFR estimation can be viewed as an interpolation scheme, whereby we need to to interpolate between the ˆ SB ˆ SB or H estimated SB channel coefficients H ML MMSE [16, 17, 18, 20, 21, 25, 24]. Linear Interpolation Linear interpolation, by far the simplest and quite an intuitive interpolation approach, applied to our scenario means that we simply place the mean of adjacent SB CFR values as an interpolated value for LB CFR. With low pilot spacing this approach of linear interpolation is expected to show reasonable performance in terms of the channel estimation Normalized Mean Square Error (NMSE). However the performance degrades as we go for larger pilot spacing in SB. The performance of linear interpolation can be increased, particularly at low SNRs, by performing an averaging of SB channel estimate before interpolation. Reason behind this performance gain is that by averaging the estimate of neighbouring pilot sub-carriers, the effect of noise is reduced and as such the reliability of channel estimate can be significantly increased especially
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for smaller pilot spacing. The effect of averaging is however adverse at high SNRs, and averaged version performs even worse than the interpolation without averaging because it over-smooths the CFR. With an increase in pilot spacing, this cross-over SNR between with and without averaging linear interpolation performance decreases as expected. ML/MMSE Based Interpolation ML/MMSE based interpolation basically exploits the otherwise ignored fact that the Channel Impulse Response (CIR) is no longer than the length of Cyclic Prefix (CP). Since the CFR, whether it corresponds to SB or LB, can be expressed in terms of the CIR i.e. H SB = FNp ×L h or H LB = FNc ×L h (see section 2.1), it can be constrained to be lying in the subspace spanned by FNp ×L or FNc ×L respectively. The ML and MMSE optimization problems posed in equations 3.4 and 3.11 are no longer unconstrained, and can now be given as ˆ ML = argmax H H



ˆ MMSE = argmin H ˆ H



(Y − XH)H Rη -1 (Y − XH) s.t. H ∈ span [FNp ×L ] Z 



H − H ˆ ∈ span [FN ×L ] ˆ 2 PH|Y (H|Y ) dH s.t. H p



(3.25) (3.26)



In order to avoid these difficult constrained optimization problems we revert to indirect estimation of CFR via CIR estimation whereby these constraints are inherently included in the CIR estimation step. We emphasize that by doing so, the constrained optimization problems above are transformed to an unconstrained ones without any loss in terms of performance.



3.4 Estimation of Channel Impulse Response (CIR) As pointed out in the last section the estimation performance can greatly be improved by exploiting the fact that the channel impulse response is no longer than the length of cyclic prefix. Once the estimation is done in the CIR domain this constraint is inherently involved because in any case the estimation outcome is a vector of length L. Note that because a simple linear relationship exists between the CFR and CIR and because most of the estimators (including ML and MMSE estimators) are invariant under linear transformations, no loss of optimality is incurred via this indirect estimation procedure. The underlying idea of this section is to first carry out a ML or MMSE estimation of CIR followed by its transformation to LB CFR.



3.4.1 ML Estimation of CIR As aforementioned, ML based estimation of channel impulse response inherently makes use of the fact that CIR is no longer than the length of CP. In order to pursue the estimation of CIR we revert to the system model in Equation 3.2 and apply it specifically to the SB transmission to get, Y = XFNp ×L h + η



(3.27)



where X ∈ CNp ×Np is the diagonal matrix containing the transmitted pilot samples in the SB and the vector h ∈ CL contains the unknown CIR coefficients to be estimated. The vectors Y , η ∈ CNp
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are the channel output and noise vector respectively. The matrix FNp ×L ∈ CNp ×L is a Fourier Matrix associated with the Short Block and can be given as, 



e− jω SB (i p )(0)



e− jω SB (i p )(1)



 − jω SB (i p +1)(0) e− jω SB (i p +1)(1)  e  .. .. 1  FNp ×L = √ . .  NDFT  .. ..  . .  ω ω − j (i +N −1)(0) − j (i +Np −1)(1) p p p SB SB e e



 ... ... e− jω SB (i p )(L−1)  ... ... e− jω SB (i p +1)(L−1)   .. .. ..  . . .   .. .. ..  . . .  ω − j (i +N −1)(L−1) p p SB ... ... e



(3.28)



where i p is the starting pilot index and ω SB can be given as 2π /NDFT with NDFT being the DFT Size. Maximum Likelihood based estimation for CIR can be pursued now in light of the procedure outlined for a generic linear system model in section 3.1 with relevant substitutions in Equation 3.8 to finally arrive at -1  ˆ ML = FNH ×L X H Rη -1 XFN ×L FNH ×L X H Rη -1 Y h p p p



(3.29)



-1  ˆ ML = FNH ×L X H XFN ×L FNH ×L X H Y h p p p



(3.30)



For the case of white Gaussian noise i.e. Rη = ση2 I, the ML estimate of CIR reduces to



3.4.2 MMSE Estimation of CIR Like ML, MMSE estimation criterion can be used to estimate the CIR thereby exploiting the fact that it is no longer than the length of cyclic prefix. Given the SB System model in equation 3.27 presented again as Y = XFNp ×L h + η (3.31) a comparison with the generic system model in section 3.2, helps us to directly write, with relevant substitutions in Equation 3.16, the MMSE estimate of CIR as -1  ˆ MMSE = RhhFNH ×L X H XFN ×L RhhFNH ×L X H + Rη Y h p p p



(3.32)



which with repeated application of the matrix inversion lemma from Equation 3.17 can be simplified to the following form
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ˆ MMSE = Rhh FNH ×L X H h p = Rhh FNHp ×L



-1



-1



Rη − Rη X H



I − X Rη



-1







FNp ×L Rhh FNHp ×L



-1



H



-1



+ X Rη X



20



-1



H



X Rη



-1



!



Y



-1 !  -1 H -1 H X H Rη -1 Y X FNp ×L Rhh FNp ×L + X Rη X



-1 -1  -1  X H Rη -1 Y FNp ×L Rhh FNHp ×L + X H Rη -1 X = Rhh FNHp ×L FNp ×L Rhh FNHp ×L



-1  ⊙ = Rhh FNHp ×L FNp ×L Rhh FNHp ×L !  -1   -1 -1  -1 H -1 H H -1 I − X Rη X FNp ×L Rhh FNp ×L + X Rη X X H Rη -1 X X H Rη -1 Y  -1  -1 -1  X H Rη -1 X X H Rη -1 Y = Rhh FNHp ×L FNp ×L Rhh FNHp ×L + X H Rη -1 X



(3.33)



where (with reference to Equation 3.17) we use A = Rη , B = X, C = FNp ×L RhhFNHp ×L and D = X H for the equality labelled with ⊕, while A = X H Rη -1 X, B = I, C = FNp ×L RhhFNHp ×L and D = I for the equality labelled with ⊙. The MMSE based CIR estimate reduces for the case of white Gaussian noise to the following,  -1  -1 ˆ MMSE = RhhFNH ×L FN ×L RhhFNH ×L + ση2 X H X -1 h X HX X HY p p p



(3.34)



3.4.3 Transformation to LB CFR As aforementioned, both ML and MMSE estimators are invariant under linear transformations so that owing to the relationship between LB CFR and CIR, H LB = FNc ×L h (see section 2.1), the estimate of the LB CFR can be written as ˆ ˆ LB = FNc ×L h H



(3.35)



where FNc ×L ∈ CNc ×L is a Fourier Matrix, associated with the Long Block, and can be given in a manner similar to equation 3.28 for the Fourier Matrix FNp ×L . The ML and MMSE estimate of LB CFR therefore follow from Equations 3.29 and 3.33, and can be given as -1  ˆ LB = FNc ×L FNH ×L X H Rη -1 XFNp ×L FNH ×L X H Rη -1 Y H ML p p   -1 -1  -1 LB H H H -1 ˆ HMMSE = FNc ×L Rhh FNp ×L FNp ×L Rhh FNp ×L + X Rη X X H Rη -1 X X H Rη -1 Y



(3.36) (3.37)
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For the case of white Gaussian noise, these expressions simplify to, -1  LB ˆ ML = FNc ×L FNHp ×L X H XFNp ×L FNHp ×L X H Y H  -1 -1 -1 H H H 2 ˆ LB σ X X X HX X HY F R F + H = F R F Np ×L hh Np ×L Nc ×L hh Np ×L η MMSE



(3.38) (3.39)



A careful examination of the above equations reveal an inherent problem of ML estimation. The matrix to be inverted in equation 3.29 and 3.36 is of dimensions L × L and with N p < L (as is the case in chunk based transmission, N p ≈ 10 and L ≈ 100 in E-UTRA specs) is a rank deficient matrix. This actually is expected because we are trying to determine L unknowns from a system of N p linear equations (under-determined system, see equation 3.27). Note that pseudo-inversion can be used only in overdetermined systems. Solution to this problem lies in reducing the number of unknowns. This can be achieved if we exploit the sparseness of wireless multipath channel where only a few taps are non-zero unknowns. A simple solution is to reduce the CIR resolution by a certain downsampling factor, e.g. 32. This downsampled estimate of CIR, can then be subjected to upsampling by insertion of zeros followed by Fourier transformation to get the estimate of LB CFR. Note that a downsampling factor of 32 leads to well overdetermined system in our case and least squares (pseudo-inverse) or least nonzero entities solution can be applied to equation 3.29 and 3.36. It is worth appreciating that unlike the ML, for the MMSE estimation the central matrix (of dimensions N p × N p ) to be inverted is no longer rank deficient. The presence of uncorrelated noise as an additional term helps resolve this problem, and there is no need of downsampling as is there in ML based scheme. This added advantage comes however at the cost of increased complexity as compared to the ML approach.



3.5 Complexity Considerations In this section we consider the implementation complexity of the LB channel estimation approaches. The three competing channel estimation schemes that we consider in here are Linear, ML and MMSE based estimations described in sections 3.3 and 3.4. With regard to the approach presented in section 3.3.2, it suffices to say that it simply involves a linear interpolation of SB channel estimate and is by far the simplest scheme. For a comparison between ML and MMSE schemes we consider equation 3.38 and 3.39 respectively. For the ML based interpolation in equation 3.38, we note that given the knowledge of transmitted pilot symbols, the matrix inverse can be precomputed, and in fact the entire expression then reduces to a simple matrix transformation. -1  ˆ LB = FN ×L FNH ×L X H XFN ×L FNH ×L X H Y H p ML c p p = ANc ×Np Y



(3.40)



where the matrix ANc ×Np can be computed offline, and what remains to be done online is a complex matrix multiplication of dimension Nc × N p with a N p dimensional received vector. This amounts to Nc N p complex multiplications and Nc (N p − 1) complex additions, so that it can roughly be char-
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acterised as a O(2N p 2 ) computation for each SB (assuming Nc = 2N p ). For two SBs in a sub-frame it means O(4N p 2 ) computations for each sub-frame of duration 0.5 ms. For continuous reception this amounts to 2000(16N p 2 ) real multiplications per second. For the MMSE scheme in equation 3.39, on the other hand, the transformation can not be pre-computed because we need to know the the channel covariance matrix Rhh and the noise covariance. The channel covariance matrix for a WSSUS channel [28] is a diagonal matrix because all the CIR taps are uncorrelated with each other. The computational complexity in such a case for evaluating equation 3.39 amounts to around an O(5N p 3 + (3L + 3)N p 2 + (3L)N p ) computation which is significantly larger than the complexity order of ML estimation. For typical values of N p = 13 and L = 127 the complexity of ML estimation is just 338 complex multiplications per SB while that of MMSE estimation is 80834 complex multiplications.



3.6 Performance Comparison of Channel Estimation Schemes We simulate an uplink E-UTRA system with the following parameters adopted from the specifications [1]. The system bandwidth is 20MHz, and the number of Long Block (LB) sub-carriers is 2048, while that of Short Block (SB) are 1024 sub-carriers. The sub-frame duration is 0.5ms as specified in the E-UTRA specifications, leading to LBs of length 66.67 µ s and SBs of length 33.33 µ s. This corresponds to a sampling frequency of 30.72MHz or the sampling interval of 32.55ns. A Cyclic Prefix (CP) of length 127 samples is inserted to render the effective channel matrix circulant, leading to complete removal of ISI and ICI. A LB chunk size of Nc = 25 is considered, which corresponds to SB portion of N p = 13 subcarriers. First it is assumed that all of the SB sub-carriers are used for pilot transmission. Later we move on to the case of greater pilot spacings, say 2. The localized sub-carrier mapping is used and the SB positions are arbitrarily chosen to be 321, 322, . . ., 333 which correspond to LB positions of 641, 642, . . ., 665. Both LB and SB symbols are based on QPSK constellation. We note in Figure 3.1 that the MMSE channel estimation performs significantly better, especially at high and low SNRs, than the Linear or ML based estimation. Specifically, unlike other approaches it does not suffer from any error floor at high SNRs. A comparison between Figure 3.1 and 3.2 reveals that an increase in pilot spacing from one to two, leads to a shift of cross-over point between the performance of with and without averaging linear interpolation from about 38 dB down to 25 dB. Presented in Figure 3.3 is the comparison of channel estimation schemes under a Pedestrian A channel profile where we notice an unexpected good performance of linear interpolation approach even at high SNRs. The underlying reason here is the almost flat channel frequency response of Ped-A channel which can be imagined from the shortness of its CIR presented in Figure 2.3. Ped-B, on the other hand has a much longer and slowly decaying CIR which explains the poor performance of linear interpolation in Figure 3.4.
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Channel Estimation error for E−UTRA UL, Vehicular A (Time Invariant) 10 Linear Interpolation of LS−SB Linear Interpolation of LS−SB averaged ML based interpolation of LS−SB MMSE based interpolation of LS−SB
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Figure 3.1: Performance comparison of channel estimation schemes (Vehicular A; Static and Interferencefree scenario) Channel Estimation error for E−UTRA UL, Vehicular A (Time Invariant) 10 Linear Interpolation of LS−SB Linear Interpolation of LS−SB averaged ML based interpolation of LS−SB MMSE based interpolation of LS−SB
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Figure 3.2: Performance comparison of channel estimation schemes (Vehicular A; Static and Interferencefree scenario; SB pilot spacing of two)
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Channel Estimation error for E−UTRA UL, Pedestrian A (Time Invariant) 10 Linear Interpolation of LS−SB ML based interpolation of LS−SB MMSE based interpolation of LS−SB
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Figure 3.3: Performance comparison of channel estimation schemes (Pedestrian A; Static and Interferencefree scenario) Channel Estimation error for E−UTRA UL, Pedestrian B (Time Invariant) 10 Linear Interpolation of LS−SB ML based interpolation of LS−SB MMSE based interpolation of LS−SB
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Figure 3.4: Performance comparison of channel estimation schemes (Pedestrian B; Static and Interferencefree scenario)



Chapter 4



Channel Equalization for Static1 and Interference-free Channel Having estimated the channel from the Short Block (SB), we now turn our attention to the task of equalization and detection of data in the Long Blocks (LB). Again we restrict our discussions in this chapter to the case of static and interference-free scenario. Considering the receiver block diagram in Figure 4.1, now with reference to LBs, we can readily identify three possible equalizer design options. Firstly, we can place the equalizer right in the front operating on time domain symbols and attempting to make the received time domain symbols as close as possible to the transmitted symbols under some criterion. This so called Time-domain EQualizer (TEQ) is computationally as complex, as for any non-OFDM system, because it fails to exploit the circulant structure of the effective channel matrix (see section 2.1). Nevertheless, TEQ has been employed for OFDM systems as well [29, 30, 31], but only in scenarios where the performance of other equalization structures degrades significantly such as insufficient cyclic prefix scenario to be discussed in Chapter 8.
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Figure 4.1: E-UTRA Uplink, Equalizer design options 1 Static



refers here to time-invariant channels; Both AWGN and Multipath channels are included.
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Secondly, the equalizer can be designed to reduce the error between received and transmitted sub-carriers and as such we may call this a Frequency-domain EQualizer (FEQ). Since a simple linear and scalar relationship exists between transmitted and received sub-carriers, this equalizer is expected to be computationally far less complex as compared to the TEQ. Lastly, the equalizer can be designed to directly minimize the error between the received and transmitted data symbols. This equalizer will be henceforth referred to as Data-symbol-domain EQualizer (DEQ). In the sequel, we consider only the last two options of equalizer design, derive their expressions and compare their performance and computational complexity.



4.1 Equalization in the Frequency Domain (FEQ) The Frequency-domain EQualizer (FEQ), as pointed out in Figure 4.1, is placed after the blocks of CP removal, FFT operation and Sub-carrier damping, so that the frequency domain system model from section 2.1 applies which is repeated here for convenience Y = HX + η



(4.1)



where H ∈ CNc ×Nc is a diagonal matrix containing the complex fading coefficients at the subcarriers of interest. The vectors Y , X ∈ CNc are the frequency domain channel output (after N-point FFT at receiver) and the frequency domain channel input (before N-point IDFT at transmitter). Note that, adapted from equation 2.7, H can be given as H = diag[FNc ×L h]



(4.2)



where FNc ×L is the relevant portion of the Fourier matrix FN and L is the channel impulse response ˆ i.e. length. The linear equalizing filter W ∈ CNc ×Nc at the receiver attempts to reconstruct X as X, ˆ = W Y = W HX + W η X



(4.3)



Reconstruction Mean Square Error (MSE) in the frequency domain can be given as   ˆ 2 εX (W ) = E kX − Xk   = E kX − W HX − W ηk2    ⊕  = E kX − W HXk2 + E kW ηk2 h i h i = E (X − W HX)H (X − W HX) + E (W η)H (W η)     = E X H X − X H W HX − X H H H W H X + X H H H W H W HX + E η H W H W η     ⊖  = E tr X H X − tr X H W HX − tr X H H H W H X + tr X H H H W H W HX   + E tr η H W H W η     ⊗  = E tr XX H − tr W HXX H − tr H H W H XX H + tr H H W H W HXX H   + E tr W H W ηη H    ⊙ = tr (RX)−tr(W HRX)−tr RX H H W H +tr W HRX H H W H +tr W Rη W H (4.4)
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where the equality labelled with ⊕ follows from the uncorrelatedness of signal and noise, while the one labelled with ⊖ follows from the fact that tr(a) = a for any scalar a. The next equality marked with ⊗ exploits the trace identity tr(ABC) = tr(CAB) = tr(BCA) for matrices A, B, C of suitable dimensions, and the last equality labelled with ⊙ follows from the interchangeability of Expectation and Trace operator. Now the equalizer can be designed under ZF or MMSE criteria given below, FEQ s.t. W H = INc (4.5) WZF = argmin εX (W ) W



FEQ WMMSE = argmin εX (W )



(4.6)



W



Under the ZF constraint W H = INc , the reconstruction MSE reduces to a single term εX (W ) =  tr W Rη W H which is minimized by the following ZF equalizer  -1 WZF = H H Rη -1 H H H Rη -1



(4.7)



T T . ∂ ε (W ) = − (HRX )T + HRX H H W H + Rη W H = 0 ∂W



(4.8)



−RX H H + W HRX H H + W Rη = 0  W HRX H H + Rη = RX H H



(4.9)



The MMSE equalizer can be obtained by differentiating the cost function εX from equation 4.4 with respect to W , and then setting the derivative to zero.



where we used the property



∂ ∂ A tr(AB)



= B T . After complex conjugation we have



so that the MMSE equalizer can be given as



-1 FEQ WMMSE = RX H H HRX H H + Rη  -1 = RX -1 + H H Rη -1 H H H Rη -1



(4.10)



where the matrix inversion lemma from equation 3.17 has been used to obtain the second form. Now in the case of white Gaussian noise i.e. Rη = ση2 I, and uncorrelated transmitted signal i.e. RX = σX2 I, the MMSE equalizer reduces to, -1 FEQ WMMSE = I σX-2 + ση-2 H H H H H ση-2 !-1 ση2 I + H HH HH = σX2



(4.11)



One can immediately notice here that the equalizer matrix reduces for this case into a diagonal matrix, implying huge complexity reductions not only for equalizer design (no matrix inversion required, scalar division works) but also for the equalization task itself (no matrix multiplication, just a scalar multiplication works). In fact this is the reason that it is often referred in the literature
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as Single Tap FEQ. Interesting to note here are the special cases of high and low SNR At High SNR, i.e. At Low SNR, i.e.



ση2 /σX2 ≪ H H H



ση2 /σX2 ≫ H H H



=⇒ =⇒



-1 FEQ FEQ WMMSE ≈ H H H H H = WZF  FEQ FEQ WMMSE ≈ σX2 /ση2 H H = WMF



(4.12) (4.13)



4.2 Equalization in the Data-symbol Domain (DEQ)



We emphasize that the notion of Data-symbol-domain EQualizer (DEQ) that we consider here is peculiar to DFT-SOFDM and is absent in conventional OFDM systems. The system model for designing a DEQ must include the Nc point DFT at transmitter and the Nc point IDFT at receiver and as such can be given as, y = F H HF s + F H η (4.14) where F ∈ CNc ×Nc is the Fourier matrix. The vectors s, y ∈ CNc are respectively the time domain data symbols at the transmitter (before Nc point DFT) and at the receiver (after Nc point IDFT). The linear equalizing filter W ∈ CNc ×Nc now applied after the Nc point IDFT at receiver attempts to reconstruct s as s, ˆ i.e. sˆ = W y = W F H HF s + W F Hη  = W F H HF s + W η´



(4.15)



Now given the ZF and MMSE equalizer design criteria DEQ WZF = argmin εs (W )



s.t. W F H HF = INc



W



DEQ WMMSE = argmin εs (W )



(4.16) (4.17)



W



  where the MSE εs (W ) = E ks − sk ˆ 2 is chosen as the cost function, we may follow similar steps as in the last section to arrive at the solutions for the equalizers. A closer comparison of the design equations 4.3 and 4.15, however, enables us to directly write the ZF solution as, DEQ WZF =







F H HF



and the MMSE solution can be given as,



H



Rη´ -1 F H HF



-1



F H HF



H



Rη´ -1



-1 H  H  H DEQ F HF Rs F H HF + Rη´ WMMSE = Rs F H HF  H H -1 H F HF Rη´ -1 = Rs-1 + F H HF Rη´ -1 F H HF



(4.18)



(4.19)



where again the matrix inversion lemma from equation 3.17 has been used to obtain the second form. Now in the case of white Gaussian noise i.e. Rη´ = Rη = ση2 I, and uncorrelated transmitted signal i.e. Rs = σs2 I, this MMSE equalizer reduces to, DEQ WMMSE =



ση2 I + F H H H HF σs2



!-1



F HH H F



(4.20)
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4.3 Comparison between FEQ and DEQ We note that for the case of uncorrelated signal and uncorrelated noise, the two MMSE equalizers are related by a simple expression as follows (We use the fact that F being a unitary matrix, F F H = I), DEQ WMMSE



!-1 ση2 H H H F F + F H HF = F HH H F σs2 !-1 ση2 H H =F I +H H H HF σs2 FEQ = F H WMMSE F



(4.21)



Similarly the relationship between ZF equalizers for the case of uncorrelated signal and uncorrelated noise can be expressed as DEQ FEQ WZF = F H WZF F



(4.22)



As can be immediately noticed both equalizer design perspectives DEQ and FEQ (no matter under ZF or MMSE criteria) would lead to the same expression for s, ˆ so that we have sˆ MMSE = F



H



ση2 I + H HH σs2



!-1



H



H HF s + F



sˆ ZF = s + F H H H H



-1



H



ση2 I + H HH σs2



H Hη



!-1



H Hη



(4.23)



(4.24)



We conclude therefore that, both FEQ and DEQ equalizers are completely identical in terms of their performance. Computational complexity, however, for the MMSE as well as ZF equalizer are different because FEQ has a diagonal structure while the DEQ has no such structure. The diagonal structure of FEQ not only implies a lower complexity in design but also in its application as compared to the DEQ. That is why, we pursue the FEQ in the sequel.



4.4 Equalization MSE for ZF and MMSE Equalizer We notified in previous section that whether the equalizer (ZF or MMSE) be designed in the Frequency or Data-symbol domain, it leads to identical reconstruction expression. The equalizer design criteria, however, does effect the equalization performance. This can be seen from different reconstruction expressions for ZF and MMSE equalizer. In this section we attempt to explore this performance difference analytically and in the next section via simulations.
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For analytical expression of equalization MSE we use equation 4.15 to express   ε (W ) = E ks − sk ˆ 2   = E ks − W F H HF s − W F Hηk2   = tr (Rs) − tr W F H HF Rs − tr RsF H H H F W H   + tr W F H HF RsF H H H F W H + tr W Rη´ W H



(4.25)



where we have used some trace identities described already in section 4.1. The error expression reduces for the case of white Gaussian noise i.e. Rη´ = Rη = ση2 I, and uncorrelated transmitted signal i.e. Rs = σs2 I to,     ε (W ) = σs2 Nc − tr W F H HF − tr F H H H F W H + tr W F H HH H F W H  + ση2 tr W W H



(4.26)



Now plugging in the expressions for ZF and MMSE equalizer (equations 4.22 and 4.21) we get expressions for the MSE as follows. For the ZF equalizer we note that W F H HF = INc , so that the entire expression for MSE boils down to  -1  ε (WZF ) = σs2 [Nc − tr (INc ) − tr (INc ) + tr (INc )] + ση2 tr F H H H H F =



ση2 tr (H H H)



(4.27)



For the MMSE equalizer, we first combine the last two terms in equation 4.26 into a single trace operator.    ε (W ) = σs2 Nc − tr W F H HF − tr F H H H F W H     + σs2 tr W F H HH H F W H + ση2 /σs2 tr W W H    = σs2 Nc − tr W F H HF − tr F H H H F W H    + σs2 tr W F H HH H + ση2 /σs2 INc F W H



(4.28)



and now substituting the equalizer expression from equation 4.21 only in the last term and then applying the matrix inversion lemma we get for the MMSE equalizer    ε (WMMSE ) = σs2 Nc − tr WMMSE F H HF − tr F H H H F WMMSE H   ! !-1  2 2 ση ση + σs2 tr WMMSE F H HH H + 2 INc H IN + H H H F  σs σs2 c    = σs2 Nc − tr WMMSE F H HF − tr F H H H F WMMSE H    !-1 ! 2 2 σ σ η η HF  IN + HH H + σs2 tr WMMSE F H HH H + 2 INc σs σs2 c   = σs2 Nc − tr F H H H F WMMSE H



(4.29)
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so that we finally obtain the following simplified expression for reconstruction MSE 







ε (WMMSE ) = σs2 Nc − tr H H H



ση2 IN + H H H σs2 c



!-1 



(4.30)







4.5 Equalization Simulation Results The simulation parameters are adopted from the E-UTRA specifications [1] and are in fact exactly same as the ones mentioned earlier in Section 3.6. Presented in Figure 4.2 below is a comparison of MMSE and ZF equalization. The channel estimates used in equalizer design are obtained from Linear, ML and MMSE based interpolation (see sections 3.3 and 3.4) of the SB channel estimates derived from the pilot symbols. No matter, which channel estimates are employed, MMSE equal-
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Figure 4.2: Performance comparison of ZF and MMSE equalization in terms of NMSE under LI, ML and MMSE channel estimation (Vehicular A; Static and interference-free scenario). Solid lines represent MMSE while dashed lines represent ZF performance. Performance of MMSE equalization with ideal channel estimation is shown in black.



Chapter 4. Channel Equalization for Static and Interference-free Channel



32



izer always outperform the ZF equalizer as it takes into account noise covariance. Performance of ZF is inferior especially at low SNR region because of its noise amplification property. At high SNR, performance of both equalizers approach each other. Also shown in the Figure is the case for ideal channel estimation followed by the MMSE equalization. Interesting to note here is the error floor that appears in the case of LI and ML estimation. Reason for this lies in the error floor encountered during channel estimation. Given that the channel estimation MSE does not come down proportionally at high SNRs, both MMSE and ZF equalizer fail to bring the equalization MSE down with increasing SNR. We also analysed the performance of the two equalizers in term of Bit Error Rate (BER) in Figure 4.3. In the absence of channel coding a simple hard decision decoding is performed to recover the transmitted data symbols. Error rate is then calculated for a large number of simulation runs.
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Figure 4.3: Performance of MMSE equalization in terms of BER under LI, ML and MMSE channel estimation (Vehicular A; Static and interference-free scenario)
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4.6 Coded Performance The simulation results presented in the last section do not incorporate the channel coding scheme that exists in E-UTRA specifications. The 3GPP standardization committee has recommended the use of the capacity approaching Turbo Codes [32] in the uplink. Major motivation for employing Turbo Codes comes from their similarity to the existing convolutional and turbo codes in the earlier standards as well as their capabilities of iterative detection and turbo equalization.



4.6.1 Turbo Coding Parameters In the context of E-UTRA uplink, presence of turbo coding means that at the transmitter side, the block of bits to be transmitted in one Transmission Time Interval (TTI) is independently coded by a Turbo encoder. For an M-ary QAM constellation this implies that 6Nc log2 (M) bits that can be accommodated in a TTI per chunk comes from a Turbo encoder. The number of bits at the encoder input therefore reduce to 2Nc log2 (M) − 4. Specifically for QPSK constellation and a chunk size of Nc = 25 we have 96 bits at the encoder input which are expanded to 300 bits by the rate 1/3 Turbo encoder. Details of the relevant parameters with regard to channel coding are summarized in the Table below. Coding Parameter Encoder structure Code rate Information block length (K) Coded block length (N) Interleaver (inside Turbo) Interleaver (outside Turbo to guard against fading) Decoding iterations Log-MAP flag



Value / Description Two rate 1/2 Conv. encoders in PC∗ 1/3 (ignoring tail bits) 96 bits 300 bits (3 . 96 + 12) According to UMTS Rel 5/6 Random interleaver 6 1 (Log Domain BCJR)



Table 4.1: Channel Coding parameters. ∗ PC denotes Parallel Concatenation.



4.6.2 Soft in Soft out Turbo Decoding based on LLRs The turbo decoding is based on BCJR algorithm [33] which is the optimal symbol error rate minimizing algorithm for channel decoding. Note, however, that since turbo decoding employs BCJR iteratively for each of its constituent convolutional decoders separately, it is not the optimal decoding technique for the parallel concatenated codes. Nevertheless, as compared to the full-blown MAP turbo decoder it arrives at near optimal performance with significantly reduced complexity. At the heart of the turbo decoding algorithm is the exchange of extrinsic information between the two individual BCJR decoders. This information is exchanged in the form of Log Likelihood Ratios (LLR) values of each bit. We need therefore to generate the LLR values for each bit from the soft symbol outputs of the equalizer.
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The equalizer output from equation 4.23 can be re-written as, sˆ = F



H



ση2 I + H HH σs2



!-1



H



H HF s + F



H



ση2 I + H HH σs2



= As + Bη



!-1



H Hη (4.31)



On a thorough analysis of the matrices A and B (see section 9.1), the equalizer output, after incorporating the residual interference into gaussian noise can be decomposed into scalar expressions such as, sˆi = Heffi si + ηeffi



(4.32)



where Heff i is the ith diagonal element of the matrix A. The effect of remaining elements in the ith row of the matrix A is incorporated into the effective noise ηeffi . Thus each equalized symbol is a scaled version of the original symbol corrupted by a zero mean coloured gaussian noise of given noise covariance matrix. Note that the scaling factor is a real number that can completely be determined, given the knowledge of channel and noise covariance (see section 9.1). Now the LLR for mth bit of symbol si can be given as [34] Lim = ln



Pr(bm = 1|sˆi , H) Pr(bm = 0|sˆi , H)



(4.33)



for m = 1, 2, . . . , M and i = 1, 2, . . . , Nc . The a-posteriori probability that the mth bit of symbol si is 0 (or 1), can be recognized as the sum of probability that the received symbol sˆi is one of those symbols that are associated with a bit value of 0 (or 1) at the mth position. Partitioning the set of (0) (1) constellation points M into two disjoint groups Mm and Mm for each bit position containing respectively symbols associated with a bit value of 0 or 1 respectively at mth position, enables us to write the LLR as follows, P (1) Pr(s|sˆi , H) s∈Mm i Lm = ln P (4.34) (0) Pr(s|sˆi , H) s∈M m



Employing Bayes Theorem and ignoring the terms that appear in both numerator and denominator to cancel out each other, leads to P (1) Pr(sˆi |s, H) s∈Mm i (4.35) Lm = ln P (0) Pr(sˆi |s, H) s∈M m



Now exploiting the assumption of gaussian effective noise in equation 4.32, leads finally to the following expression for the exact LLR of each bit



Lim = ln



P



(1)



s∈Mm



P



(0)



s∈Mm



exp exp











−1 ση2



eff



|sˆi − Heffi



s|2



−1 |sˆ − Heffi s|2 ση2eff i



 



(4.36)
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The evaluation of above LLR is complicated in the sense that it involves computation of log of a sum of exponentials. A natural way to reduce this complexity is to consider only the most dominant term in the numerator and denominator, which implies that log and exponentiation cancel each other leading to a greatly simplified LLR computation formula Lim ≈ max



(1)



s∈Mm



(



) ) ( −1 −1 |sˆi − Heffi s|2 − max |sˆi − Heffi s|2 2 (0) ση2eff σ ηeff s∈Mm



(4.37)



Indeed this simple expression for computation of bit LLRs has been used in our simulations. Further simplifications can be made by approximating Heffi ≈ 1 which holds exactly only for the ZF equalizer. Presented in Figure 4.4 are the BER curves after decoding for the Vehicular A channel profile and with MMSE Equalizer having inputs from LI, ML, MMSE and ideal channel estimation.
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Figure 4.4: Performance of MMSE equalization in terms of Decoded BER under LI, ML and MMSE channel estimation (Vehicular A; Static and interference-free scenario)



Chapter 5



Complexity Reduction of MMSE Channel Estimation and Equalization In this chapter we consider the implementation aspects of the estimation and equalization schemes discussed in Chapters 3 and 4. Specifically we will consider ways to estimate noise power and channel covariance matrix with a major goal of complexity reduction especially for the MMSE channel estimation.



5.1 Noise Power Estimation Whether it be MMSE channel estimation or channel equalization, an issue that has not been addressed so far is noise power estimation. Although there exists schemes like Maximum Likelihood (ML) or Least Squares (LS) for channel estimation and Zero Forcing (ZF) for equalization that do not require any knowledge of noise covariance but they fail to offer the performance offered by the schemes that take into account the thermal noise structure. As has been shown already (see Figures 3.1 and 4.3 for instance), MMSE based channel estimation and MMSE based equalization significantly outclass above mentioned schemes as a consequence of their knowledge of noise covariance matrix. In most practical cases however, thermal additive gaussian noise can safely be assumed to be white, i.e. uncorrelated. This implies that the noise covariance matrix contains no non-zero off-diagonal entries and as such the number of unknowns to be estimated in noise covariance matrix drastically reduce. Note that this assumption does not hold true if there is some sort of interference (e.g. ICI) which is common to all the sub-channels. Yet another safe assumption in the context of OFDM systems with no ICI, is that all the sub-carriers are affected by the same noise power, leading to the case that whole channel noise covariance matrix becomes a scaled identity, the scaling factor being the noise power. The only unknown to be estimated for estimation of noise covariance matrix is the noise power then. Numerous strategies have been proposed in the literature for estimation of noise power or for the ratio of signal to noise power. A fairly standard way for estimation of noise power is based on the singular value decomposition of the received noisy signal and as such is computationally expensive. In [35] ML based joint channel and noise power estimation has been presented, which shows good performance but at the cost of significantly high estimation complexity. [36] proposes 36
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a technique for estimation of coloured noise and it proves to be beneficial in systems with interference. Some simplified ad hoc noise power estimation algorithms have also been proposed for different scenarios [35, 37]. An interesting way to estimate the noise is through the use of pilot block. Given the channel estimate, the knowledge of pilot symbols can be exploited to estimate the noise component in the received signal and correspondingly its power. This can also be carried in a decision directed manner for any data block as well by assuming that no symbol errors were made during detection. Proceeding this way for few blocks and averaging of estimates can lead to a potentially close estimate of the noise power. In most practical situations noise power remains constant over relatively larger duration of time, the procedure needs to be carried out only once in a few sub-frames and as such its complexity would be manageable. What we pursue here is a technique for noise power estimation that is specially suitable for uplink of chunk based systems. Since some of the sub-carriers, normally at the extremes of the spectrum, are left unused i.e. not allocated to any user, the uplink receiver can get an estimate of its thermal noise power from the portion of spectrum that is not being used currently for data transmission. The E-UTRA Uplink block diagram 1.2, reveals that although noise is being added to the received time domain signal yet after DFT at the receiver it essentially remains the same in statistical sense so that noise can be modelled to be added in the frequency domain on each of the subcarriers with equal power. Now since the receiver knows about the so called Null Sub-Carriers it can select a few such sub-carriers and measure their power to get an estimate of its own thermal noise power. An averaging can be performed over a few such noisy sub-carriers from a few successive blocks to establish an accurate estimate of noise power. This estimate can be updated after a few frames depending upon the free computational power and variation of noise power along time. Analysis of Noise Power Estimator performance
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Figure 5.1: Performance of the proposed noise power estimator
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Presented in Figure 5.1 is the comparison between the actual noise power and the power estimated using the above mentioned null sub-carriers scheme. The plot on the left establishes that the estimator is un-biased, the curves for estimated noise power and true noise power virtually overlap on the average, i.e. E[σˆη2 ] = ση2 . The second plot, on the other hand, shows the mean square noise power estimation error (MSE) as the SNR varies. Since the normalized estimation MSE is around -30dB (0.1 %), we can rely and use the estimated noise power without incurring any loss in the estimation and equalization performance.



5.2 Estimation of Channel Covariance Matrix The MMSE channel estimator (for instance in Equation 3.39) requires the knowledge of the channel covariance matrix Rhh = E[hhH ]. For an arbitrary multipath fading channel it is a full L × L matrix, but under the assumption of Wide Sense Stationarity [28], the channel taps become uncorrelated with each other, leading to a diagonal structure of the channel covariance matrix. Since WSSUS is a standard assumption, and is generally satisfied by all the practical wireless channels encountered, what we need to estimate for computation of channel covariance matrix include • determination of number of dominant taps, • estimation of CIR tap positions and • estimation of relative tap weights (expected amplitudes). Numerous schemes have been proposed in the literature to estimate the number and position of CIR taps. Prominent proposals include [38] which use the Minimum Description Length (MDL) criterion to determine the number of paths while Estimation of Signal Parameters by Rotational Invariance Techniques (ESPRIT) is used to acquire initial tap positions. It proceeds further to track tap positions via Delay Locked Loop (DLL). The Generalized Akaike Information Criterion (GAIC) cost function has been used in [39] to determine the significant tap positions. The relative tap weights can either be estimated via sophisticated methods mentioned therein or can be derived from a uniform or negative exponential Power Delay Profile (PDP). Owing to the large computational complexity and also to the lack of sufficient number of pilots as compared to the CIR length (N p ≪ L in our case), we avoid the estimation of channel covariance matrix and rather prefer to use a robust and constant channel covariance matrix.



5.3 Using Robust Channel Covariance Matrix As pointed out in the last section, we avoid the complexity of estimating the channel tap positions and their relative dominance by using a robust channel covariance matrix that offers acceptable performance to almost any channel profile that can be encountered. Naturally this means that we cannot give preference to say tap 50 over tap 51 or 52. This may lead to the use of a uniform PDP in order to derive the channel covariance matrix. It is however learnt from experience that given a crude time alignment, the expected power on say the last 10 taps is much lower as compared to the power on the first 10 taps of the CIR. A natural choice then is to choose a channel covariance matrix based on gradually decreasing
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PDP. We compare in Figure 5.2 the various standard PDPs being currently used to model wireless channels [14]. These include the Pedestrian A, Pedestrian B, Vehicular A and Vehicular B channel profiles. Also presented is a negative exponential PDP with its decay factor adjusted to roughly match the decay pattern of the given PDPs. Selecting a Robust Power Delay Profile 0.8 Pedestrian A Pedestrian B Vehicular A Vehicular B (truncated) Negetive Exponential
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Figure 5.2: Pictorial comparison of different PDPs used in wireless channel modelling to the negative exponential PDP. All PDPs have been scaled to a norm of one except the negative exponential which is scaled by 5 to enable better visual comparison.



Since the negative exponential PDP shows a high degree of resemblance with other PDPs, we are inclined to use it in order to derive the channel covariance matrix. The first question that arises, once we intend to use a negative exponential PDP is about its decay factor. The decay factor β of a negative exponential PDP A = e−β τ determines its RMS delay spread which can be given as 1/β . A large delay spread would mean a slowly decaying PDP like Pedestrian B while a small delay spread would lead to a PDP like Pedestrian A in Figure 5.2. Presented below in Figure 5.3 are the results which we carried out in order to select a nominal value of β that offers a good compromise delay spread. The cost function being minimized can be written in general as,



ε (β , γ ) =



X



i:hi 6=0



| γ e−β i − hi |2



(5.1)



where hi ’s denote the amplitude of CIR coefficients of the PDP under consideration and γ is a scaling factor that scales the negative exponential PDP to match especially the first tap amplitude. Shown in Figure is the result of joint numerical optimization of MSE over β and γ . We note that the MSE between true Ped-A and Negative exponential PDP is minimal when β = 1/2.7. On the other extreme we need β = 1/29 and β = 1/32.9 to minimize the MSE for the case of Ped-B and Veh-B PDPs. A value of β = 1/14.7 proves to be optimal for the case of Veh-A channel profile. In the sequel, because of the uncertainty of exact channel profile that can be encountered, we fix β = 1/12.7 = 10/Lmax with Lmax = 127, i.e. a RMS value of 1/10th the maximum delay is assumed.
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Figure 5.3: Selection of a nominal value of Negative Exponential PDP’s Decay factor, β . The optimal minimum MSE points have been encircled in white. In order to quantify the effectiveness of the negative exponential PDP and demonstrate its robustness we compare below the MMSE channel estimation and equalization performance while using true, uniform and negative exponential PDP for the channel covariance matrix. Pedestrian A (Figure 5.4), Pedestrian B (Figure 5.5) and Vehicular A (Figure 5.6) channel profiles have been used for comparison. It is worth appreciating that negative exponential PDP offers a reasonable compromise between full knowledge of channel profile (True PDP) and no knowledge (Uniform PDP). Although the decay pattern (see Figure 5.2) of the employed negative exponential PDP does not exactly match with that of Pedestrian A (too rapid decay) and also that of Pedestrian B (too slow decay), the negative exponential PDP suffers only a minor degradation in terms of channel estimation MSE compared to the true PDP (Figures 5.4 and 5.5). Compared to the case of uniform PDP, channel estimation gains of approximately 3 dB, 1 dB and 3 dB can be observed for the three profiles respectively. The performance gap between true and negative exponential PDP diminishes even further if we analyze the performance after equalization, while we still observe gains of about 0.5 dB over the uniform PDP at a BER of 1% for Pedestrain A and Vehicular A channel profiles. Figure 5.2 shows that decay pattern of Vehicular A channel profile is pretty close to that of negetive exponential PDP, which explains as to why all the curves (estimation MSE, Equalization MSE and BER) corresponding to the true and negetive exponential PDP virtually overlap each other in Figure 5.6.
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Figure 5.4: Robustness of Negative Exponential based Channel Covariance Matrix, Pedestrian A
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Figure 5.5: Robustness of Negative Exponential based Channel Covariance Matrix, Pedestrian B
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Figure 5.6: Robustness of Negative Exponential based Channel Covariance Matrix, Vehicular A
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We conclude therefore that using a negative exponential PDP based channel covariance matrix for MMSE channel estimation offers a worthy trade-off between complexity and performance. At the expense of only an insignificant loss in terms of BER, the need for estimation of number of significant taps, their positions and their relative dominance is alleviated, leading to major complexity reduction in itself and also has some nice implications to be discussed in the next section.



5.4 Pre-computing Estimation Transformations As justified in the last section, use of a robust negative exponential PDP based channel covariance matrix in place of the true channel dependent channel covariance matrix incurs just a minor performance loss, so that MMSE channel estimation transformation can use a fixed channel covariance matrix independent of the exact channel profile being encountered. The MMSE channel estimation equation, repeated here for convenience from Equation 3.39, shows that given the prior knowledge of pilot symbol and the use of a fixed and robust channel σ2



covariance matrix, the only unknown in the transformation matrix ANηc ×Np is the noise power level.  -1 -1 -1 H H H 2 ˆ LB F R F + = F R F σ H X HX X HY X X Np ×L hh Np ×L Nc ×L hh Np ×L η MMSE σ2



= ANηc ×Np Y



(5.2)



This motivates the pre-computation of transformation matrix offline for various noise power levels, thereby alleviating the need to compute matrix inverse and products online. Effectively this σ2



means a significant complexity reduction because computing ANηc ×Np online requires significantly large number of operations. The strategy would work however, if the MMSE channel estimator is insensitive to the exact noise power and a coarsely quantized noise power yields a performance close to the optimal MMSE channel estimator. The insensitivity of the MMSE channel estimator is demonstrated in Figure 5.7 where besides using the original noise power for computing the MMSE channel estimate, higher and lower noise powers are also tried. It can readily be observed that noise power offset by ±5 dB incurs only an insignificant loss in terms of estimation MSE. This justifies grouping of SNR points into intervals of width 10 dB. The MMSE channel estimation transformation can then be computed for each of the intervals using the mean noise power that corresponds to the center of interval. We observe that in the high SNR region (SNR > 25 dB), the curves tend to converge implying that width of the interval can be increased to more than 10 dB. Similarly in the low SNR region (SNR < 5 dB) owing to the more prominent effect of noise on BER instead of channel estimation MSE, a larger interval width can be selected without sacrificing much in terms of BER. The intervals that we select therefore are (−∞, . . . , 5 dB), [5 dB, . . . , 15 dB), [15 dB, . . . , 25 dB), [25 dB, . . . , ∞). Thus we pre-compute a MMSE channel estimation transformation for each of the four SNRparametrized intervals and use these pre-computed transformations instead of computing estimation transformations online.
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MMSE Channel Estimation with Noise Power Under/Over estimation, Vehicular A (Time invariant) 2 20 dB lower 10 dB lower 5 dB lower 0 dB (orignal power) 5 dB higher 10 dB higher
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Figure 5.7: Insensitivity of MMSE Channel Estimation to Noise Power (Vehicular A)



5.5 Summary The complexity reduction aspects discussed in this chapter are summarized in the table below. We conclude our discussion of pre-computation of transformations by presenting a comparison of MMSE channel estimation with and without pre-computation in Figure 5.8. It can readily be seen that it leads to insignificant loss in performance. Also presented for comparison are channel estimation curves for ML and Linear (averaged) interpolation. The dashed curves in the BER sub-figure represent the coded performance. Scheme Arbitrary Diagonal Channel Covariance Matrix Fixed Channel Covariance Matrix (E.g. Negative Exponential) Fixed Channel Covariance Matrix and Parametrized Noise Power



Complexity in terms of complex multiplications



Numerical Values (L = 127, N p = 13)



5N p 3 + (3L + 3)N p 2 + 3LN p



80834



5N p 3 + 3N p 2



11492



2N p 2



338



Table 5.1: MMSE Channel Estimation, Proposed Complexity Reduction
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Channel Estimation error for E−UTRA UL, Vehicular A (Time invariant) 10 Linear Interpolation of LS−SB ML based interpolation of LS−SB MMSE based interpolation of LS−SB (Full Complexity) Reduced Complexity MMSE based interpolation of LS−SB
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Figure 5.8: Comparison of Reduced Complexity (Precomputed Transformations) with Full Complexity MMSE Channel Estimation (Vehicular A).



Chapter 6



Channel Estimation and Equalization for Time-variant Channels Channel models considered in the previous chapters have been time invariant and the maximum multipath delay has been also assumed to be smaller than the length of the Cyclic Prefix (CP). With these assumptions in place, the system behaves ideally i.e. multiple parallel sub-channels obtained, in the frequency domain, as a result of CP based transmission remain orthogonal to each other with no interferences between them. While this chapter is devoted to channel estimation and equalization for the case of time-variant channels, the case of insufficient CP will be addressed in Chapter 8.



6.1 Implications of Channel Time-variance Time variance of channel has two major implications in context of channel estimation and equalization. First if the channel varies significantly during the transmission of a single OFDM block, then the effective time domain channel matrix shown to be circulant earlier in section 2.1, no longer remains circulant. Repeating, for convenience, the equation 2.4 we note that for a time variant channel the CIR coefficients encountered by the first few samples (initial rows of the matrix) will be somewhat different than the CIR coefficients encountered by the last samples of the symbol (last rows of the matrix). 
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(6.1)



Specifically, the time domain channel matrix ceases to be circulant. This implies that the otherwise diagonal channel matrix in frequency domain (containing CFR), no longer remains diagonal. The 47
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existence of non-zero off-diagonal values in the channel matrix means that the sub-carrier orthogonality is lost. Note that this effect termed in the literature as Inter Carrier Interference (ICI) is different from the Inter Symbol Interference (ISI) which occurs if the channel impulse response is longer than the length of CP. The existence of ICI is a consequence of time variance of channel and it can be there even if the length of CP is sufficient with respect to the multipath delay. Explicitly, for a time variant channel we have the system model as, Yk = HXk + ηk



such that H 6= diag F



"



h 0N−L



#!



(6.2)



Secondly if the channel is time variant, channel estimates derived using pilot symbols during a transmission may become outdated within the next few symbol blocks. In particular the channel estimate derived from a SB, may be rendered useless for the LBs toward the end of a sub-frame owing to rapid channel variations. The spacing between SBs therefore needs to be reduced, or some strategy is to be sought for updating and tracking the channel estimates between the two SBs of a sub-frame.



6.2 Characterizing Channel Time-variance The extent to which the two phenomenas mentioned above, affect the task of channel estimation and equalization depends upon how rapid the channel variations are. Normally time variance of the channel is characterized by its doppler frequency and other related parameters which are explained below. Time variance of channel is a consequence of movement of the transmitter, receiver or scatterers. Relative motion between transmitter, receiver or scatterer brings about a change in the frequency of the signal being received because of the well known Doppler effect. For a relative speed of motion v with an angle α to the direction of wave propagation and carrier frequency fc , the change in received frequency referred to as doppler frequency fd , can be given as fd =



v c



fc cos(α )



(6.3)



Presence of a non-zero doppler frequency implies that on the complex phasor diagram some phasors continuously rotate with frequency fd as compared to the reference (stationary) carrier frequency phasor. Vector addition of the stationary and rotating phasors leads therefore to a time variant baseband signal amplitude and phase. The time in which the rotating phasor completes its one cycle is a measure of how rapidly does the channel vary. Reciprocal of the doppler frequency is therefore defined as the channel coherence time i.e. Tc ≈ 1/ fd . Generally speaking, a channel is considered to be stationary within a given time if the channel coherence time is significantly larger than the the time interval of interest. Since the doppler frequency is dependent on the relative speed and the direction of impinging wavefronts, the received signal in a multi-scatterer environment contains a range of doppler frequencies, characterized by the pdf of doppler frequency.
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Consider for instance the case of stationary transmitter and scatterers while the receiver moving towards the transmitter. Since a receiver in an urban or indoor environment is normally surrounded by a bunch of scatterers all around it, it would receive waves from different directions with different doppler frequencies because of different α values. The angle α between the direction of motion and that of wave propagation in a multi-scatterer environment can safely be assumed to be uniformly distributed in the range [−π , π ]. It can be shown now that in case of alpha being uniformly distributed, the pdf of doppler frequency is cupshaped as illustrated in Figure 6.1. The signal power received at different doppler frequencies can be therefore given by the famous Jakes power spectrum [40].
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Figure 6.1: PDF of angle between direction of motion and wave propagation in a dense scatterer environment (left) and consequent PDF of the doppler frequency (right)



6.3 Typical Channel Time-variance Scenarios With reference to the E-UTRA uplink specifications, we consider now two cases of channel time variance. First we consider a pedestrian channel, where a normal walking speed of 3 km/hr equivalent to about 0.83 m/sec is assumed. For a carrier frequency of 2.6 GHz, it corresponds to a doppler frequency of   0.83 m/sec fd = 2.6 × 109 Hz = 7.22 Hz (6.4) 3 × 108 m/sec



The maximum doppler spread of 7.22 Hz is much less than carrier spacing ∆ fc = 15 kHz [1] so that the effect of ICI can safely be neglected and the frequency-domain channel matrix to be estimated is indeed a diagonal one. Looked another way, the channel coherence time Tc = 1/ fd is about 138.5 msec, which is significantly greater than the duration of one OFDM block (33.33 µ sec for SB and 66.67 µ sec for the LB). Also since the sub-frame duration is 0.5 msec (separation between two SBs is about 0.35 msec) channel variation between the two SBs can also be assumed to be negligible and there is no need to update or track the channel estimates during data transmission. At the other extreme we consider a high vehicular speed of 300 km/hr equivalent to about 83.33 m/sec leading to a doppler frequency shift of fd =







 83.33 m/sec 2.6 × 109 Hz = 722.22 Hz 3 × 108 m/sec



(6.5)



The maximum doppler frequency is still less than 10% of the carrier spacing (in this case about 4.9%); the ICI generated may be ignored and considered as part of thermal gaussian noise. The
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channel coherence time in this case computes to about 1.385 msec and is comparable to the subframe duration of 0.5 msec and as such channel estimates for the two SBs would differ significantly and this variation of channel needs to be incorporated in the channel estimates to be used for equalization of the LBs in between. Given the parameters of E-UTRA and normal motion scenarios, we conclude that channel variance within an OFDM block is negligible and as such the ICI generated needs not to be handled separately and can safely be assumed to be the part of thermal noise. The schemes such as [41, 42] presented for mitigating the effects of ICI in rapid time-varying channels can not lead to any significant performance improvement in our scenario. The channel time variance between the two SBs, however, may get significant in certain high speed motion scenarios so that we need to devise some strategies for channel tracking. Some low and high complexity channel tracking schemes suited to E-UTRA uplink are presented in the next sections. A time-varying channel’s estimate can be tracked or updated in two distinct ways. First one simply involves an interpolation between pilot aided channel estimates [43, 18] while the second one truly tracks the channel variations along time using data as well as pilot blocks [44, 45, 46, 47].



6.4 Channel Estimate Updating via Interpolation Updating channel estimates via interpolation is a computationally simple and intuitive way of tracking channel variations. The underlying idea is simple; given the channel estimates at some definite instances along time, we can apply some interpolation scheme to find out likely channel estimates at the intermediate time instances. The interpolation scheme to be employed may vary from the simple linear interpolation to more sophisticated schemes like the sinc or MMSE based interpolation. Depending upon the scheme employed, information about the channel variation behaviour may be required. The MMSE based interpolation is optimal in the sense of reducing the average MSE between interpolated and true channel response. The drawback, however, is that it requires the knowledge of channel’s frequency-time correlation or scattering functions which may not be readily available. The Sinc interpolation is another strong candidate as it promises perfect interpolation (reconstruction) if the Nyquist sampling criterion is satisfied and enough samples are available for interpolation. In the context of E-UTRA frame structure, we have in each sub-frame two pilot blocks (SBs) arranged among six data blocks (LBs) in manner shown in Figure 6.2 below. If the channel CP
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Figure 6.2: E-UTRA Uplink, Sub-frame Structure response at a particular sub-carrier is considered to vary along time, then its maximum frequency component is the maximum doppler frequency fdmax . Given that the maximum separation between two SBs in time is 320.66 µ sec, the channel variations can be interpreted to be sampled at 3.12 kHz. Maximum frequency component in a fast motion scenario as discussed in section 6.3 is
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fdmax = 722.22 Hz, which means that the Nyquist Sampling criterion is indeed satisfied and perfect reconstruction is possible. The drawback, however, is that it requires a large number of samples (SBs) to interpolate from, which means larger delays and memory requirements. An important consideration while examining interpolation alternatives is the number of SB channel estimates available for interpolation. Because besides the increase in storage requirements and introduction of larger delays it may not be practically possible due to the presence of fast frequency domain scheduler. The scheduler allocates suitable chunk positions (along the frequency axis) to various users on a sub-frame basis in order to maximize their and system throughput [48]. This implies, in turn, that the frequency band alloted to a user can potentially change after every sub-frame and as such no more than two SB estimates can be used for interpolation. Under these constraints, the delay, the memory and above all the fast frequency domain scheduling, the optimal reconstruction reduces to a simple linear interpolation and extrapolation of the channel estimates obtained via the two SBs of sub-frame. The different weighting factors to be assigned to the two SB channel estimates for each LB can be determined by considering the time line.



6.5 Channel Tracking via Decision Directed Channel Estimation Another popular way to track the gradual channel variations is to employ Decision Directed Channel Estimation (DDCE) [49, 50, 51, 46]. The underlying idea behind DDCE, as its name implies, is to improve the channel estimation using the previously detected symbols. Assuming that no symbol error was made in detecting the current block, the current detected block can be treated as if it were a known pilot block. With this additional (artificial) pilot block, improved and updated channel estimates can be derived for the next blocks using one of the estimation techniques explained in sections 3.3 and 3.4. Applied to the E-UTRA uplink receiver, DDCE involves re-modulation of the user’s detected data domain symbols by means of Nc point DFT (as at transmitter). Under the assumption of errorfree detection, this re-modulation operation generates the same sub-carriers as at the transmitter side. We distinguish these sub-carriers from the original transmitted sub-carriers X by placing a hat over the symbol indicating that theses sub-carriers are estimates of the transmitted subcarriers. The system model in the frequency domain (from equation 3.1) can be written as, Y = XH + η



(6.6)



X being a diagonal matrix containing the transmitted sub-carriers and Y , H and η are vectors containing received sub-carriers, channel fading (CFR) coefficients and thermal noise respectively. With the notation of Xˆ for the estimated transmitted sub-carriers (obtained by re-modulation) and provided that no detection errors have been made, the system model in equation 6.6 can be re-written as ˆ +η Y = XH



(6.7)



LS can ˆ the Least Squares (LS) a-posteriori estimate of the channel H ˆ apt Given the knowledge of X, be given as,  LS ˆ HY ˆ -1 X ˆ HX ˆ apt (6.8) H = X
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ˆ = X reduces to which, in case of correct symbol decisions i.e. X LS ˆ HX ˆ ˆ apt H = X



-1



ˆ =H+ X = H +ǫ



ˆ HX ˆ ˆ H XH + X X



-1



η



-1



ˆ Hη X



(6.9)



The variance of the error component ǫ can be given as, h h    i  i  ˆ H -1 η ˆ H -1 Xˆ -1 η = E η H Xˆ X σε2 = E ǫH ǫ = E η H X h    i ⊕ ˆ H -1 = E tr ηη H Xˆ X  h   i ˆ H -1 = tr E ηη H Xˆ X    h  i ⊙ ˆX ˆ H -1 ≈ tr E ηη H E X   = tr Rη RXˆ -1



(6.10)



where the equality labelled with ⊕ involves, introduction of trace operator followed by the use of identity tr(ABC) = tr(CAB) = tr(BCA) for matrices A, B, C of suitable dimensions and the approximation in the second last step marked with ⊙ follows from the uncorrelatedness of noise and signal. Naturally, an improved a-posteriori estimate of the channel can be obtained via the MMSE estimation scheme. For this purpose we revert to section 3.2 and use equation 3.18 to directly write the a-posteriori MMSE based channel estimate for the case of white gaussian noise as,    -1 MMSE ˆ HY ˆ apt ˆ HX ˆ -1 X ˆ HX ˆ -1 = RHH RHH + ση2 X H X   -1 LS ˆ apt ˆ -1 H ˆ HX = RHH RHH + ση2 X



(6.11)



A subtle, worth mentioning, difference as compared to the pilot aided MMSE channel estimation in section 3.4 is that the detected symbols in each block being potentially different (as opposed to the already known and fixed pilot symbols) implies that we are confronted with the matrix inversion of a different matrix, each time we need to update our channel estimates. This happens even if we employ our proposed reduced complexity channel estimator described in Chapter 5. One way out of this complexity is to assume RHH = σH2 I or indeed any diagonal matrix so that the matrix to be inverted becomes diagonal and the complexity is reduced [50]. But this assumption nullifies any degree of correlation between the channel coefficients of the neighbouring sub-carriers and is therefore not recommended. The approach that we pursue here, to reduce the complexity of MMSE based DDCE of equation 6.11, is based on the MMSE smoothing of the LS a-posteriori channel estimate. The basis lies in ˆ LS is distributed around the original channel response H equation 6.9, which shows that the H apt plus an error component. The MMSE estimate of the channel response given this observation of
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ˆ LS can directly be written as H apt MMSE ˇ apt H = RHH RHH + σε2 I



-1



LS ˆ apt H



(6.12)



The MMSE smoothing filter is independent of the detected data symbols and can easily be precomputed depending upon σε2 or SNR. Interesting to note here is the fact that this reduced MMSE given by equation 6.11 except ˆ apt complexity a-posteriori estimate is similar to the original H ˆ is replaced by its expected value i.e. R ˆ , a scaled identity in our case. ˆ HX that X X



6.6 Performance Comparison Presented below is a comparison of the various schemes for tracking channel time variations. The simulation environment corresponds to a vehicular speed of 300 km/hr (maximum doppler frequency of 722.22 Hz). • The first scheme simply selects the appropriate channel estimate for each LB without any interpolation. Thus for the equalization and detection of LB1, LB2 and LB3 the channel estimate derived from SB1 is employed and for LB4, LB5 and LB6, SB2 channel estimate is used. Since a high speed vehicular scenario is simulated, the performance of this approach is significantly inferior to the other tracking schemes. • Among the interpolation approaches, the linear one is selected for comparison owing to the constraints imposed by the use of fast frequency domain scheduler. The linear interpolation/extrapolation along time fully exploits the knowledge of channel estimates available at two SBs (as opposed to the previous approach) and is as such able to outperform it by a significant margin. Note that for determination of best weighting factors we considered the time instances at the middle of the duration of the Long or Short Blocks. • The third scheme employs the DDCE via Long Blocks. However, owing to DDCE’s high complexity, and saturation of performance improvement with increasing number of DDCE updates, only one update is obtained during the sub-frame through the detection and remodulation of LB-4. Combined with the other two SB channel estimates already available a better interpolation (rather than a simple linear interpolation) can be performed now. We use the spline interpolation to obtain channel estimates at other LBs. • The performance of reduced complexity DDCE from equation 6.12 is also analyzed. Although the performance is not as good as full complexity DDCE, especially at low SNRs, yet the scheme is promising because of its low computational cost. Interesting to note here is that (even the full complexity) DDCE with spline interpolation performs slightly inferior at low SNRs as compared to the linear interpolation between SBs approach. This can be attributed to the fundamental problem of possible detection error leading to a wrong channel estimate in some cases. As SNR increases the probability of detection error comes down and so the DDCE performance improves. Note that at high SNRs, some curves after equalization show a slightly worsening performance with increasing SNR rather than a flat error floor. This can be attributed to the presence of ICI,
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which gets more and more dominant as the noise power decreases. Note also, that there exist schemes in the literature that go one step ahead than DDCE, and attempt to predict the channel estimates after obtaining the a-posteriori estimate via DDCE [49, 44]. Such schemes, however, do not promise any significant performance improvement for E-UTRA parameters under the vehicular motion scenarios that we consider here. Channel Estimation error for E−UTRA UL, Vehicular A (approx 300 km/hr) −2 Selection between SB−1 and SB−2 Estimate Interpolation between SB−1 and SB−2 Estimate Tracking via DDCE (Full Complexity) Tracking via DDCE (Reduced Complexity)
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Figure 6.3: Performance comparison of channel tracking approaches in terms of estimation NMSE (Vehicular A channel profile at a speed of 300 km/hr).
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Figure 6.4: Performance comparison of channel tracking approaches in terms of equalization MSE (Vehicular A channel profile at a speed of 300 km/hr).
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Figure 6.5: Performance comparison of channel tracking approaches in terms of BER (Vehicular A channel profile at a speed of 300 km/hr).
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Channel Estimation and Equalization for Spread SB Scenario 7.1 Spread SB — Motivation A DFT-spread OFDM system, as encountered in the E-UTRA uplink, effectively transmits data in form of parallel data streams over different sub-carriers. In the uplink, only a small number of subcarriers are allocated to any user so that its so called ’chunk’ is only a portion of the entire available frequency band. Since in a multipath fading environment, the channel response is not constant over the entire spectrum, there arises need (especially in the case of localized chunk assignment) for an intelligent assignment of sub-carriers to a particular user. Note that since every user shares a different channel profile with the base station, the good sub-carriers for a particular user may be the worst ones for the other user. Channel dependent frequency domain scheduling [48] aims at assignment of better, if not the best, sub-carriers to all uplink users. Since the channel varies along time, no fixed assignment of sub-carriers to the different users is optimal. In order to provide an update strategy for sub-carrier assignment, we need to estimate, for every user, the uplink channel frequency response at all the sub-carriers and this is the underlying idea behind the transmission of a SB with pilot symbols spread over the entire frequency range instead of being limited over the chunk allotted to the user. A Spread SB, as such, enables the estimation of channel over the entire spectrum and then the frequency domain scheduler figures out an optimal assignment of sub-carriers to all the users. Note that channel frequency response is not the only criteria for frequency domain scheduling [48]; others may include the required data rate, average throughput over the past few TTIs and so on. The discussions of frequency domain scheduling, itself, is beyond the scope of this work, and what we discuss here are • first, the ways to provide a frequency domain scheduler estimates of the channel response at all the sub-carriers and • second, the strategies for obtaining an accurate channel estimate over the data sub-carriers for their efficient equalization in spread SB scenario.
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Figure 7.1: Normal vs. Spread Short Block



7.2 Channel Estimation over all Sub-carriers Under normal transmission scenario, pilot symbols are transmitted only over the SB sub-carriers that correspond to the position of data sub-carriers in the LB. Although the number of pilots in this case is quite limited, yet because of the fact that they are well concentrated in the relevant portion of spectrum and that they consume the entire signal power, an accurate channel estimate over the relevant chunk sub-carriers can easily be obtained. This has been intensively discussed in this work so far. A drawback of this approach is that, it does not allow to obtain good channel estimates at other sub-carriers, because the pilot density over the remaining spectrum is essentially zero. Thus in order to obtain channel estimate over all sub-carriers a different pilot placement strategy so called spread SB is recommended in the E-UTRA uplink standard [1]. It is worth mentioning here that, since a spread SB involves placement of pilot symbols at all the sub-carriers, it leads to a reduction of average power per pilot sub-carrier as shown in the Figure 7.1. This implies, that although pilot symbols are now uniformly spread over entire spectrum, the SNR is effectively reduced which in turn leads to decrease in estimation accuracy. Nevertheless, with the modified structure of SB, we arrive at a rough channel estimate over entire spectrum, that greatly assists the frequency domain scheduler in determining the optimal assignment of subcarriers to various users. The channel estimation procedure for this modified transmission structure of SB remains essentially the same from theoretical standpoint and we may use any of the estimation procedures mentioned earlier. The LS based estimation of SB Channel Frequency Response (CFR) can be followed by Linear, ML-based or MMSE-based interpolation to determine LB CFR (see section 3.3). Equivalently the Channel Impulse Response (CIR) can be estimated from the SB and the LB channel frequency response can then be obtained by a N-point DFT of estimated CIR (see section 3.4). The ML and MMSE based CIR estimation can be pursued for the case of white gaussian noise using one of the following expressions respectively. -1  ˆ ML = FNH ×L X H XFN ×L FNH ×L X H Y h p p p  -1  -1 ˆ MMSE = RhhFNH ×L FN ×L RhhFNH ×L + ση2 X H X -1 X HX X HY h p p p



(7.1)



(7.2)



The LB channel frequency response estimate to be fed to the frequency domain scheduler can now be obtained via Fourier transformation as ˆ ˆ = FN×L h H



or



ˆ ˆ Nu = FNu ×L h H



(7.3)
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where Nu denotes the number of used sub-carriers in the system i.e. excluding the null sub-carriers and FNu ×L is the respective portion of the Fourier matrix. Note that the change in SB structure brings a major change to the implementation aspects especially for the case of ML based CIR estimation. As had been mentioned earlier in section 3.4, ML based CIR estimation encounters the problem of low rank matrix inversion, but now owing to the increased number of pilot symbols P > L, the problem vanishes. This alleviates the need for downsampling as a remedy to the problem of low rank matrix inversion as was mentioned in section 3.4. Also the numerical rank of the matrix to be inverted for MMSE based CIR estimation, increases significantly.



7.3 Channel Estimation over Data Sub-carriers As aforementioned, change in SB transmission structure although allows for channel estimation over the entire spectrum, this is accompanied by reduction of estimation accuracy at the data subcarriers if compared to the case when entire SB power is concentrated on the relevant portion of the spectrum. The underlying degradation of SB SNR can be given as 10 log (Nu /Nc ), Nc and Nu being the number of sub-carriers in a chunk and the total number of used sub-carriers of the system. This amounts, for instance in the case of E-UTRA uplink, to a SNR decrease by about 16.8 dBs, where Nu =1200 and Nc is 25. This SNR degradation and resulting poor accuracy of spread SB channel estimate calls for alternative schemes to improve the channel estimation accuracy at the data sub-carriers so as to assist in data detection. Fortunately, the standards allow for only one of the SBs of a sub-frame to be spread, which implies that we do have a normal concentrated SB as well which can provide us with an accurate chunk channel estimation. Without loss of generality we assume in the sequel that SB-2 is the spread SB while SB-1 is still concentrated over the data sub-carriers. We note that depending upon the channel time variance scenarios we have two competing conventional schemes for channel estimation labelled below as Scheme 1 and Scheme 2. We propose two more schemes, which are also described below. • Scheme 1: For time invariant or slow time varying channels we can afford to ignore the poor quality channel estimate obtained from SB-2, all together. Because the channel stays almost the same during the entire sub-frame the accurate SB-1 channel estimate can be used for equalization of all LBs without incurring any loss due to absence of channel tracking. When it comes to time-varying channels, however, this scheme suffers significant performance loss as compared to the scheme 2 described below, because of the lack of channel tracking ability. • Scheme 2: For the relatively high channel time variance (vehicular speeds such as 120 km/hr or 300 km/hr), we need to track channel variations, and as such an interpolation between SB1 and SB-2 is a must. The incorporation of the poor quality estimate from SB-2 is inevitable at high speed vehicular scenarios but it leads to inferior performance at low speed motion scenarios. • Scheme 3: Since the two schemes mentioned above perform well only either in high vehicular motion or in low vehicular motion scenarios, a combination of the two promises a significantly improved performance as compared to either one. This patent pending scheme,
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that we propose here, involves making a decision between one of the two schemes on each sub-frame basis. The crucial decision strategy is based on the soft equalizer outputs and works as follows. – One LB (say LB-5) will be equalized using the channel estimate according to Scheme 1, producing the output sˆ (1) . – The same LB will then be equalized using the channel estimate according Scheme 2, producing output sˆ (2) . – Now we calculate a decision metric λi for each of the two schemes, which represents a measure of the average detection reliability of all bits of the received LB under the two schemes. In fact any distance measure between the received and expected received bits can be used, or any measure which is proportional to the Log Likelihood Ratio values of the bits. The decision metric that we use here for the normalized 4-QAM modulation can be written as  Nc  X √ 2  √ 2 (i) (i) |ℜ(sˆ j )| − 1/ 2 + |ℑ(sˆ j )| − 1/ 2 λi =



for i = 1, 2.



(7.4)



j=1



– Under the assumption, that the described distance measure D is proportional to the bit error probability, the decision will be done in this way: If λ1 is larger than λ2 the channel estimates derived from scheme 2 will be used for equalization. If λ1 is less than λ2 the channel estimates derived from scheme 1 will be used for equalization. Inserting a factor γ in the decision expression



λ1 ≥ γλ2



(7.5)



allows to adjust the switching behavior in accordance with the special system requirements. For example, γ < 1.0 leads to a more frequent activation of the interpolation mode and a better performance at high mobile velocity, but to degradation at low velocities and low SNR. • Scheme 4: The final scheme that we propose involves decision directed channel estimation via one of the LBs where all the power is still concentrated on the relevant sub-carriers. As for instance, if SB-2 was the SB with modified transmission structure, then the channel estimate derived by SB-2 can be ignored for data detection because of its poor accuracy, and an improved channel estimate can rather be derived from one of the nearby LBs, say LB-5, in a decision directed manner. In the absence of detection errors, this approach promises a significantly increased estimation accuracy because the effective SNR of LB-5 is approximately Nu /Nc time greater than the SNR of SB-2. The decision directed based channel estimate can then be used in conjunction with SB-1 channel estimate to perform an interpolation along time and thereby track channel variations. The input channel estimate to DDCE can again be switched between SB-1 channel estimate only (at low doppler frequencies) and an interpolated version from SB-1 and SB-2 (at high doppler frequencies) to enable better tracking. The decision metric mentioned above
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in equation 7.4 can be used again to determine the better approach. The result in this case would determine whether DDCE should be pursued via interpolated input channel estimate or the SB-1 only input channel estimate. Note that a variant of this scheme 4 is to use the reduced complexity DDCE mentioned in section 6.5.



7.4 Simulation Results We compare in this section performance of the four possible approaches for channel estimation in case of modified SB transmission structure. As fifth scheme, we also present performance curves for reduced complexity DDCE. We assume that one of the two SBs in the sub-frame, SB-2 is the one with pilot symbols transmitted over the entire spectrum, so that it can be used to derive channel estimates for the frequency domain channel dependent scheduler. For channel estimation and equalization over data sub-carriers one possibility is to use the SB-1 channel estimates for all LBs. Second possibility is to go for an interpolation between SB-1 and SB-2. The third scheme is based on switching between the first two schemes depending upon the magnitudes of soft equalizer outputs in the two cases. The decision metric (in equation 7.4) is used to choose better of the two approaches. The fourth scheme that we proposed in the last section employs DDCE from LB-5 and then an interpolation between SB-1 and LB-5 to carry out the channel estimation and equalization tasks over the data blocks. The final approach is identical to the fourth except that it uses the proposed reduced complexity variant of DDCE (see section 6.5). Two channel time variance scenarios considered in Figures 7.2, 7.3 and 7.4 (for channel estimation MSE, equalization MSE and BER respectively) correspond to the vehicular speeds of roughly 30 km/hr and 120 km/hr. We notice that Scheme-1 performs reasonably well at low SNRs and low vehicular speeds where SB-2 is heavily corrupted by noise and where tracking is not crucial. However it suffers drastically at high vehicular speeds because of its inability to track the channel estimate. For Scheme-2 the converse is true; it performs better than Scheme-1 at high SNRs where SB-2 channel estimate also gets reliable and at high vehicular speed where tracking is a must. Scheme3 switches between the two schemes, so is able to combine the good performance of both. The decision strategy is crucial here, because it helps determine which of the schemes is better at a particular SNR and a particular velocity. We note that our proposed decision strategy functions properly, so that near the cross over point of Scheme-1 and Scheme-2, the performance of Scheme3 is better than both. The full complexity DDCE approach (Scheme-4) emerges to be the best in both motion scenarios and at all SNRs except at very low SNRs where it suffers from erroneous decisions being used to derive channel estimates. The reduced complexity DDCE also exhibits appreciable performance especially at high motion scenarios. At a nominal BER of 10−2 for 30km/hr case, the proposed full complexity switched input DDCE outperforms Scheme-2 and Scheme-3 by about 0.8 dB, Scheme-5 by 2.7 dB and Scheme-1 by as much as 5.8 dB. For 120 km/hr, it beats Scheme-5 by about 0.8 dB, Scheme-3 by 1.5 dB, Scheme-1 by about 2.8 dB and Scheme-2 by an unlimited amount as that encounters an error floor at around 10−2 .
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Channel Estimation error for E−UTRA UL, Spread SB−2, Vehicular A (approx 30 km/hr) 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input
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Channel Estimation error for E−UTRA UL, Spread SB−2, Vehicular A (approx 120 km/hr) 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input
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Figure 7.2: Comparison of the proposed schemes for spread SB scenario in terms of channel estimation MSE (Vehicular A, 30 km/hr and 120 km/hr) For deeper insights, as to how the performance improvement by the use of DDCE comes, a comparison is presented in Figure 7.5 on a symbol by symbol basis. It can be noted that, while for the initial symbols of the sub-frame the channel estimation MSE difference between all the schemes is negligible at all SNRs, there arise significant difference towards the end of sub-frame
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MMSE Equalization error for E−UTRA UL, Spread SB−2, Vehicular A (approx 30 km/hr) 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input Ideal Channel Estimation and Tracking
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MMSE Equalization error for E−UTRA UL, Spread SB−2, Vehicular A (approx 120 km/hr) 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input Ideal Channel Estimation and Tracking
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Figure 7.3: Comparison of the proposed schemes for spread SB scenario in terms of equalization MSE (Vehicular A, 30 km/hr and 120 km/hr)



(say LB-5 or -6). This verifies that the channel estimation error is large towards the end of subframe because of the poor channel estimation through SB-2. Using DDCE based scheme, as outlined above, the estimation MSE for the symbols at the end of sub-frame is decreased considerably especially at mid and high SNRs and high vehicular scenarios.
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Bit error rate for E−UTRA UL, Spread SB−2, Vehicular A (approx 30 km/hr) Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input Ideal Channel Estimation and Tracking



−1



10



−2



Bit Error Rate



10



−3



10



−4



10



5



7.5



10



12.5



15



17.5 SNR in dB



20



22.5



25



27.5



30



Bit error rate for E−UTRA UL, Spread SB−2, Vehicular A (approx 120 km/hr) Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input Ideal Channel Estimation and Tracking
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Figure 7.4: Comparison of the proposed schemes for spread SB scenario in terms of bit error rate (Vehicular A, 30 km/hr and 120 km/hr)



Another interesting simulation result is presented below in Figures 7.6, 7.7 and 7.8, where we analyze the performance of the five alternate schemes as a function of doppler frequency (terminal velocity). As expected the first scheme performs reasonably well at low velocities but as we go to higher velocities it fails badly (see for instance the 30 dB curve for Scheme 1). Converse holds for
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Figure 7.5: Symbol-wise channel estimation MSE of the proposed schemes for spread SB scenario. Scheme 1: SB-1 Channel Estimate only, Scheme 2: Interpolation between SB-1 & SB-2 Channel Estimate, Scheme 3: Switching between Scheme 1 and Scheme 2 based on the proposed decision metric, Scheme 4 and 5: Interpolation between SB-1 & LB-5 via DDCE full and reduced complexity respectively with input switching. the second scheme which is inferior at low velocities but shows acceptable performance at high velocities. The remaining three approaches outlined earlier show appreciable performance at all velocities. Channel Estimation error for E−UTRA UL, Spread SB−2, Vehicular A 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input
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Figure 7.6: Channel estimation error as a function of Doppler frequency for spread SB scenario



Chapter 7. Channel Estimation and Equalization for Spread SB Scenario



65



MMSE Equalization error for E−UTRA UL, Spread SB−2, Vehicular A 0 Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input
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Figure 7.7: MMSE Equalization error as a function of Doppler frequency for spread SB scenario Bit error rate for E−UTRA UL, Spread SB−2, Vehicular A Sch−1: SB−1 Channel Estimate only Sch−2: Interpolation between SB−1 & SB−2 Estimate Switching between Sch−1 and Sch−2 via proposed metric Full Complexity DDCE via LB−5 with Switched Input Reduced Complexity DDCE via LB−5 with Switched Input
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Figure 7.8: BER as a function of Doppler frequency for spread SB scenario



Chapter 8



Channel Estimation and Equalization for Insufficient Cyclic Prefix Scenario1 Inherent inter-symbol and inter-carrier interference elimination ability of cyclic prefixed OFDM transmission fails for the case of multipath fading channels when the Channel Impulse Response (CIR) length exceeds the duration of Cyclic Prefix (CP). Conventional channel estimation and equalization schemes, if applied to this case of insufficient CP, suffer significant performance degradation. We propose, in this paper, a channel estimation scheme that enables estimation of complete CIR even beyond the CP length. We then design an optimal MMSE based equalizer for the suppression of insufficient CP generated interference. A robust and low complexity version of this equalizer is also derived. Simulation results for the proposed schemes show significant performance gain at low SNRs and drastic reduction of the error floor at high SNRs and more importantly, as opposed to earlier schemes, without any loss in transmission efficiency.



8.1 Introduction Orthogonal Frequency Division Multiplexing (OFDM) has proven to be an efficient underlying technology for wireless communication. The major motivation for OFDM comes from its relatively simple way of handling the frequency selective channels encountered in wireless mobile systems. With the use of a Cyclic Prefix (CP) — a block of last few data samples prepended at the start — a frequency selective channel is transformed into parallel, interference free, narrowband sub-channels [4, 5]. Additionally, the scheme is computationally efficient because of simple realization via IDFT and DFT operations at the transmitter and receiver respectively. Owing to its superior performance and simpler implementation, OFDM has been adopted in major wireless communication standards like DVB, HIPERLAN and E-UTRA [1]. The length of cyclic prefix plays a vital role in determining the performance of an OFDM system. Too long CP leads to considerable reduction of system efficiency, given as N/(N + ν ), N being the original data block length and ν the CP length. The length of CP, on the other hand, needs to be greater than or equal to the CIR length because otherwise we encounter Inter-Carrier and Inter-Symbol Interferences abbreviated henceforth as ICI and ISI respectively. The presence 1 Contents



of this chapter are based on a paper submitted for IEEE Vehicular Technology Conference, VTC’07
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of ISI and ICI complicates the otherwise simple receiver structure in many aspects. The system model for channel estimation and equalization gets much more complex and, if ignored, these interferences lead to significant performance loss.



8.2 System Model We consider an OFDM system with N sub-carriers, of which Nu sub-carriers are being used for actual transmission. The remaining 2No , so called null sub-carriers, at the two extremes of the spectrum are left un-used to provide frequency guard bands and thereby avoid interference between different systems. The user symbol vector at the kth time instant Sk = [Sk (0) Sk (1) . . . Sk (Nu )]T ∈ CNu is appended by these null sub-carriers to yield a N-dimensional frequency domain symbol vector Xk ∈ CN . A N−pt IDFT is then applied to yield time domain signal 



 0No   xk = F H Xk = F H  Sk  0No



(8.1)



where F ∈ CN×N is the unitary Fourier matrix. A cyclic prefix of length ν is added to this time signal and with the notation xk (−i) = xk (N − i) for i = 1, 2, . . . , ν for the CP, the cyclic prefixed signal T (8.2) xCP k = [xk (−ν ), xk (−ν + 1) . . . xk (0) . . . xk (N − 1)] is then transmitted over a channel of length L. The CIR denoted by the vector h = [h0 , h1 . . . hL−1 ]T ∈ CL is initially assumed to be time-invariant and its length L is considered to be larger than the duration, ν , of the CP through out the chapter unless otherwise stated.



8.3 Problem Formulation In case of insufficient CP, i.e. ν < L − 1, the received signal even after discarding the CP is contaminated by inter-symbol and inter-carrier interferences. The origin of these interference components can be seen in the following convolution equation. The vector yk = [y(0), y(1) . . . y(N −1)]T ∈ CN denotes the received signal after removal of CP.
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(8.3)
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where η˜ k ∈ CN is the gaussian noise and E = L − ν − 1 is the exceeding channel length which if nonzero leads to interferences. The entries marked in red appear only if the CIR length exceeds the duration of CP, i.e. E > 0. The channel matrix ∈ CN×(N+L−1) in the above equation can be extended and partitioned into two CN×N matrices, the first one HISI containing zeros and the red entities, corresponds to the previous transmitted block and as such introduces ISI while the second one HCURR corresponds to the current block only. This HCURR matrix can be further decomposed for analytical convenience and interpretation into a circulant matrix with all tap coefficients in each circularly shifted row and the residual matrix that leads to ICI. The channel output after these decompositions can be given as yk = HCIRC xk − HICI xk + HISI xk−1 + η˜ k



(8.4)



where the matrices HCIRC , HICI , HISI ∈ CN×N are given as under, 



0 ... .. .. . . .. .



h0 .. . .. .
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 hL−1 . . . h1 ..  .. .. . . .    .. . hL−1   .. . 0   ..  .. .. . . .    .. . 0  . . . . . . h0
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(8.5)



(8.6)



(8.7)



with the upper triangular (interference originating) matrix HI ∈ CE×E given below,  hL−1   0 HI =   ..  . 0



 . . . . . . hν +1 ..  .. . .   . .. .. ..   . . . . . 0 hL−1



(8.8)



The conventional OFDM receiver proceeds by taking a N-point DFT of the received symbol, leading to Yk = F HCIRC F H Xk − F HICIxk + F HISIxk−1 + F η˜ k = HXk − F HICIxk + F HISIxk−1 + ηk



(8.9)
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where H ∈ CN×N is a diagonal matrix obtained by EVD of the circulant matrix [11] i.e. HCIRC = F H HF and as such can also be expressed as H = diag[FN×L h] implying that it contains the Channel Frequency Response (CFR) along its diagonal elements. Note that for ν ≥ L − 1 the matrix HI is a null matrix and both the interference terms vanish. Numerous methods exist that deal with the task of channel estimation and equalization for this simple case [17, 43, 52, 53], but very few schemes have been proposed for the case of insufficient CP [54, 55]. Also proposed in the literature is the concept of channel shortening in time domain. Among these [56, 57, 58] require channel knowledge and as such are not applicable here. The blind channel shorteners [59, 60, 31] on the other hand require quite a large number of symbols to converge and so are not suitable for high speed networks like HIPERLAN and E-UTRA where the transmission consists of discontinuous short bursts called TTIs (Transmission Time Intervals).



8.4 Proposed Pilot Signal Configuration and Channel Estimation For systems with length of CP exceeding the CIR length, it is well established [61] that the pilot symbols should be equispaced along time as well as along frequency. It has been recently shown in [62], however, that instead of equispaced individual pilot symbols, equispaced groups of pilot symbols, along the frequency axis (at the expense of larger spacing) show superior performance in the case of rapid channel variations where ICI causes a major degradation. A similar result, as we will show in the sequel, holds true for channels longer than the CP length. Consecutive and suitably designed pilot symbols along time axis enable complete elimination of interference terms and greatly simplify the task of channel estimation for systems with insufficient CP. The underlying idea behind the proposed pilot signal configuration is that for any arbitrary unknown channel profile mutual cancellation of ISI and ICI can be achieved by having the pilot symbols consecutive and then by forcing . F HICI xk = F HISI xk−1



(8.10)



to eliminate interference components in equation 8.9. More insight can be gained by a closer examination of the matrices HICI and HISI which are similar except for the circular shift of their columns implying that the two consecutive time domain symbols should be chosen to be circular shifted versions of each other. The requirement can even be relaxed because of the null matrices in HICI and HISI , so that given the estimate of CIR length, only E = L − ν − 1 samples at appropriate positions need to be identical in consecutive blocks. Based on this the so called adaptive bit loading was proposed in [55] requiring respective portions of all consecutive pilot and data blocks to be circular shifted versions. The scheme does achieve interference suppression but at the cost of significant reduction in transmission efficiency especially for longer channels. Moreover arriving at the same time domain signal at specific locations in consecutive symbols is difficult at least in practice for OFDM systems although it can easily be achieved for single carrier based transmission with CP. The scheme proposed here requires no change in data blocks so it achieves the same transmission efficiency and is rather based on pilot symbol re-arrangement followed by better, interference suppressing, equalization scheme. Instead of equispaced pilot symbol transmission, the transmitter is supposed to transmit two pilot symbols in succession accompanied by a larger spacing in
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time. The successive pilot blocks can easily be chosen (even for OFDM) to satisfy the requirement of mutual interference cancellation in equation 8.10 without making any assumptions on CIR length, so that the reception of second pilot block is free of both ICI and ISI and the conventional system model, Yk = HXk + ηk ,



(8.11)



holds instead of equation 8.9. Since only the central Nu sub-carriers are of interest the system model reduces further to YNu = P FNu h + ηNu



(8.12)



where the matrix P ∈ CNu ×Nu containing the transmitted pilot symbols on its diagonal is same as diag[Sk ]. Note that we omit the subscript k because in absence of interference blocks can be treated individually. The matrix FNu ∈ CNu ×L is the respective portion of the DFT matrix. ML or MMSE based channel estimation for the CIR, h, can now be pursued through one of the following equations [17] -1  ˆ ML = FNH P H Rη -1 P FN h FNHu P H Rη -1 YNu u u ˆ MMSE =RhhFNH h u







FNu RhhFNHu



(8.13)



 -1 -1 H -1 + P Rη P



 -1 P H Rη -1 P P H Rη -1 YNu .



(8.14)



In this way the proposed pilot signal configuration enables the estimation of CIR even beyond the CP length, which is otherwise impossible. The CFR can now be obtained via pre-multiplication with the DFT matrix i.e. ˆ , H ˆ ˆ = diag[FN×L h] ˆ N = diag[FN ×L h]. H u u



(8.15)



8.5 Proposed Equalization Scheme With the estimates of the channel available both in terms of CIR and CFR, we propose now schemes for channel equalization. Important to keep in mind is the fact that because of insufficient CP, the system model in equation 8.11 does not hold for the data blocks and simple one-tap frequency domain equalization can not be performed. Viewed from the frequency domain, we need to design an equalizer filter W ∈ CNu ×N which when pre-multiplied with Yk (note that because of ISI and ICI we need to consider all the dimensions instead of only Nu ) yields an estimate of the transmitted vector Sk as Sˆ k = W Yk = W HXk − W F HICI xk + W F HISI xk−1 + W ηk



(8.16)
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such that some desired cost function J(Sk , Sˆ k ) is minimized. In order to get better visualization of the problem at hand we may split the equalizer matrix into three sub-matrices as h i W = W0 W1 W2 ,



(8.17)



where W 0 , W 2 ∈ CNu ×N0 operate on the null sub-carriers at the extremes while W 1 ∈ CNu ×Nu operates on the central Nu sub-carriers. For the interference-free case received null sub-carriers are zero implying that both W 0 , W 2 are null matrices and the only design freedom lies in W 1 which can be chosen according to the Zero Forcing (ZF) or MMSE criterion as follows, 1 WZF = HNHu HNu



-1



HNHu



(8.18)



-1 1 WMMSE = RS HNHu HNu RS HNHu + Rη -1  H -1 HNHu Rη -1 , = R-1 S + HNu Rη HNu



(8.19)



which reduces for the case of uncorrelated noise and uncorrelated transmitted signal i.e. Rη = ση2 I and RS = σS2 I, to 1 WMMSE



ση2



+ HNHu HNu σS2



=



!-1



HNHu .



(8.20)



Equalizer design for the case of insufficient CP, however, involves determination of all three sub-matrices of equation 8.17 in accordance with a particular cost function. The simple ZF criterion has been used in [54] to arrive at the following solution. h



i



1 2 0 = −WZF F 01 WZF WZF



#!† " F 00 , F 02



(8.21)



where h



0 F = FN×E



1 FN×(N−E)



i



  FN000 ×E   ; F 0 = FN01u ×E  FN020 ×E



(8.22)



1 remains the same as in equaand (.)† denotes pseudo-inversion of a matrix. The solution for WZF tion 8.18. Problems with the ZF approach include its inherent noise amplification property and at least from practical implementation point of view numerical instability arising from numerically low rank matrix to be pseudo-inversed. We propose here a MMSE based equalizer design and for this express Sˆ k from equation 8.16 in more suitable notation



Sˆ k = WHXk −WFHICI F HXk + WFHISI F HXk−1 + Wηk .



(8.23)
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Now in order to fully exploit the structure of the interference matrices (see equations 8.6 and 8.7) and that of Xk = [0No T SkT 0No T ]T we split the channel matrix as follows. h 0 H = HN×N 0



1 HN×N u



i 2 . HN×N 0



(8.24)



Similarly after re-defining, for notational convenience, the inverse Fourier matrix F H as A, we split it into various sub-matrices as follows h A = A0N×N0



A1N×Nu



A2N×N0



i



 # " A1a 1x (N−L+1)×Nu A   1 (N−E)×Nu A1 =  A1b 1y E×Nu  ; A = A E×Nu A1c ν ×Nu 



(8.25)



which finally enables us to write Sˆ k as



Sˆ k = WH 1Sk −WF 0HI A1bSk + WF 0HI A1ySk−1 + Wηk = W CSk + W DSk−1 + W ηk ,



(8.26)



where C = H 1 − F 0 HI A1b ∈ CN×Nu and D = F 0 HI A1y ∈ CN×Nu . Now we define and evaluate the MMSE cost function as   ε (W ) = J(Sk , Sˆ k ) = E kSk − Sˆ k k22       = E k(I − W C)Sk k22 + E kW DSk−1 k22 + E kW ηk k22   = tr (I − W C) RS (I − W C)H   + tr W DRS D H W H + tr W Rη W H .



(8.27)



Minimizing the cost function with respect to the equalizer W we finally arrive at the following solution for the MMSE equalizer, WMMSE = RS C H CRS C H + DRS D H + Rη



-1



.



(8.28)



The solution although computationally complex as compared to the Frequency-domain EQualizer (FEQ) in equation 8.19, but is optimal in the MSE sense for the case of insufficient CP. It requires the knowledge of noise covariance matrix, and all the channel impulse response coefficients which can readily be obtained via the proposed channel estimation scheme. For the case of un-correlated Gaussian noise and uncorrelated data symbols we have Rη = ση2 I and RS = σS2 I, leading to the simple equalizer expression, WMMSE = C H CC H + DD H +



ση2 σS2



IN



!-1



.



(8.29)
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8.6 Reduced Complexity Equalization A reduced complexity, sub-optimal, version of the MMSE equalizer can be obtained by using the conventional MMSE one-tap FEQ (as in equation 8.19) for the central sub-carriers and designing the remaining equalizer portions with a goal of minimizing the interference and noise power. The interference / error term can be given as ek = W F 0 HI dk − W ηk    (0+2) +W 1 F 01HI dk −ηk1 = W (0+2) F 0(0+2)HI dk −ηk



(8.30)



where dk = A1b Sk − A1y Sk−1 and the superscript (.)(0+2) denotes the concatenation of two submatrices or vectors i.e. W (0+2) = [W 0 W 2 ] ∈ CNu ×(2N0 ) , " # # " 00 ηk0 F (0+2) (2N0 )×E ∈ C(2N0 ) , = ∈ C , η F 0(0+2) = k ηk2 F 02



(8.31)



so that upon minimization of the MSE, ε (W (0+2) ) = E[kek k22 ], we finally arrive at the following solution, H



(0+2)



H



WMMSE = −W 1 F 01 HI Rd HIH F 0(0+2)  -1 H F 0(0+2) HI Rd HIH F 0(0+2) + Rη (0+2)



(8.32)



H



with Rd = A1b RS A1b + A1y RS A1y ∈ CE×E . The reduced complexity equalization therefore requires computation of equalizer coefficients for the central sub-carriers from equation 8.19 without any matrix inversion and for the null sub-carriers from equation 8.32 involving a matrix inverse only of dimensions No instead of N in equation 8.28.



8.7 Simulation Results Simulation results below are provided for a cyclic prefixed OFDM system, operating with N=2048 sub-carriers over a bandwidth of 20 MHz, with No =424 null sub-carriers at both end of the spectrum. The CP length is 127 samples which amounts to approximately 4.1 µ s. These simulation parameters are in fact adopted from E-UTRA specs [1]. Vehicular B channel profile [14] about 20 µ s (615 taps) long is used to present a comparison of the conventional and proposed transmission, channel estimation and equalization schemes. Results for MMSE channel estimation are presented for Rhh based on both, the true Veh-B as well as Uniform Power Delay Profile (PDP). Note that a doppler frequency of 250 Hz (used for simulating time variant channel) corresponds in this simulation scenario to a vehicular speed of about 100 km/hr. It is worth mentioning that the reduced channel tracking ability of the proposed scheme (owing to consecutive pilot symbols) is overshadowed by the increased accuracy of channel estimation and as such it does show significantly superior performance (in terms of the BER) even in time variant channels.
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Figure 8.1: Comparison of conventional and the proposed scheme for insufficient CP scenario in terms of channel estimation MSE for time variant and invariant channels
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Figure 8.2: Comparison of conventional and the proposed scheme for insufficient CP scenario in terms of equalization MSE for time variant and invariant channels
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Bit error rate, Vehicular B, Doppler Freq = 250 Hz
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Figure 8.3: Comparison of conventional and the proposed scheme for insufficient CP scenario in terms of BER for time variant and invariant channels
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Performance Limits of DFT Spread OFDM Systems1 A DFT spread OFDM system differs from the conventional OFDM system by the fact that rather than directly generating the frequency domain symbols randomly (or from a channel encoder), they are obtained via DFT of a randomly (or a channel encoder) generated time domain symbol sequence. This extra DFT operation does not simply cancel out with the proceeding conventional IDFT operation before the transmission because of their non-identical sizes and the sub-carrier mapping. The DFT Spread OFDM differs as such also from the conventional Single Carrier systems with CP. The transmitter block diagram given below, illustrates these points.



DFT



Nc symbols



Subcarrier Mapping



IFFT



CP insertion



Size-Nc Size-N Figure 9.1: E-UTRA Uplink, DFT Spread OFDM



Compared to the conventional OFDM transmitter block diagram, we note that the Nc point DFT is an extra block. The implications of this difference are that even in the absence of ICI and ISI when independent parallel AWGN channels exist between the various frequency domain symbols, the time domain symbols are still intermingled and the relationship between transmitted and received data symbols cannot be described via scalar independent equations. Note that the intermixing relationship is quite simple and can be completely reverted via IDFT and DFT operations. Nevertheless this prevents the simple means of analysis say for BER. Analytical expressions for Symbol Error Rate (SER) and Block or Packet Error Rate (PER) can readily be found for OFDM systems [49], but owing to the absence of parallel independent sub-channels such an analysis can not be simply extended for DFT-SOFDM systems. In this chapter, we attempt to arrive at closed form 1 Contents
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analytical expressions for error probabilities of DFT-SOFDM systems and recommend to employ some bounds [63, 64, 65, 66] when the problem goes mathematically intractable. We would begin our analysis of error performance limits of DFT-SOFDM systems with the case of ZF and MMSE equalizers. Analytical expressions for SER are then derived for AWGN, fading AWGN, multipath and fading multipath channel scenarios. Finally we take a look at PER for the case of optimal (ML) detection and obtain closed form expression for an upper bound on PER.



9.1 Symbol Error Probability Analysis While analyzing the performance limits of the DFT Spread OFDM system, we restrict ourselves to linear equalization because of its near optimal performance in the interference free scenarios which are under consideration here. As has been proved already that equalization before or after the Nc point DFT are completely equivalent in terms of their performance, we follow here the approach of equalization after DFT. We proceed with the equalizer design model in 4.15 sˆ = W F H HF s + W F Hη = W F H HF s + W η´



(9.1)



where η´ = F H η is statistically equivalent to the original noise η. The equalizer can now be designed under the ZF or MMSE criterion, and can be given for the case of uncorrelated gaussian noise, i.e. Rη = ση2 I = Rη´ , and uncorrelated transmitted signal i.e. Rs = σs2 I, as (see section 4.2) -1 (9.2) WZF = F H H H H H H F WMMSE = F H



ση2 I + H HH σs2



!-1



H HF



(9.3)



9.1.1 AWGN Channel Since an AWGN channel correspond to a flat channel frequency response at all sub-carriers, the   channel matrix under the channel energy constraint E |Hi |2 = 1, reduces to an identity. The ZF equalizer, as such, is also an Identity matrix and the reconstruction expression for ZF can be given as sˆ ZF = s + η´ (9.4) The MMSE equalizer for the under-consideration AWGN Channel reduces to a scaled identity i.e. WMMSE = λ I, where λ = 1/(1 + ση2 /σs2 ) so that sˆMMSE = λ (s + η) ´



(9.5)



We note that for the case of uncorrelated noise, both ZF and MMSE reconstructions break up into scalar equations and both have the same symbol error probability (SER), that can be given as [67, 68] ! r 2Es (9.6) PMMSE = PZF = Pr(si 6= sˆi ) = Q No
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9.1.2 Fading AWGN Channel The channel frequency response is still flat but the amplitude no longer remains fixed at 1, rather varies along time (say in accordance with rayleigh distribution [15]) from one channel realization   to other. The diagonal channel matrix is assumed to be H = ρ I with E |ρ |2 = 1, to satisfy the energy constraint. The ZF equalizer in this case reads as WZF = (1/ρ )I, and the ZF reconstruction as follows, sˆ ZF = s + (1/ρ ) η´



(9.7)



so that, owing to the fact that above equation can be split into independent scalar equations, SER can be given as  s



PZF = Pr(si 6= sˆi ) = EH Q 



|ρ |2



2Es No







(9.8)







The MMSE equalizer again simplifies to a scaled identity i.e. WMMSE = λ I, where now λ = ρ ∗ /(|ρ |2 + ση2 /σs2 ) so that, sˆ MMSE = λ ρ s + λ η´



(9.9)



leading to the same SER expression as for ZF, i.e. PMMSE = PZF from Equation 9.8.



9.1.3 Multipath Channel Now we come to the more interesting case of multipath channels, where because of the frequency selective nature of multipath channel, the frequency domain channel matrix is an arbitrary diago  nal matrix. Nevertheless we still impose the energy constraint E |Hi |2 = 1. The ZF reconstruction expression can be obtained by substituting equation 9.2 into equation 9.1 as sˆ = s + F H H H H = s + η`



-1



H Hη (9.10)



so that the correlation matrix of the equalized noise η` = F H H H H Rη` = E[η` η` H ] = F H H H H



-1



-1



H H Rη H H H H



H H η can be given as



-1



F



(9.11)



We note that for the case of uncorrelated original noise η to the correlation matrix of equalized noiseRη` reduces only to Rη` = ση2 F H H H H



-1



F



(9.12)



and thus does not imply the uncorrelatedness of η` so that equation 9.10 cannot be broken down into independent scalar equations for an easy analysis of symbol error probability as was the case for AWGN channel in reconstruction expressions 9.4 and 9.7. We proceed now by breaking up
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equation 9.10 into scalar (but dependent) equations as follows. sˆi = si + ciη where ci ∈ C1×Nc is the ith row of F H H H H



-1



(9.13)



H H , and can be expressed as



ci = eTi F H H H H



-1



HH



(9.14)



A close analysis of the above expression for ci reveals the following structure, ci =



h



∗ F2,i H2



∗ F1,i H1



... ...



FN∗c ,i HNc



i



(9.15)



where Fj,i is the element of the Fourier matrix F in jth row and ith column, and H j is the channel frequency response at the jth sub-carrier of interest. Now η` i , the ith effective noise component, which can be given as



η` i =







∗ F1,i



H1







η1 +







∗ F2,i



H2







FN∗c ,i η2 + . . . . . . + HNc 







ηNc



(9.16)



The ith effective noise component can be therefore seen to have a mean of zero, and its variance can be given as sum of the variance of each term in the summation, so that



ση2`i



=



ση2



=



ση2 Nc



∗ 2 ! ∗ 2 ∗ 2 FNc ,i F1,i F2,i H1 + H2 + . . . . . . + HN c ! 1 1 1 + + ......+ |H1 |2 |H2 |2 |HNc |2



= βZF ση2



(9.17)



where βZF can rightly be termed as the ZF noise amplification factor. It is worth appreciating here that ση2`i = ση2` is independent of the index i, and as such unlike the case of conventional OFDM, all the symbols face the same SNR (Note that signal power is also identical because of the ZF constraint) and therefore are equally likely to be in error. Nevertheless the symbol errors are correlated which can be seen from the non-diagonal structure of effective noise covariance matrix -1 Rη` = ση2 F H H H H F . The SER for a symbol-wise (independent) slicer can be expressed as PZF = Pr(si 6= sˆi ) = Q



s



Es ση2`



!



=Q



s



2Es βZF N0



!



(9.18)



where βZF as defined earlier, can be given as N



βZF =



c 1 1 X 2 Nc H j 



j=1



(9.19)
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For the MMSE equalizer, the analysis is rather more complicated because of the fact that the expression for reconstructed symbol si now is no longer independent of other symbols s j , j 6= i, as is the case in ZF reconstruction 9.10. Plugging in the MMSE equalizer expression from equation 9.3 in equation 9.1, leads to sˆ = F



H



ση2 I + H HH σs2



!-1



H



H HF s + F



H



ση2 I + H HH σs2



!-1



H Hη



= As + η`



(9.20)



where A ∈ CNc ×Nc is the effective matrix operating on signal component. The covariance matrix of the equalized noise η` can be given as, Rη` = E[η` η ] = F `H



ση2 I + H HH σs2



H



!-1



ση2 I + H HH σs2



H



H Rη H



!-1



(9.21)



F



Owing not only to the correlatedness of equalized noise, but also to the non-diagonal structure of A, we proceed again by breaking up this equation into scalar (but not independent) equations as follows. sˆi = ai s + bi η



(9.22)



where ai ∈ C1×Nc and bi ∈ C1×Nc are the ith rows of respective matrices and can be expressed as ai =



eTi F H



ση2 I + H HH σs2



!-1



H H HF



(9.23)



bi =



eTi F H



ση2 I + H HH σs2



!-1



HH



(9.24)



we begin with a close examination of expression for bi leading to, bi =



h



∗ H∗ F1,i 1



∗ H∗ F2,i 2



|H1 |2 +ση2 /σs2



|H2 |2 +ση2 /σs2



... ...



|HNc |2 +ση2 /σs2



Now η` i , the ith effective noise component, which can be given as



η` i =



∗ H∗ F1,i 1



|H1 |2 + ση2 /σs2



!



η1 +



∗ H∗ F2,i 2



|H2 |2 + ση2 /σs2



!



FN∗c ,i HN∗c



η2 + . . . . . . +



i



FN∗c ,i HN∗c |HNc |2 + ση2 /σs2



(9.25)



!



ηNc



(9.26)



has mean of zero, and its variance can be given as sum of the variance of each term in the summa-



Chapter 9. Performance Limits of DFT Spread OFDM Systems



81



tion, so that  2 2 2  ∗ H∗ ∗ H∗ ∗ H∗ F F F  2,i 2 Nc ,i Nc 1,i 1 ση2`i = ση2  + + . . . . . . + |HNc |2 + ση2 /σs2 |H1 |2 + ση2 /σs2 |H2 |2 + ση2 /σs2  !2 !2 !2  ση2 |H | |H | |H | 1 2 Nc   = + + ......+ Nc |H1 |2 + ση2 /σs2 |H2 |2 + ση2 /σs2 |HNc |2 + ση2 /σs2  !2  Nc X Hj 1  = ση2  2 Nc H j + ση2 /σs2 j=1



= βMMSE ση2



(9.27)



where βMMSE can be termed as the noise amplification factor for MMSE equalizer and can be shown to be less than βZF . Note again that ση2`i = ση2` is independent of the index i, and as such all the symbols encounter the same noise power. Unlike the case of ZF, we need to examine the signal (and interference) powers on different sub-carriers before making any comments on the SNR (and SINR) of various sub-carriers. So we look at the structure of the row vector ai , that attempts to reconstruct the ith data symbol. We note that, ai = bi HF " Nc ∗ F H 2 X Fj,i j,1 j = 2 2 2 j=1 H j + ση /σs



Nc ∗ F H 2 X Fj,i j,2 j 2 2 2 j=1 H j + ση /σs



2 # Nc ∗F X Fj,i j,Nc H j ... ... 2 2 2 j=1 H j + ση /σs



(9.28)



and as such ai,k , the entry in ith row and kth column of the matrix A can be shown to be Nc ∗ F H 2 X Fj,i j,k j ai,k = 2 2 2 j=1 H j + ση /σs



(9.29)



Interesting are the diagonal entries of the matrix A because they scale the desired symbol, and as such should be intuitively high as compared to the remaining entries. Note that these diagonal entries simplify to, Nc ∗ F H 2 X Fj,i j,i j ai,i = 2 2 2 j=1 H j + ση /σs 2 Nc H j 1 X = 2 Nc H j + ση2 /σs2



(9.30)



j=1



which again is independent of the index i. The effective desired signal power at the equalizer
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output can therefore be given as 2 2 Nc H j X 1  σD2 = σs2  2 Nc H j + σ 2 /σ 2 



η



j=1



s



= αMMSE σs2



(9.31)



Note that the MMSE equalizer also accumulates some interference power, given for the ith symbol as ! Nc X σI2i = σs2 |ai,k |2 − |ai,i |2 k=1











!2



2 H j 



N



c 1 X = σs2  Nc j=1  



− αMMSE  2 H j + σ 2 /σ 2 η s  ! #!2  " 2 2 2 H j H j − Ej  = σs2 E j  2 H j + ση2 /σs2 H j 2 + ση2 /σs2 " #! 2 H j = σs2 var j 2 H j + σ 2 /σ 2 η



=



s



γMMSE σs2



(9.32)



Finally we note that the noise and interference powers from equations 9.27 and 9.32 can be combined to get, !2 N !2  2 c H j H j ση /σs X − αMMSE σs2  ση2`i + σI2i = + 2 2 Nc H j + ση2 /σs2 H j + ση2 /σs2 j=1 j=1      H j 2 σ 2 /σ 2 + H j 2 Nc 2 X s η σ    2 = s    2  − αMMSE σs 2 Nc H j + ση2 /σs2 j=1 √ = σs2 ( αMMSE − αMMSE )



σs2







Nc X



(9.33)



so that the SER expression for the MMSE equalizer simplifies to PMMSE = Pr(si 6= sˆi ) = Q =Q



9.1.4 Fading Multipath Channel



s



1 p



s



σD2 2 ση` + σI2 !



1/αMMSE − 1



! (9.34)



The analysis in the last sub-section for time-invariant multipath channels can easily be extended for the time varying (fading) multipath channels. We note from the ZF and MMSE SER equations
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9.18 and 9.34, that βZF and αMMSE are indeed dependent on the channel realization. So we obtain the SER expressions for the fading multipath channels by introducing an expectation operator in respective equations for non-fading channels. Thus we have s



"



PZF = EH Q "



PMMSE = EH Q



s



2Es βZF N0



!#



1 p



1/αMMSE − 1



(9.35) !#



(9.36)



9.2 Packet Error Probability Analysis For the block or packet error analysis, we note that for detection via the ZF or MMSE equalizer we may use the union bound to arrive at an upper bound on PER as follows, Pr(s 6= s) ˆ = Pr(at least one sample in error)



= Pr(sˆ1 6= s1 ∪ sˆ2 6= s2 ∪ . . . ∪ sˆNc 6= sNc ) ⊕



=



Nc X i=1



⊗



≤ ⊙



Nc X i=1



Pr(si 6= sˆi ) − Pr(multiple error events) Pr(si 6= sˆi )



= Nc Pr(si 6= sˆi )



(9.37)



where the equality labelled with ⊕ follows from the simple identity Pr(A ∪ B) = Pr(A) + Pr(B) − Pr(A ∩ B) and the one labelled with ⊗ exploits the fact that Pr(A ∩ B) ≥ 0. The last equality labelled with ⊙ follows from the fact that, unlike conventional OFDM systems, the SER in case of a DFTSOFDM system is identical for all the symbols independent of the CFR at individual sub-carriers. Plugging in the appropriate SER expression in above equation gives a reasonably tight upper bound on the PER for ZF and MMSE equalizers. We now turn our attention to the PER of optimal ML detector [69] operating directly on the received data symbols y, i.e. y = F H HF s + F H η ´ + η´ = Hs



(9.38)



The full-blown ML detector chooses sˆ that maximizes the likelihood, i.e. sˆ = argmax si



= argmax si



= argmin si



´ si ) P (y|H, ´ i) Pη (y − Hs



Γi (y)



(9.39)
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so it needs to compute the following metrics



2 



´ i Γi (y) = y − Hs



2



for i = 1, 2, . . . , M = 4Nc (all possible transmitted sequences)



(9.40)



and chooses sˆ = si that leads to the minimum metric. The ML detector makes an error if say s1 was transmitted and Γ1 (y) is not the minimum. Thus the block error probability (PER) in case of equilikely transmissions can be written as Pr(s 6= s) ˆ = Pr(Γ1 6< Γ2 , Γ3 , . . . , ΓM |H1 )



= 1 − Pr(Γ1 < Γ2 ∩ Γ1 < Γ3 ∩ . . . ∩ Γ1 < ΓM |H1 )



(9.41)



where H1 represents the hypothesis that s1 was transmitted. Next we determine the Pr(Γ1 < Γj |H1 ), by first defining a new variable



τ = (Γ1 − Γj )|H1 ´ ´ H η´ + η´ H H∆s] ´ ´ H H∆s + ∆sH H = −[∆sH H



(9.42)



where ∆s = s1 − s j . The moments of this new gaussian variable τ are computed to be, ´ H H∆s ´ µτ = −∆sH H ´ H H∆s ´ στ2 = 2σ 2´ ∆sH H = −2σ 2´ µτ η



η



(9.43) (9.44)



Thus we have τ ∼ N (µτ , στ2 ) and as such the  0 − µτ Pr(Γ1 < Γj |H1 ) = Pr(τ < 0) = 1 − Q στ v  u ´ H H∆s ´ u ∆sH H  = 1 − Q t 2ση2´ 



(9.45)



we note however that equation 9.41 can be expanded in terms of these individual probabilities only if Γis are independent, which is not the case here. In our case we can expand the equation 9.41 in terms of following conditional probabilities, Pr(s 6= s) ˆ = 1 − Pr(Γ1 < Γ2 ∩ Γ1 < Γ3 ∩ . . . ∩ Γ1 < ΓM |H1 )



= 1 − Pr(Γ1 < Γ2 |H1 ) Pr(Γ1 < Γ3 |Γ1 < Γ2 , H1 ) . . .



. . . Pr(Γ1 < ΓM |Γ1 < Γ2 , Γ1 < Γ3 , . . . , Γ1 < ΓM−1 , H1 )



(9.46)



which is difficult to evaluate, so we may arrive at an upper bound on PER by considering one of the nearest neighbours of s1 , evaluating Pr(Γ1 < Γnearest |H1 ) and then substituting it in place of all conditional probability terms in above equation. Thus we have, Pr(s 6= s) ˆ ≤ 1 − [Pr(Γ1 < Γnearest |H1 )]M−1



(9.47)



where the Pr(Γ1 < Γnearest |H1 ) can be evaluated using equation 9.45 by considering the nearest
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neighbour of the transmitted vector s1 i.e. the vector which differs from s1 in only one place. This √ implies that we have ∆s = 2Es e p , where e p is a column vector with a one at pth place and zeros elsewhere (p being arbitrary). Note that in this case ´ H H∆s ´ ∆sH H = 2Es epH F H HF



H



 F H HF ep



= 2Es epH F H H H HF ep



= 2Es f pH H H Hf p = 2Es kHf p k22 = 2Es kF p diag(H)k22 N



= 2Es



c 1 X |Hi |2 Nc



(9.48)



i=1



Hence, we finally have the upper bound on PER, that can be expressed as follows, v M−1 u Nc u 2Es 1 X Pr(s 6= s) ˆ ≤ 1 − 1 − Q t |Hi |2  No Nc 



(9.49)



i=1



9.3 Simulation Results A comparison of the derived analytical formulas for the SER and PER for different channel scenarios is made to the simulation results. System under consideration operates over a 20 MHz bandwidth with 2048 sub-carriers, and the number of sub-carriers assigned to the under consideration user is Nc =25. Vehicular A channel profile [14] is used for comparing simulation and analytical results for a multipath channel. Rayleigh fading has been adopted to analyze the performance for fading scenarios. The simulation parameters are in fact adopted from E-UTRA specifications. The SER expressions derived for the case of AWGN, Fading AWGN channels are found to be in complete agreement to the simulation results. Moreover it needs to be emphasized that the performance of DFT-SOFDM over AWGN in Figure 9.2 is identical to conventional uncoded systems achieving a BER of 10−4 at an SNR of about 11.5 dB (or 8.5 dB for a BPSK system). The performance over a non-fading (time-invariant) multipath channel in a conventional OFDM (parallel AWGN channels) is the average of performance over each sub-channel i.e. the SER can be expressed as an average of SER over each AWGN sub-channel having different SNRs. In a DFT-SOFDM system, on the contrary, the SNR itself is averaged over all the sub-carriers, and all the sub-channels encounter the same SNR and as such the same SER. This leads to a slightly superior performance of a DFT-SOFDM system in relation to a conventional one as evident in Figure 9.3. For the case of fading (time-varying) multipath channel in Figure 9.3 the performance degrades because of the same effect that the SNR between different realizations varies in accordance with rayleigh distribution and the overall performance, as such, is the mean of performance of all these individual cases which include some deep fades.
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Figure 9.2: Simulation vs. Analytical BER results over AWGN Channel with and without fading (timevariance)



SER for DFT−SOFDM, Multipath Channel (Veh A)



0



0



10



SER for DFT−SOFDM, Fading Multipath Channel (Veh A)



10 Simulated ZF Equalizer Simulated MMSE Equalizer Analytical ZF Equalizer Analytical MMSE Equalizer



Simulated ZF Equalizer Simulated MMSE Equalizer Analytical ZF Equalizer Analytical MMSE Equalizer



−1



−1



10



Symbol Error Rate



Symbol Error Rate



10



−2



10



−3



−3



10



10



−4



10



−2



10



−4



0



2



4



6 SNR in dB



8



10



12



10



0



2



4



6



8 10 SNR in dB



12



14



16



Figure 9.3: Simulation vs. Analytical BER results over Multipath Channel with and without fading (timevariance)
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Figure 9.4 shows the simulation results of the Packet Error Rate, where a packet is meant to be a group of six LBs i.e. one sub-frame or a TTI. For a QPSK based transmission this includes 300 information bits, given the chunk size of 25 used in our simulations. The union bound is also shown in the figure which can be seen to be quite a tight upper bound on PER especially at low PERs. At high PERs the approximation based ML upper bound proves to be tighter than union bound. PER for DFT−SOFDM, Multipath Channel (Veh A) Simulated PER Union Bound on PER
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Figure 9.4: PER on a Multipath Channel
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Chapter 10



Virtual MIMO Channel Estimation and Equalization In order to meet the throughput requirements set for the E-UTRA uplink, the standardization committee, has recommended the use of multiple antenna systems. A typical Multiple Input Multiple Output (MIMO) system with multiple antennas both at transmitter and receiver has been shown to exhibit a linear increase in system capacity with the increasing number of min{NT , NR } where NT and NR stand for the number of antennas at the transmitter and receiver respectively. While multiple antennas at both ends of a communication system might be suitable for many systems, it is by far not an easy requirement for cellular wireless systems. The primary reasons for such a limitation are the limited size, power and cost of the User Equipment (UE). Although a room for accommodating UEs with multiple antennas is normally provided in the standards, such UEs are rare in practice. UEs with multiple antennas will undoubtedly get an higher throughput, but the system level throughput and spectral efficiency remains almost unchanged because of their limited number. A highly promising technique to significantly increase the system level throughput besides that of individual user is a virtually created MIMO system, whereby multiple UEs even those with single antennas cooperate with each other to form a virtual MIMO system leading to an increase in overall system throughput. The advantage to the individual UEs come from the fact that there exist now multiple paths from them to the Base Station. During its incorporation to the E-UTRA uplink, the Virtual MIMO concept has been further simplified so as to make it completely invisible to the UEs. This means that the UEs need not to have any extra feature, and its just the base station receiver which needs to be equipped with specific algorithms. The way, a virtual MIMO system works in E-UTRA Uplink is explained below with the aid of the diagram 10.1. Two or more UEs (depending upon the number of receive antennas at BTS) are spatially multiplexed onto the same sub-channel. Specifically, the chunk (group of sub-carriers) assigned to both users is completely identical. The virtually formed MIMO channel between the UEs and receive antennas is then used to isolate the streams of both users. Accommodation of more than one user in the same sub-channel at the expense of only a slight loss in performance (if the users are selected intelligently), means a significant advantage from the Network perspective.
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Figure 10.1: Virtual MIMO configuration in E-UTRA Uplink



10.1 System Model We consider the transmission of Nc dimensional symbol vectors s1 , s2 ∈ CNc from each of the two users. Note that for simplicity we restrict ourselves to the case when BTS has two receive antennas and consequently at the most two UEs can be grouped to form a virtual MIMO system. As a first step at the UE transmitter, the symbols are transformed into the frequency domain via the Nc point DFT to lead to X1 = F s1 ∈ CNc and similarly to X2 = F s2 ∈ CNc , where F ∈ CNc ×Nc is the unitary Fourier matrix i.e. F F H = I. Now owing to the insertion of Cyclic Prefix (CP) of length ν greater than the lengths Li j of the Channel Impulse Responses (CIR) hi j ∈ CLi j , between the the ith receive antenna and jth transmit antenna (or user) and the IFFT and FFT operations of the DFT-SOFDM transmitter and receiver respectively the following system model holds in the frequency domain [49] (or see section 2.1). Note that FFT operation is performed separately for the signals received by the two receive antennas leading to two set of received sub-carriers. Y1 = H11 X1 + H12 X2 + η1



(10.1)



Y2 = H21 X1 + H22 X2 + η2



(10.2)



where Hi j ∈ CNc ×Nc is a diagonal matrix containing the respective Channel Frequency Response (CFR) at the sub-carriers of interest along its diagonal elements i.e. Hi j = diag[FNc ×Li j hi j ] and FNc ×Li j is the respective portion of FN ∈ CN×N the unitary Fourier matrix of dimensions N. The vectors Yi and ηi ∈ CNc contain the received symbols and noise in the frequency domain for the ith receive antenna. Note that under the following definitions, " # Y1 ∈ C2Nc ; Y = Y2



# X1 ∈ C2Nc ; X= X2 "



" # η1 ∈ C2Nc ; η= η2



# " H11 H12 ∈ C2Nc ×2Nc (10.3) H= H21 H22



equations 10.1 and 10.2 can be combined in a more compact form as Y = HX + η



(10.4)
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however an intuitively more clear and useful form is given as under, Y = H1 X1 + H2 X2 + η with the new matrices defined below, # " H11 ∈ C2Nc ×Nc ; H1 = H21



(10.5)



# H12 ∈ C2Nc ×Nc H2 = H22 "



(10.6)



In order to arrive at a system model in the data symbol domain, we revert back to equations 10.1 and 10.2 and introduce the IDFT block at receiver leading to, y1 = F H H11 F s1 + F H H12 F s2 + η´ 1 H



(10.7)



H



y2 = F H21 F s1 + F H22 F s2 + η´ 2



(10.8)



where η´ i = F H ηi is statistically equivalent to ηi for i = 1, 2. Defining " # y1 ∈ C2Nc ; y= y2



" # s1 ∈ C2Nc ; s= s2



" # η´ 1 ∈ C2Nc η´ = η´ 2



(10.9)



we can combine equations 10.7 and 10.8 in a manner similar to equation 10.4 to obtain, ´ + η´ y = Hs



(10.10)



where ´ = H



FDH HFD



"



FH 0 = 0 FH



#"



H11 H12 H21 H22



#"



F 0



# " 0 F H H11 F = F F H H21 F



# F H H12 F ∈ C2Nc ×2Nc F H H22 F



(10.11)



or in a manner similar to equation 10.5 to obtain, ´ 1 s1 + H ´ 2 s2 + η´ y=H



(10.12)



with # " # " HH F ´ 11 F H 11 2Nc ×Nc ´1= ; H ´ 21 = F H H21 F ∈ C H



# " # HH F ´ 12 F H 12 2Nc ×Nc ´2= H ´ 22 = F H H22 F ∈ C H "



(10.13)



It is reminded again that the system models, under consideration, hold only in the absence of interferences i.e. there is no ICI owing to channel rapid variations and there is no ISI & ICI owing to CIR exceeding the duration of Cyclic Prefix.



10.2 Channel Estimation In the absence of interferences, the task of channel estimation for single transmit and receive antennas reduces to estimation of a single complex fading coefficient Hn for each of the nth subcarrier
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from n = 1, 2, . . . , Nc . In the MIMO case, however, we need to estimate four complex fading coeffi(11) (12) (21) (22) cients Hn , Hn , Hn & Hn for each of the sub-carriers. Note that these complex coefficients represent the nth diagonal entries of the matrices H11 , H12 , H21 & H22 defined in the previous section. In order to allow for pilot aided channel estimation of all the four coefficients at each subcarrier, the two UEs must transmit orthogonal pilot blocks (SBs). • The orthogonality of SBs can be achieved in the time domain, by say allocating the first SB of the sub-frame to UE-1 and second SB to UE-2. In this way channel coefficients in the matrices H11 & H21 , corresponding to the first user, can be fully estimated via the first SB, while the second SB can be used to estimate the remaining two matrices H12 & H22 . In this way, same channel estimates would be used for the entire sub-frame and as such it incurs significant performance degradation in time variant channels. • The orthogonality can be achieved in the frequency domain as well, say by allocating every odd sub-carrier of a SB to UE-1 and even sub-carrier to UE-2. This allows for estimation of UE channel coefficients at only half of the sub-carriers, but a frequency domain interpolation leads to complete channel estimates for both the user. Note that the assignment of pilot subcarriers can be retained in the second SB (for coherent averaging at low SNRs and/or low mobility scenarios) or it can be reversed (for better performance at high SNRs and/or high mobility scenarios). • Yet another way to achieve orthogonality is to make SBs orthogonal in code domain. This requires the use of CAZAC sequences because of their good correlation properties. This is however not a viable solution when the two transmit antennas do not belong to the same mobile because this can lead to significant timing offsets thereby destroying the nice correlation properties of the sequence. The structure of SBs that we prefer, in our simulation chain is the one establishing orthogonality in frequency domain, as shown below in Figure 10.2. As can be seen we use the staggered SBs in order to allow for better performance at higher mobility scenarios. Given the SB structure, UE-1 UE-2 UE-1 UE-2 UE-1 UE-2



UE-1 UE-2



SB-1



UE-2 UE-1 UE-2 UE-1 UE-2 UE-1



UE-2 UE-1



SB-2



Figure 10.2: Staggered SBs, UEs orthogonal in Frequency Domain channel estimation can be performed in two steps. First we estimate the channel response at the allotted pilot sub-carriers via LS estimation technique. Second we carry out a frequency domain interpolation (under the MMSE constraint) to get the channel response over the entire chunk.
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Effectively this implies a MMSE estimation of CIR followed by its transformation to frequency domain CFR, i.e.  H H ˆ 11 = RhhFU1 FU1 RhhFU1 + ση2 h  ˆ 21 = RhhF H FU1 RhhF H + ση2 h U1 U1  ˆ 12 = RhhF H FU2 RhhF H + ση2 h U2 U2  H H ˆ 22 = RhhFU2 + ση2 FU2 RhhFU2 h
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where the subscript U1 or U2 signify those rows of the vector or matrix which are relevant to the particular user, for instance XU2 ∈ CNc /2 represent the pilot symbols transmitted by UE-2. The superscript in small brackets signify the receive antenna, so that an interlaced version of the two (1) (1) vectors YU1 & YU2 form the vector Y1 , containing all the sub-carriers received by antenna 1, as defined in the previous section. Note that we use the same channel covariance matrix Rhh ∈ CL×L based on the negative exponential power delay profile, with L set to the length of Cyclic Prefix i.e. ˆ i j ∈ CL . The Channel Frequency Response estimate can now be obtained L = ν and as such all h via Fourier transformations, ˆ i j = diag[FN ×L h ˆ i j] H c



for i, j = 1, 2



(10.18)



with FNc ×L being the respective portion of FN ∈ CN×N the unitary Fourier matrix of dimensions N. Presented below in Figures 10.3 & 10.4 are the results for channel estimation in terms of Normalized MSE. The two users under consideration are assumed to be experiencing Vehicular A and Pedestrian B in Figure 10.3 (or Pedestrian A in Figure 10.4) channel profiles and the channels for the two receive antennas are assumed to undergo un-correlated fading. That is to say that although on average h11 & h21 exhibit Vehicular A like CIR, but their instantaneous realizations are selected randomly without any correlation. Similar is the modelling of User 2 which experiences the Pedestrian B (or Pedestrian A) channel profile.



10.3 MMSE Equalization The task of equalization and data detection in Virtual MIMO setup is more involved than that of channel estimation because of the fact that during the data transmission i.e. the transmission of LBs both user occupy the same sub-channels, but this is not the case for the SBs where the transmission of the two UEs are kept orthogonal. The LB reception on each of the receive antennas is a sum of two independent data streams from the two users. Because the two receive antennas receive two independently combined copies of UE transmissions, it remains possible to estimate the actual user streams. We begin our discussion of channel equalization with the linear equalization schemes in this section. The equalizer can then be designed under the MMSE or ZF criterion but because of its better performance with affordable complexity we restrict ourselves to MMSE equalization criterion. Note that the equalizer can be designed and applied in the frequency domain (Equation 10.4) or in the data symbol domain (Equation 10.10). Owing to the fact that both equalizers lead
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Figure 10.3: Virtual MIMO Channel Estimation UE-1 ∼ Vehicular-A and UE-2 ∼ Pedestrian-B to exactly identical performance (see section 4.3), and that the equalizer designed and applied in the frequency domain is computationally much simpler, we consider in this section only the Frequency-domain EQualizer (FEQ), that attempts to reconstruct the frequency domain symbols as follows, Xˆ = W HX + W η (10.19) The equalizer matrix W ∈ C2Nc ×2Nc , designed under the MMSE criterion WMMSE = argmin W



  ˆ 2 E kX − Xk



(10.20)



leads finally to the following expression (see section 4.1 for a derivation), -1 WMMSE = RX H H HRX H H + Rη  -1 = RX -1 + H H Rη -1 H H H Rη -1



(10.21)



where the matrix inversion lemma has been used to obtain the second form. Now in the case of uncorrelated gaussian noise and uncorrelated transmitted signal i.e, "



Rη1 η1 Rη = Rη2 η1
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Figure 10.4: Virtual MIMO Channel Estimation UE-1 ∼ Vehicular-A and UE-2 ∼ Pedestrian-A the MMSE equalizer reduces to, WMMSE =



ση2 σX2
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I +H H
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(10.23)



To gain better insights into the complexity and performance of this equalizer we take a look at the structure of H H H, # " # " #" H HH H H + HH H H H + HH H H H H H H 11 12 11 21 11 11 21 21 11 12 21 22 (10.24) H HH = = H H + HH H H H + HH H H HH H H H12 H H 11 21 12 21 22 12 22 12 22 22 22 Regarding complexity it suffices to say that although each of the sub-matrices is diagonal, the matrix itself in general is non-diagonal, so that the computation of inverse in equalizer design is not straight forward. Under the constraint that H H H11 H12 + H21 H22 = 0Nc ×Nc ;



H H H11 H12 + H21 H22 = 0Nc ×Nc



(10.25)



that can be attained via what is generally referred to as Orthogonal Scheduling (during the selection of user pairs), the matrix H H H reduces to a diagonal matrix leading to greatly simplified structure of the MMSE equalizer.
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The performance of the MMSE equalizer can be analyzed via the reconstruction expression (plugging in the equalizer expression from equation 10.23 into equation 10.19) to obtain, 



Xˆ = 



ση2 σX2
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I +H H
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H H X +
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I +H H
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H Hη



(10.26)



One can readily see that until and unless the expression in square brackets is diagonal (Orthogonal Scheduling), the MMSE equalizer fails to remove the inter-user interference. It is to be kept in mind that the orthogonal scheduling, is a highly complex task, and even if implemented, can never lead to complete diagonalization of the matrix H H H, first because of limited number of options and second because of the channel time variance.



10.4 Serial Interference Cancellation As pointed out in the previous section, owing to the joint use of sub-channels by the two UEs, even the best linear equalizer fails (except for the ideal Orthogonal Scheduling) to remove the inter-user interference, we proceed now to the non-linear detection techniques. One of the simplest among these is the Serial Interference Cancellation (SIC) [49, 70] . Others include Parallel Interference Cancellation [49], QR Decomposition based techniques [71, 72], Lattice Reduction based techniques [73], Chase Detection schemes [74], List based search schemes [75, 76] and Iterative tree search schemes [77]. More prominent ones among these are discussed in next sections. In SIC we detect a user and then subtract its interference from the received signal prior to the detection of second user. While the performance for the first user remains essentially the same, the performance of the successive users improve greatly because of effectively increased SINR. Note that the performance gain is largest if the detection of first user is correct, nevertheless the improvement is significant even if some of the symbols of the first user are detected incorrectly. The performance of SIC can be further improved via the optimization of detection order. A well known procedure, the one adopted in BLAST [70], is to detect the most strong user first. This ensures better detection reliability and as such not only leads to correct interference cancellation but also the strongest interference cancellation. The result is the greatest possible increase in SINR, and consequently the greatest possible increase in detection reliability of the next user. In our simulation set up, the transmit power of both the users are identical, so its the worst case with regard to the optimization of detection order. Nevertheless because of different channel profiles and fading, receive power for the two users show some variation, and we exploit this variation to optimize the detection order. Note that reduced complexity versions for optimization of detection order like Sorted QR-Decomposition [78] are not of much value here because we are dealing with two users only. As aforementioned we need to detect one of the users (say UE-1) first, and then remodulate its signal and subtract its interference. The equalizer for the detection of first user remains unchanged, but the complexity can be reduced if we equalize only for the first user i.e. use
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W1 ∈ CNc ×2Nc to reconstruct UE-1 only, ˆ 1 = W1 HX + W1 η X = W1 H1 X1 + W1 H2 X2 + W1 η



(10.27)



where the second step follows from equation 10.5. The reconstruction MSE can be given as, ˆ 1 k22 ] ε (W1 ) = E[kX1 − X     = tr (I − W1 H1 ) RX1 (I − W1 H1 )H + tr W1 H2 RX1 H2H W1H + tr W1 Rη W1H



(10.28)



where we assumed that RX1 X2 = RX2 X1 = 0Nc ×Nc . Minimizing the cost function with respect to the equalizer W1 we finally arrive at the following solution for the MMSE equalizer, W1MMSE = RX1 H1H H1 RX1 H1H + H2 RX2 H2H + Rη
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(10.29)



which simplifies for the case of uncorrelated noise and uncorrelated signal to,



ση2 H1 H1H + H2 H2H + 2 I σX



W1MMSE = H1H



!-1



(10.30)



The reconstruction for UE-1, obtained by plugging in this equalizer expression (equation 10.30) into equation 10.27 can be given as ˆ 1 = H1H X + H1H
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(10.31)



In order to subtract the interference of UE-1 from the received signal, the reconstruction from ˆ 1 , which is then quantized equation 10.31 is transformed to data symbol domain to get sˆ 1 = F H X q (subjected to hard decision) to obtain the data symbol estimates sˆ 1 . These reconstructed symbols are then remodulated via DFT to get the estimate of transmitted sub-carriers. Given the channel estimates, the received sub-carriers of UE-1 can be individually estimated. Note that these subcarriers would match the original individual sub-carriers of UE-1 provided there has been no hard decision error i.e. sˆ q1 = s1 (there is no effect of residual equalization error) and that the channel ˆ 1 ≈ H1 . The estimated UE-1 contribution to the received has been estimated reasonably well i.e. H sub-carriers can be given as ˆ 1X ˆq Yˆ U1 = H 1



(10.32)



ˆ q = F sˆ q represents the estimate of transmitted sub-carriers after quantization (hard deciwhere X 1 1 sion) in data symbol domain and remodulation. The interference subtracted sub-carriers can now
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be written as Z = Y − Yˆ U1



q



ˆ 1X ˆ = H1 X1 + H2 X2 + η − H 1



(10.33)



Under idealistic condition of no hard decision error and moreover a perfect channel estimation, the first and the last terms cancel out completely and interference is removed. Under conditions of realistic channel estimation, the residual interference can be considered to be a part of random noise. As such the interference free sub-carriers, can now be equalized via the equalizer W2 ∈ CNc ×2Nc to reconstruct UE-2 sub-carriers as, Xˆ 2 = W2 Zoptimistic = W2 H2 X2 + W2 η



(10.34)



Minimizing the reconstruction MSE with respect to the equalizer W2 we finally arrive at the following solution for the MMSE equalizer, W2MMSE = RX2 H2H H2 RX2 H2H + Rη



-1



(10.35)



which simplifies for the case of uncorrelated noise and uncorrelated signal to, W2MMSE =



H2H



H2 H2H +



ση2 σX2



I



!-1



(10.36)



Note that the intuitive structure of equalizers in equation 10.30 and 10.36, lead to simple generalization for the case when detection order is optimized.



10.5 Parallel Interference Cancellation The other interference cancellation (non-linear detection) technique is Parallel Interference Cancellation (PIC). The underlying principle, as its name implies, is to remove the interference in parallel instead of serial elimination as described in the previous section. Specifically we detect both the users in the first stage of PIC, which is nothing different from the simple MMSE detection (section 10.3). Once both users are detected, we remodulate their detected signals (after quantization) to form an estimate of their transmitted signals that can then be transformed to their individual contributions to the received signal. We remove then these interfering signals from the detector of both users individually, i.e. subtract estimated received signal of UE-1 before feeding the received signal to the detector of UE-2 and vice versa for detector of UE-1. Detection carried out via these (ideally) interference-free signals leads to much superior performance than the simple MMSE detection (as in the first stage). As already pointed out, the first PIC detection stage is completely identical to the simple linear MMSE equalization technique and we use the equalizer form equation 10.23 to detect both users. The detected symbols are quantized in the data symbol domain and then remodulated in a manner completely identical to the one described above for SIC in section 10.4. Note that as opposed to SIC both users are detected in both the stages. After interference elimination, the MMSE detectors
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of both users in the second stage, are fed with presumably interference free signals. Assuming error free detection in the first stage, the second stage MMSE detectors of the two users operate on, Z1 = Y − Yˆ U2



ˆ 2X ˆq = H1 X1 + H2 X2 + η − H 2 ⊙



= H1 X1 + η



(10.37)



Z2 = Y − Yˆ U1



ˆ 1X ˆq = H1 X1 + H2 X2 + η − H 1 ⊙



= H2 X2 + η



(10.38)



where the equalities labelled with ⊙ hold only in idealistic conditions (no hard decision error and ideal channel estimation). Minimizing the reconstruction MSE with respect to the equalizers W1 , W2 ∈ CNc ×2Nc we arrive at the following solutions, W1MMSE = RX1 H1H H1 RX1 H1H + Rη W2MMSE = RX2 H2H H2 RX2 H2H + Rη
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which simplify for the case of uncorrelated noise and uncorrelated signals to, W1MMSE = H1H H1 H1H + W2MMSE =



H2H



H2 H2H +



ση2 σX2 ση2 σX2



I



!-1



(10.41)



I



!-1



(10.42)



10.6 QR-M based Detection Maximum Likelihood, by far, the most optimal detection scheme for any system gets prohibitively complex in our detection scenario. The system model, repeated from equation 10.10 ´ + η´ y = Hs



(10.43)



´ ∈ C2Nc ×2Nc , reveals that ML estimate sˆ ML requires that we compute the metrics with H



2 



´ i Γi = y − Hs



2



for



i = 1, 2, . . . , S = 42Nc



(10.44)



and choose sˆ = si that leads to the minimum metric. For a typical value of Nc = 25, this amounts to about 1030 metric computations. What we pursue here, to reduce this exponential complexity, is to employ QR-M based sub-optimal ML like detection scheme. This proceeds by first triangularizing the effective channel matrix. A QR decomposition [79] of the channel matrix is performed to yield,
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Q ∈ C2Nc ×2Nc being the orthonormal matrix QQH = QH Q = I2Nc and R ∈ C2Nc ×2Nc is an upper triangular matrix. Now as a preprocessing step, we multiply the received symbols by QH leading to, ´ + QH η´ z = QH Hs = QH QRs + QH η´ = Rs + η`



(10.46)



where the noise η` is statistically equivalent to η. ´ Effectively, this preprocessing reduces the ML problem to a regular tree search with four branches coming out of each parent node and s2Nc as being the root node. Note that no loss of optimality is incurred yet; a full blown search in this tree leads to a completely identical solution to the true ML detection. The M-algorithm [80] can now be employed in conjunction with QR Decomposition (as in [71, 72]) to reduce the tree search complexity. The underlying idea here is to keep only the M most successful paths as we progress into the branches of the tree. Besides leading to significantly reduced search space, this implies that at each stage we reject the 3M paths with higher metrics translating thereby into a loss in optimality. The M-algorithm leads to a different solution if the ML solution gets rejected in one of the earlier stages of this reduced complexity tree search. Probability of this being the case can be reduced by selecting a suitably large value of M. Selection of M therefore provides an easy way to control the complexity-performance trade-off as shown below in Figure 10.5. At a BER of 10−3 , a value of M = 2 leads to about 2.8 dB worse performance as compared to the near optimal performance offered by M = 256 (as demonstrated in the next section). The performance gap decreases to about 1.2 dB for M = 8 and to only 0.5 dB for M = 32. A value of M = 32 is found to lead to negligible performance loss in our detection scenario while keeping the complexity low. The ordering of symbols in QR-M detection is crucial, because the first few symbols make some major rejections in the tree search. M = 1 for instance means that the first symbol leads to the rejection of half of the tree, the second to one fourth of it and so on. Rejections at the start, as such, have more dominant effect on the sub-optimality of the scheme. We propose here two ways to counter this effect. The first one involves optimization of detection order. Note that since for a DFT-SOFDM systems the SINR remains constant across the various symbols of a chunk, no optimization of symbol ordering is required within the symbols of each user. However since signals of the two users can potentially face different fading so they are likely to arrive at the uplink receiver with different SINRs. The optimization of detection order in our setup therefore reduces to a decision of which user’s symbols to be detected first. Thus it involves determining whether Y = [Y1T Y2T ]T is better or Y = [Y2T Y1T ]T . The second improvement that we propose is aimed at minimizing the risk of rejection of true ML solution in the beginning by not rejecting any path uptill a few initial symbols. This ensures the true ML solution for at least those symbols, and is likely to avoid rejection of the overall true ML solution. Put other way, the scheme can be considered to vary M with a goal of minimizing the error probability. This can be easily extended to an approach whereby M is varied continuously in accordance with the detection reliability of the symbol being detected.
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Bit error rate for E−UTRA UL, V. MIMO, UE−1 ~ Vehicular A & UE−2 ~ Pedestrian B (Time invariant) M=2 M=8 M = 32 M = 256
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Figure 10.5: Performance Complexity Trade-off via the Parameter M in the QR-M based Detection



10.7 Equalization Performance A comparison of the four detection schemes discussed in previous sections is presented below in Figures 10.6 and 10.7 in terms of Equalization MSE and in terms of BER respectively. As expected all the non-linear (more sophisticated) schemes perform better than the simple MMSE based linear equalization. Surprising to note in Figure 10.6 is the behaviour of QR-M, which shows abrupt decline in equalization MSE. The reason here is, that it is inherently a hard decision scheme which like ML, outputs the winner sequence from its reduced search space. Because a hard decision nullifies any residual difference of reconstruction values from the ideal value, as in other schemes (MMSE, SIC and PIC), so the MSE falls sharply as the probability of error decreases. A more fair comparison between the various schemes can be found in Figure 10.7. Also presented in this figure is the BER curve for the optimal ML detection. The performance of the ML detection can readily be seen to be the best. Specifically at a nominal BER of 10−3 , the MMSE performs about 6.8 dB worse than the optimal ML detection, the PIC schemes perform 3.8 dB worse than ML. The performance gap between SIC and ML is about 2.6 dB while that between QR-M and ML is only about 0.8 dB. We note that QR-M indeed approaches the optimal performance. As can be seen in the figure, the difference between QR-M and ML diminishes even further at higher SNRs.



Chapter 10. Virtual MIMO Channel Estimation and Equalization



101



Equalization error for E−UTRA UL, V. MIMO, UE−1 ~ Vehicular A & UE−2 ~ Pedestrian B (Time invariant) 0 Linear MMSE Equalizer Serial Interference Cancellation Parallel Interference Cancellation QR−M Hard decision with M=256
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Figure 10.6: Comparison of detection schemes for Virtual MIMO in terms of equalization MSE, UE-1 ∼ Veh-A and UE-2 ∼ Ped-B



10.8 Coded Scenario As demonstrated in the last section, a near optimal detection performance has been achieved in an uncoded virtual MIMO scenario. In this section, we attempt to exploit the presence of the powerful Turbo Codes that are present in E-UTRA uplink transmission chain. We note that since coding is performed over one TTI (sub-frame), the receiver needs to wait for the reception of all the six LBs before generating the output. Note also, that as aforementioned in section 4.6, the BCJR based Turbo decoding is a soft in soft out algorithm so that we need to generate the bit LLRs. The alternate detection schemes are presented below and are in fact based on the previous sections. • The performance of simple SIC, described in section 10.4 can be improved significantly by exploiting the strength of channel coding. The underlying idea is that the detection of first user can be followed by channel decoding and re-encoding thereby leading to potentially a
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Bit error rate for E−UTRA UL, V. MIMO, UE−1 ~ Vehicular A & UE−2 ~ Pedestrian B (Time invariant) Linear MMSE Equalizer Serial Interference Cancellation Parallel Interference Cancellation QR−M Hard decision with M=256 Maximum Likelihood (Optimal) Detection
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Figure 10.7: Comparison of detection schemes for Virtual MIMO in terms of BER, UE-1 ∼ Veh-A and UE-2 ∼ Ped-B. Note that the fluctuations in ML curve are due to lesser simulation runs because of its exponential complexity.



very reliable estimate of the interfering symbols for the second user, besides improving the performance of first user. Specifically the transformation of sˆ 1 −→ Q −→ sˆ q1 can be changed q to sˆ 1 −→ soft decoding −→ Q −→ encoding −→ sˆ 1 . Cancellation of this more reliable interference component before detection of the second user promises a greatly increased performance for it as well. • A similar concept, as described above for SIC, can be applied to the PIC detection scheme described in section 10.5. Specifically the transformation of both users, sˆ i −→ Q −→ sˆ qi can be changed to sˆ i −→ soft decoding −→ Q −→ encoding −→ sˆ qi for i = 1, 2. We thus obtain more reliable estimates of the interfering symbols of both the users, leading to better interference cancellation and translating into significant performance gains. The performance improvement is even greater as compared to the improvement in case of SIC because the
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detection results of the first stage PIC are normally less reliable as compared to results of first stage SIC. Incorporation of Turbo coding therefore helps PIC more than SIC. • The incorporation of Turbo coding in the QR-M based detection schemes discussed in section 10.6 is slightly more involved because of the fact that like ML, QR-M based detection is a hard decision detection scheme which inherently outputs one of the more likely, if (because of sub-optimality) not the most likely, sequence rather than the soft values of the bits. This complicates the process of generation of bit LLRs. A procedure that we have employed is to use the knowledge of bit value in some of the runner up paths, and use them along with the path metrics to produce a soft value of the bit. Another possible, more conventional, way is to generate it via the metrics of only the two best paths that contain the two different values of the bits. Presented in Figure 10.8 is a performance comparison in terms of uncoded BER of various detection options in a coded scenario. We note that two extra schemes presented here are Coded
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Figure 10.8: Comparison of detection schemes for Virtual MIMO Coded scenario in terms of Uncoded BER, UE-1 ∼ Veh-A and UE-2 ∼ Ped-B
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SIC and Coded PIC. It is worth-appreciating that exploiting the presence of Turbo codes, SIC gains about 1.8 dB at the BER of 10−3 while PIC gains 3.5 dB and as such comes out to be the best scheme. Note that Coded PIC performs even better than the ML curve (in Figure 10.7 because that bound is not valid in presence of channel coding. Finally, we present in Figure 10.9 the decoded BER for various schemes. It can readily be observed that performance of QR-M has degraded sharply (as compared to uncoded scenario, where it was shown to be near optimal) because of its inability to produce nice enough soft values. The scheme for soft value generation that we employed for these results is to use a linear combination of the bit values on the 32 winner paths; the linear combining factor being determined according to the path metrics.
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Figure 10.9: Comparison of detection schemes for Virtual MIMO Coded scenario in terms of Decoded BER, UE-1 ∼ Veh-A and UE-2 ∼ Ped-B
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Conclusion This is not the end. This is not even the beginning of the end. But it may well be the end of the beginning. Winston S. Churchill. In this thesis, we have focused primarily on the tasks of channel estimation, equalization and detection for DFT-Spread OFDM based Evolved-UTRA Uplink. Many of the results, however, can be easily extended to any multicarrier based transmission system. The major contributions of this thesis are summarized below, • We began with chunk based versions of ML and MMSE channel estimation in Chapter 3, and then focused particularly on complexity reduction aspects of MMSE channel estimation in Chapter 5. Low complexity technique for noise power estimation was proposed in section 5.1 and then in section 5.3, the use of robust channel covariance matrix was demonstrated to lead to a favourable trade-off between complexity and performance. We concluded the complexity reduction chapter with a scheme of pre-computing the estimation transformations for various SNR intervals. • We analyzed the task of channel equalization from both frequency domain and data-symbol domain (peculiar to DFT Spread OFDM) perspectives in Chapter 4. We demonstrated their equivalence in terms of performance and highlighted the difference in their complexity aspects. • An analysis of the implications of channel time variance especially with reference to E-UTRA parameters was carried out in sections 6.1 and 6.3. The effectiveness of Decision Directed Channel Estimation (DDCE) was demonstrated in high speed vehicular scenarios. A reduced complexity version of MMSE based DDCE was proposed in section 6.5 which showed appreciable performance in the under consideration simulation scenario. • Patent pending schemes have been proposed in section 7.3 for the case of spread SB discussed in Chapter 7. Thorough investigations on the performance of various alternatives, in different motion scenarios, demonstrated the effectiveness of proposed schemes. • A thorough and insightful analysis of the cyclic prefixed transmission in longer channel impulse responses has been carried out in chapter 8 (Submitted for IEEE, Vehicular Technology Conference, VTC’07). This enabled us to propose a modified transmission mode for 105
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insufficient Cyclic prefix in section 8.4. We designed then a new MMSE based optimal linear equalizer for mitigating the effects of insufficient CP generated interferences in section 8.5 and also proposed its reduced complexity version in section 8.6. Simulation results presented at the end of chapter confirm the superiority of the proposed channel estimation and equalization schemes over the conventional ones. • A revealing analysis of the error performance limits of DFT Spread OFDM systems was carried out in chapter 9 (Submitted for IEEE, Electronic Communication Letters). Analytical expressions derived for various transmission scenarios (AWGN, Fading AWGN, Multipath and Fading Multipath) can potentially save a lot of simulation time. • Finally, channel estimation, equalization and detection aspects of the proposed Virtual MIMO setup have been explored in chapter 10. The underlying idea behind Virtual MIMO is to enable the single antenna terminals (UEs) reap some of the benefits of MIMO. From the operator’s perspective it leads to significant rise in overall system throughput. Besides the conventional detection schemes like linear equalizer, serial interference cancellation (BLAST) and parallel interference cancellation, a QR-M based detection scheme has been proposed for DFT Spread OFDM and is shown to outclass other schemes in an uncoded scenario.
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