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Chapter 3 Why Unbiased Computational Processes Can Lead to Discriminative Decision Procedures Toon Calders TU Eindhoven, NL



Indrė Žliobaitė Bournemouth University, UK



Abstract Nowadays, more and more decision procedures are being supported or even guided by automated processes. An important technique in this automation is data mining. In this chapter we study how such automatically generated decision support models may exhibit discriminatory behavior towards certain groups based upon, e.g., gender or ethnicity. Surprisingly, such behavior may even be observed when sensitive information is removed or suppressed and the whole procedure is guided by neutral arguments such as predictive accuracy only. The reason for this phenomenon is that most data mining methods are based upon assumptions that are not always satisfied in reality, namely, that the data is correct and represents the population well. In this chapter we discuss the implicit modeling assumptions made by most data mining algorithms and show situations in which they are not satisfied. Then we outline three realistic scenarios in which an unbiased process can lead to discriminatory models. The effects of the implicit assumptions not being fulfilled are illustrated by examples. The chapter concludes with an outline of the main challenges and problems to be solved.



3.1 Introduction Data mining is becoming an increasingly important component in the construction of decision procedures (See Chapter 2 of this book). More and more historical data is becoming available, from which automatically decision procedures can be derived. For example, based on historical data, an insurance company could apply data mining techniques to model the risk category of customers based on their age, profession, type of car, and history of accidents. This model can then be used to advise the agent on pricing when a new client applies for car insurance. In this chapter we will assume that a data table is given for learning a model, for example, data about past clients of an insurance company and their claims. Every
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rows of the table represent an individual case, called an instance. In the insurance company example, every row could correspond to one historical client. The instances are described by their characteristics, called attributes or variables. The attributes of a client could for example be his or her gender, age, years of driving experience, a type of car, a type of insurance policy. For every client the exact same set of attributes is specified. Usually there is also one special target attribute, called the class attribute that the company is interested to predict. For the insurance example, this could, e.g., be whether or not the client has a high accident risk. The value of this attribute can be determined by the insurance claims of the client. Clients with a lot of accidents will be in the high risk category, the others in the low risk category. When a new client arrives, the company wants to predict his or her risk as accurately as possible, based upon the values of the other attributes. This process is called classification. For classification we need model the dependency of the class attribute on the other attributes. For that purpose many classification algorithms have been developed in machine learning, data mining and pattern recognition fields, e.g. a decision tree, a support vector machine, logistic regression. For a given classification task a model that relates the value of the class attribute to the other attributes needs to be learned on the training data; i.e., instances of which the class attribute is known. A learned model for a given task could be for example a set of rules such as: IF Gender=male and car type=sport THEN risk=high. Once a model is learned, it can be deployed for classifying new instances of which the class attribute is unknown. The process of learning a classifier from training data is often referred to as Classifier Induction. For a more detailed overview of classifiers and how they can be derived from historical data, see Chapter 2. In this chapter we will show that data mining and classifier induction can lead to similar problems as for human decision makers, including basing their decisions upon discriminatory generalizations. This can be particularly harmful since data mining methods are often seen as solidly based upon statistics and hence purely rational and without prejudice. Discrimination is the prejudiced treatment of an individual based on their membership in a certain group or category. In most European and Northern-American countries, it is forbidden by law to discriminate against certain protected-by-law groups (See Chapter 4 of this book for an overview). Although we do not explicitly refer to the anti-discrimination legislation of a particular country, most of our examples will directly relate to EU directives and legislation. The European Union has one of the strongest anti-discrimination legislations (See, e.g., Directive 2000/43/EC, Directive 2000/78/EC/ Directive 2002/73/EC, Article 21 of the Charter of Fundamental Rights and Protocol 12/Article 14 of the European Convention on Human Rights), describing discrimination on the basis of race, ethnicity, religion, nationality, gender, sexuality, disability, marital status, genetic features, language and age. It does so in a number of settings, such as employment and training, access to housing, public services, education and health care; credit and insurance; and adoption. European efforts on the non-discrimination front make clear the fundamental importance for Europe's citi-
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zens of the effective implementation and enforcement of non-discrimination norms. As a recent European Court of Justice case-law on age discrimination suggests, non-discrimination norms constitute fundamental principles of the European legal order. (See, e.g., Case 144/04 [2005] ECR I-9981 (ECJ), Judgment of the Court of 22 November 2005, Werner Mangold v Rüdiger Helm; Case C-555/07 [2010], Judgment of the Court (Grand Chamber) of 19 January 2010, Seda Kücükdeveci v Swedex GmbH & Co. KG.) Therefore it is best interest of banks, insurance companies, employment agencies, the police and other institutions that employ computational models for decision making upon individuals to ensure that these computational models are free from discrimination. In this chapter, discrimination is considered to be present if for two individuals that have the same characteristic relevant to the decision making and differ only in the sensitive attribute (e.g., gender or race) a model outputs different decisions. The main reason that data mining can lead to discrimination is that the computational model construction methods are often based upon assumptions that turn out not to be true in practice. For example, in general it is assumed that the data on which the model is learned follows the same distribution as the data on which the classifier will have to work; i.e., the situation will not change. In section 4.2 we elaborate on the implicit assumptions made during classifier construction and illustrate with fictitious examples how they may be violated in real situations. In Section 4.3 we move on to show how this mismatch between reality and the assumptions could lead to discriminatory decision processes. We show three types of problems that may occur: sampling bias, incomplete data, or incorrect labeling. We show detailed scenarios in which the problems are illustrated. In Section 4.4 we discuss some simple solutions to the discrimination problem, and show why these straightforward approaches do not always solve the problem. Section 4.5 then concludes the chapter by giving an overview of the research problems and challenges in discrimination-aware data mining and connects them to the other chapters in this book. We would like to stress that all examples in this chapter are purely fictitious; they do not represent our experiences with discrimination in real life, or our belief of where these processes are actually happening. Instead this chapter is a purely mechanical study of how we believe such processes occur.



3.2 Characterization of the Computational Modeling Process Computational models are mathematical models that predict an outcome from characteristics of an object. For example, banks use computational models (classifiers) for credit scoring. Given characteristics of an individual, such as age, income, credit history, the goal is to predict whether a given client will repay the
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loan. Based on that prediction a decision whether to grant a credit is made. Banks build their models using their historical databases of customer performance. The objective is to achieve as good accuracy as possible on unseen new data. Accuracy is the share of correct predictions in the total number of predictions. Computational models are built and trained by data mining experts using historical data. The performance and properties of a model depend, among other factors, on the historical data that has been used to train it. This section provides an overview of the computational modeling process and discusses the expected properties of the historical data. The next section will discuss how these properties translate into models that may result in biased decision making.



3.2.1 Modeling Assumptions Computational models typically rely on the assumptions, that (1) the characteristics of the population will stay the same in the future when the model is applied, and (2) the training data represents the population well. These assumptions are known as the i.i.d. setting, which stands for independently identically distributed random variables (see e.g. Duda, Hart and Stork, 2001). The first assumption is that the characteristics of the population from which the training sample is collected are the same as the characteristics of the population on which the model will be applied. If this assumption is violated, models may fail to perform accurately (Kelly, Hand and Adams, 1999). For instance, the repayment patterns of people working in the car manufacturing industry may be different at times of economic boom as compared to times of economic crisis. A model trained at times of boom may not be that accurate at times of crises. Or, a model trained on data collected in Brazil may not be correct to predict the performance of customers in Germany. The second assumption is satisfied if our historical dataset closely resembles the population of the applicants in the market. That means, for instance, that our training set needs to have the same share of good and bad clients as the market, the same distribution of ages as in the market, the proportions of males and females, and the same proportions high-skilled and low-skilled labor. In short, the second assumption implies that our historical database is a small copy of a large population out there in the market. If the assumption is violated, then our training data is incomplete and a model trained on such data may perform sub-optimally (Zadrozny, 2004). The representation of the population in our database may be inaccurate in two ways. Either the selection of people to be included may be biased or the selection of attributes by which people are described in our database may be incomplete. Suppose that a bank collects a dataset consisting only of people that live in a ma-
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jor city. A model is trained on this data and then it is applied to all incoming customers, including the ones that live in remote rural areas, and have different employment opportunities and spending habits. The model may not perform well on the rural customers, since the training was forced to focus on the city customers. Or suppose that a bank collects a representative sample of clients, but does not ask about the stability of income of people, which is considered to be one of the main factors in credit performance. Without this information the model will treat all the individuals as if they earn the same and thus lose the opportunity to improve upon accuracy for people with very high and very low income stability. If the two assumptions are satisfied, it is reasonable to expect that models will transfer the knowledge from the historical data to the future decision making. On the other hand, however, if the historical data is prejudiced, the models trained on this data can be expected to yield prejudiced decisions. As we will see in the following subsection the assumptions may not hold in reality due to the origins of data. If the i.i.d. assumptions are not satisfied, the computational models built in such settings might still be valid; however, possible effects of these breaches need to be taken into account when interpreting the results



3.2.2 Origins of Training Data In order to identify the sources of possible discrimination in trained models we need to analyze the origins and the characteristics of the training data. 3.2.2.1 Data Collection First of all, the data collection process may be intentionally or unintentionally biased. For instance, Turner & Skidmore (1999) discuss different stages of the mortgage lending process that potentially may lead to racial discrimination. Advertising and promotions can be sent to selected neighborhoods. Pre-application consultancy may be offered on a biased basis. These actions may lead to a situation when the historical database of applicants does not represent the potential clients. Other examples of biased data collection include racial profiling of crime suspects or selecting people for further security checks at airports. If people of particular ethnic backgrounds are stopped for searches more often, even if they were never convicted for carrying forbidden items, the historical database will contain a skewed representation of a population.



3.2.2.2 Relations between Attributes in Data Second, the attributes that characterize our subjects may not be independent from each other. For example, a postal code of a person may be highly correlated with ethnicity, since people may tend to choose to live close to relatives, acquaintances or a community (see Rice, 1996 for more examples in lending). A marital status
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may be correlated with gender, for instance, the statuses as “wife” or “husband” directly encode gender, while “divorced” does not relate to gender. If the attributes are independent, every attribute contributes its separate share to the decision making in the model. If variables are related to each other, it is not straightforward to identify and control which variable contributes to what extent to the final prediction. Moreover, it is often impossible to collect all the attributes of a subject or take all the environmental factors into account with a model. Therefore our data may be incomplete, i.e., missing some information and some hidden information may be transferred indirectly via correlated attributes. 3.2.2.3 Data Labeling Third, the historical data to be used for training a model contains the true labels, which in certain cases may be incorrect and contain prejudices. Labels are the targets that an organization wants to predict for new incoming instances. The true labels in the historical data may be objective or subjective. The labels are objective when assigning these labels, no human interpretation was involved; the labels are hard in the sense that there can be no disagreement about their correctness between different human observers. Examples of objective labels include the indicators weather an existing bank customer repaid a credit or not, whether a suspect was wearing a concealed weapon, or whether a driver tested positive or negative for alcohol intoxication. Examples of subjective labels include the assessment of a human resource manager if a job candidate is suitable for a particular job, if a client of a bank should get a loan or not, accepting or denying a student to a university, the decision whether or not to detain a suspect. For the subjective labels there is a gray area in which human judgment may have influenced the labeling resulting in a bias in the target attribute. In contrast to the objective labels, here there may be disagreement between different observers; different people may assess a job candidate or student application differently; the notion of what is the correct label is fuzzy. The distinction between subjective and objective labels is important in assessing and preventing discrimination. Only the subjective labels can be incorrect due to biased decision making in the historical data. For instance, if females have been discriminated in university admission, some labels in our database saying whether persons should be admitted will be incorrect according to the present nondiscriminatory regulations. Objective labels, on the other hand, will be correct even if our database is collected in a biased manner. For instance, we may choose to detain suspects selectively, but the resulting true label whether a given suspect actually carried a gun or not will be measurable and is thus objectively correct. The computational modeling process requires an insightful analysis of the origins and properties of training data. Due to origins of data the computational models
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trained on this data may be based on incorrect assumptions, and as a result, as we will see in the next section, may lead to biased decision making.



3.3 Types of Problems In this section we discuss three scenarios that show how the violation of the assumptions sketched in the previous section may affect the validity of models learned on data and lead to discriminatory decision procedures. In all three scenarios we explicitly assume that the only goal of data mining is to optimize accuracy of predictions, i.e. there is no incentive to discriminate based on taste. Before we go into the scenarios, we first recall the important notion of accuracy of predictions and we explain how we will assess discrimination of a classifier. Then we will deal with three scenarios illustrating the following situations:  Labels are incorrect: due to historical discrimination the labels are biased. Even though the labels accurately represent decisions of the past, for the future task they are no longer appropriate. Reasons could be, e.g., explicit discrimination, or a change in labeling in the future. This corresponds to assumption 1 of Section 4.2.1 being violated.  The sampling procedure is biased: the labels are correct and unbiased, but particular groups are under- or overrepresented in the data, leading to incorrect inferences by the classifier induction. This corresponds to assumption 2 (first principled way) of Section 4.2.1 being violated.  The data is incomplete; there are hidden attributes: often not all attributes that determine the label are being monitored. Often because of reasons of privacy or just because they are difficult to observe. In such a situation it may happen that sensitive attributes are used as a proxy and indirectly lead to discriminatory models. This corresponds to assumption 2 (second principled way) of Section 4.2.1 being violated.



3.3.1 Accuracy and Discrimination Suppose that the task is to learn a classifier that divides new bank customers into two groups: likely to repay and unlikely to repay. Based on historical data of existing customers and whether or not they repaid their loans, we learn a classifier. A classifier is a mathematical model that allows us to extrapolate based on observable attributes such as gender, age, profession, education, income, address, and outstanding loans to make predictions. Recall that the accuracy of a classifier learned on such data is defined as the percentage of predictions of the classifier that are correct. To assess this key performance measure before actually deploying the model in practice, usually some labeled data (i.e., instances of which we already
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know the outcome) is used, that has been put aside for this purpose and not been used during the learning process. Our analysis is based upon the following two assumptions about classification process. Assumption 1: the classifier learning process is only aimed at obtaining an accuracy as high as possible. No other objective is strived for during the data mining phase. Assumption 2: A classifier discriminates with respect to a sensitive attribute, e.g. gender, if for two persons which only differ by their gender (and maybe some characteristics irrelevant for the classification problem at hand) that classifier predicts different labels. Note that the two persons in assumption 2 only need to agree on relevant characteristics. Otherwise one could easily circumvent the definition by claiming that a person was not discriminated based on gender, but instead because she was wearing a skirt. Although people “wearing a skirt” do not constitute a protected-by-law subpopulation, using such an attribute would be unacceptable given its high correlation with gender and that characteristics such as “wearing a skirt” are considered to be irrelevant for credit scoring. Often, however, it is far less obvious to separate relevant and irrelevant attributes. For instance, in a mortgage application an address may at the same time be important to assess the intrinsic value of a property, and reveal information about the ethnicity of a person. As we will see in Chapter 8 on explainable and non-explainable discrimination, however, it is not at all easy to measure and assess such possibilities for indirect discrimination in practical cases. The legal review in Chapter 4 shows that our definition of discrimination is in line with current legislation forbidding direct as well as indirect discrimination. Article 2 of Directive 2000/43/EC by the European commission explicitly deals with indirect discrimination: “indirect discrimination shall be taken to occur where an apparently neutral provision, criterion or practice would put persons of a racial or ethnic origin at a particular disadvantage compared with other persons, unless that provision, criterion or practice is objectively justified by a legitimate aim and the means of achieving that aim are appropriate and necessary.”



3.3.2 Scenario 1: Incorrect Labels In this scenario the labels do not accurately represent the population that we are interested in. In many cases there is a difference in the labels in the training data and the labels that we want to predict on the basis of test data.  The labels in the historical data are the result of a biased and discriminative decision making process. Sample selection bias exists when, instead of simply missing information on characteristics important to the process under study, the researcher is also systematically missing subjects whose characteristics vary
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from those of the individuals represented in the data (Blank et al, 2004). For example, an employment bureau wants to implement a module to suggest suitable jobs to unemployed people. For this purpose, a model is built based upon historical records of former applicants successfully acquiring a job by linking characteristics such as their education and interests to the job profile. Suppose, however, that historically women have been treated unfairly by denying higher board functions to them. A data mining model will pick up this relation between gender and higher board functions and use it for prediction.  Labeling changes in time. Imagine a bank wanting to make special offers to its more wealthy customers. For many customers only partial information is available, because, e.g., they have accounts and stock portfolios with other banks as well. Therefore, a model is learned that, based solely upon demographic characteristics, decides if a person is likely to have a high income or not. Suppose that one of the rules found in the historical data states that, overall, men are likely to have a higher income than women. This fact can be exploited by the classifier to deny the special offer to women. Recently, however, gender equality programs and laws have resulted in closing the gender gap in income, such that this relation between gender and income that exists in the historical data is expected to vanish, or at least become less apparent than in the historical data. For instance, the distance Learning Center (2009) provides data indicating the earning gap between male and female employees. Back in 1979 women earned 59 cents for every dollar of income that men earned. In 2009 that figure has risen to 81 cents for every dollar of income that men earned. In this example, the target attribute changes between the training data and the new data to which the learned model is applied, i.e. the dependence on the attribute gender decreases. Such background knowledge may encourage an analyst to apply discrimination-aware techniques that try to learn the part of the relation between the demographic features and the income that is independent of the gender of that person. In this way the analyst kills two birds with one stone: the classifier will be less discriminatory and at the same time more accurate.



3.3.3 Scenario 2: Sampling Bias In this scenario training data may be biased, i.e. some groups of individuals may be over- or underrepresented, even though the labels themselves are correct. As we will show, such a sample bias may lead to biased decisions. Let us consider the following example of over- and underrepresented groups in studies. To reduce the number of car accidents, the police increases the number of alcohol checks in a particular area. It is generally accepted that young drivers cause more accidents than older drivers; for example, a study by Jonah (1986) confirms that young (16–25) drivers (a) are at greater risk of being involved in a casualty accident than older drivers and (b) this greater risk is primarily a function of their propensity to take risks while driving). Because of that, the police of-
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ten specifically targets this group of young drivers in their checks. People in the category “over 40” are checked only sporadically, when there is a strong incentive or suspicion of intoxication. After the campaign, it is decided to analyze the data in order to find specific groups in society that are particularly prone to alcohol abuse in traffic. A classification model is learned on the data to predict, given the age, ethnicity, social class, car type, gender, whether a person is more or less likely to drive while being intoxicated. Since only the labels are known for those people that were actually checked, only this data is used in the study. Due to data collection procedure there is a clear sample bias in the training data: only those people that were checked are in the dataset, while this is not a representative sample of all people that participate in the traffic. Analysis of this dataset could surprisingly conclude that particularly women of over 40 represent a danger of being intoxicated while driving. Such a finding is explainable by the fact that according to the examples presented to the classifier, middle aged women are more intoxicated than on average. A factor that was disregarded in this analysis, however, is that middle-aged women were only checked by the police when there was a more than serious suspicion of intoxication. Even though in this example it is obvious what went wrong in the analysis, sample bias is a very common and hard to solve problem. Think, e.g., of medical studies only involving people exhibiting certain symptoms, or enquiries by telephone that are only conducted for people whose phone number appeared on the list used by the marketing bureau. Depending on the source of the list that may have been purchased from other companies, particular groups may be over- or underrepresented.



3.3.4 Scenario 3: Incomplete Data In this scenario training data contains only partial information of the factors that influence the class label. Often important characteristics are not present because of, e.g., privacy reasons, or because that data is hard to collect. In such situations a classifier will use the remaining attributes and get the best accuracy out of it, often overestimating the importance of the factors that are present in the dataset. Next we discuss an example of such a situation. Consider an insurance company that wants to determine the risk category of new customers, based upon their age, gender, car type, years of driving experience etc. An important factor that the insurance company cannot take into account, however, is the driving style of the person. The reason for the absence of this information is obvious: gathering it; e.g., by questioning his or her relatives, following the person while he or she is driving, getting information on the number of fines the person had during the last few years, would not only be extremely time-consuming, but would also invade that person’s privacy. Therefore, as a consequence, the data is often incomplete and the classifier will have to base its decisions on other available attributes. Based upon the historical data it is observed that in our example
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next to the horsepower of the car, age and gender of a person are highly correlated to the risk (the driving style is hidden for the company), see Table 1. Table 1. Example (fictitious) dataset on risk assessment for car insurances based on demographic features. The attribute Driving style is hidden for the insurance company. Customer no. #1 #2 #3 #4 #5 #6 #7 #8



Gender



Age



Hp



Driving style



Risk



Male Male Female Female Male Male Female Female



30 years 35 years 24 years 18 years 65 years 54 years 21 years 29 years



High Low Med. Med. High Low Low Med.



Aggressive Aggressive Calm Aggressive Calm Aggressive Calm Calm



+ + + -



From this dataset it is clear that the true decisive factor is the driving style of the driver, rather than gender or age; all high risk drivers have an aggressive driving style, and vice versa, only one aggressive driver does not have a high risk. There is an almost perfect correlation between being an aggressive driver and presenting a high accident risk in traffic. The driving style, however, is tightly connected to gender and age. Young male drivers will thus, according to the insurance company, present a higher danger and hence receive a higher premium. In such a situation we say that the gender of a person is a so-called proxy for the difficult to observe attribute driving style. In statistics, a proxy variable describes something that is probably not in itself of any great interest, but from which a variable of interest can be obtained1. An important side effect of this treatment, however, will be that a calm male driver will actually receive a higher insurance premium than an aggressive female driving the same car and being of the same age. The statistical discrimination theory (see Fang and Moro, 2010) states that inequality may exist between demographic groups even when economic agents (consumers, workers, employers) are rational and non-prejudiced, as stereotypes may be based on the discriminated group's average behavior 2. Even if that is rational, according to antidiscrimination laws, this may constitute an act of discrimination, as the male person is discriminated on the basis of a characteristic that pertains to males as a group, but not to that person individually. Of course, a classifier will have to base its decisions upon some characteristics, and the incompleteness of the data will inevitably lead to similar phenomena; e.g., an exaggerated importance in the decision procedure on the color of the car, the horsepower, the city the person lives in, etc. The key issue here, however, is that some attributes are considered by law to 1 2



Wikipedia: Proxy (statistics). Wikipedia: Statistical discrimination (economics).
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be inappropriate to generalize upon, such as gender, age, religion, etc., but others, such as horsepower or a color of a car are not.



3.4 Potential Solutions for Discrimination Free Computation We argued that unbiased computational processes may lead to discriminatory decisions due to historical data being incorrect or incomplete. In this section we discuss the main principles how to organize computational modeling in such a way that discrimination in decision making is prevented. In addition, we outline the main challenges and problems to be solved for such modeling. 3.4.1 Basic Techniques that do not Solve the Problem We start with discussing the limitations of several basic solutions for training computational models. Removing the Sensitive Attribute Table 2. Example (fictitious) dataset on lending decisions. Customer no. Ethnicity Work exp. Postal code #1 European 12 years 1212 #2 Asian 2 years 1010 #3 European 5 years 1221 #4 Asian 10 years 1011 #5 European 10 years 1200 #6 Asian 5 years 1001 #7 European 12 years 1212 #8 Asian 2 years 1010



Loan decision + + + + -



The first possible solution is to remove the sensitive attribute from the training data. For example, if gender is the sensitive attribute in university admission decisions, one would first think of excluding the gender information from the training data. Unfortunately, as we saw in the previous section (Table 1), this solution does not help if some other attributes are correlated with the sensitive attribute. Consider an extreme example on a fictitious lending decisions dataset in Table 2. If we remove the column “Ethnicity” and learn a model over the remaining dataset, the model may learn that if the postal code starts with 12 then the decision should be positive, otherwise the decision should be negative. We see that, for instance, customers #4 and #5 have identical characteristics except the ethnicity, and they will be offered different decisions. Such a situation is generally considered to be discriminatory.
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The next step would be to remove the correlated attributes as well. This seems straightforward in our example dataset; however, it is problematic if the attribute to be removed also carries some objective information about the label. Suppose a postal code is related to ethnicity, but also carries information about real estate prices in the neighborhood. A bank would like to use the information about the neighborhood, but not information about the ethnicity in deciding for a loan. If the ethnicity is removed from the data, a computational model still can predict the ethnicity (internally) indirectly, based on the postal code. If we remove the postal code, we also remove the objective information about real estate prices that would be useful for decision making. Therefore, more advanced discrimination handling techniques are required. Building Separate Models for the Sensitive Groups The next solution that comes to mind is to train separate models for individual sensitive groups, for example, one for males, and one for females. It may seem that each model is objective, since individual models do not include gender information. Unfortunately, this does not solve the problem either if the historical decisions are discriminatory. Table 3. Example (fictitious) dataset on university admissions. Applicant no. #1 #2 #3 #4 #5 #6 #7 #8



Gender Male Female Male Female Male Female Male Female



Test score 82 85 75 75 65 62 91 81



Level A A B B A A B B



Acceptance + + + + +



Consider a simplified example of a university admission case in Table 3. If we build a model for females using only data from females, the model will learn that every female that scores at least 80 in the test, should be accepted. Similarly, a model trained only on male data will learn that every male that scores over 70 in the test should be accepted. We see that, for instance, applicants #3 and #4 will have identical characteristics except the gender, yet they will be offered different decisions. This situation is generally considered to be discriminatory as well. 3.4.2 Computational Modeling for Discrimination Free Decision Making Two main principles can be employed for making computational models discrimination free when historical data is biased. A data miner can either correct the training data or impose constraints on the model during training.
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3.4.2.1 Correcting the Training Data The goal of correcting the training data is to make the dataset discrimination free and/or unbiased. If the training data is discrimination free and unbiased, then we expect a learned computational model to be discrimination free. Different techniques or combinations of those techniques can be employed for modifying data that include, but are not limited to: 1. modifying labels of the training data, 2. duplicating or deleting individual samples, 3. adding synthetic samples, 4. transforming data into new representation space. Several existing approaches for discrimination free computational modeling use data correction techniques (Kamiran & Calders, 2010) (Kamiran & Calders, 2009). For more information see Chapter 12, where selected data correcting techniques are discussed in more detail. 3.4.2.2 Imposing constraints on the model training Alternatively to correcting the training data, a model training process can be directed in such a way that anti-discrimination constraints are enforced. The techniques how to do that will depend on specific computational models employed. Several approaches for imposing such constraints while training exist (Calders & Verwer, 2010) (Kamiran, Calders, & Pechenizkiy, 2010). For more information see Chapter 14, where selected techniques for model training with constraints are discussed in more detail.



3.5 Conclusion and Open Problems We discussed the mechanisms may produce computational models that may produce discriminatory decisions. A purely statistics-based, unbiased learning algorithm may produce biased computational models if our training data is biased, incomplete or incorrect due to discriminatory decisions in the past or due to properties of the data collection. We have outlined how different implicit assumptions in the computational techniques for inducing classifiers are often violated, and how this leads to discrimination problems. Because of the opportunities presented by growing amounts of data available for analysis automatic classification gains importance. Therefore, it is necessary to develop classification techniques that prevent this unwanted behavior. Building discrimination free computational models from biased, incorrect or incomplete data is in its early stages, however, in spite of the fact that a number of
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case studies searching for discrimination evidence are available (see e.g. Turner & Skidmore, 1999). Removing discrimination from computational models is challenging. Due to incompleteness of data and underlying relations between different variables it is not sufficient to remove the sensitive attribute or apply separate treatment to the sensitive groups. In the last few years several non discriminatory computational modeling techniques have been developed but there are still large challenges ahead: In our view two challenges require urgent research attention in order to bring nondiscriminatory classification techniques to deployment in applications. The first challenge is how to measure discrimination in real, complex data with a lot of attributes. According to the definition, a model is discriminatory if it outputs different predictions for candidates that differ only in the sensitive attribute and otherwise are identical. If real application data is complex, it is unlikely for every data point to find the “identical twin” that would differ only in the value of the sensitive attribute. To solve this problem, legally grounded and sensible from data mining perspective notions and approximations of similarity of individuals for nondiscriminatory classification need to be established. The second major challenge is how to find out which part of information carried by a sensitive (or correlated) attribute is sensitive and which is objective, as in the example of a postal code carrying the ethnicity information and the real estate information. Likewise, the notions of partial explainability of decisions by individual or groups of attributes need to be established, and they need to be legally grounded and sensible from data mining perspective.
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