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CMV MATRICES WITH SUPER EXPONENTIALLY DECAYING VERBLUNSKY COEFFICIENTS MAXIM ZINCHENKO Abstract. We investigate several equivalent notions of the Jost solution associated with a unitary CMV matrix and provide a necessary and sufficient conditions for the Jost solution to consist of entire functions of finite growth order in terms of super exponential decay of Verblunsky coefficients. We also establish several one-to-one correspondences between CMV matrices with super-exponentially decaying Verblunsky coefficients and spectral data associated with the first component of the Jost solution.



1. Introduction Five diagonal unitary matrices have been studied extensively in recent years due to their rich connections with orthogonal polynomials on the unit circle as well as function and operator theory. These matrices were introduced first in the context of numerical linear algebra [4, 30], but were later rediscovered in the context of orthogonal polynomials on the unit circle [5] and coined CMV matrices in [24]. For a comprehensive discussion of CMV matrices and related topics we refer to the two volume monograph [26, 27] and review papers [24, 25, 28]. In this note we consider infinite CMV matrices, which can be viewed as unitary operators on `2 (N0 ). The entries of a CMV matrix U are uniquely determined by a sequence of complex numbers in the unit disk {αk }∞ k=1 which are called Verblunsky coefficients. For CMV matrices with sufficiently fast decaying Verblunsky coefficients there exists a unique solution u(z) = {uk (z)}∞ k=0 of [(U − z)u(z)]k = 0, k ≥ 1, with prescribed asymptotic behavior at infinity. The solution u(z) is called the Jost solution of U and is directly related to the spectral data of the associated CMV matrix U . We will study the nonlinear map that takes a sequence of Verblunsky coefficients to u0 (z), the first component of the Jost solution of the corresponding CMV matrix U . This map is an analog of the spectral transformation that provides a one-to-one correspondence between sequences of Verblunsky coefficients and probability measures on the unit circle representing the spectral measures of the corresponding CMV matrices. In spectral theory, one is interested in finding relations between coefficients of an operator and properties of its spectral data. There is a long history of such results in the context of orthogonal polynomials on the unit circle [26, 27]. We mention a few of the most remarkable ones below. The spectral theorem for CMV matrices combined with the Szeg˝ o theorem [26, Thm.2.3.1] shows that there is a one-to-one correspondence bedθ tween `2 Verblunsky coefficients and probability measures dµ = w 2π + dµs on the unit circle with integrable log w. Likewise, the spectral theorem combined with the Baxter Date: June 8, 2014. 2010 Mathematics Subject Classification. 47B36, 34L40, 39A70. Key words and phrases. Jost solution, CMV matrix, Inverse problem. 1
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theorem [26, Thm.5.2.1] gives a one-to-one correspondence between `1 Verblunsky codθ efficients and probability measures dµ = w 2π + dµs on the unit circle with `1 Fourier coefficients and w being uniformly bounded away from zero. Similarly, the Nevai–Totik theorem [26, Thm.7.1.3] provides necessary and sufficient conditions for exponential decay of Verblunsky coefficients in terms of analytic properties of the corresponding Szeg˝ o function. The main goal of this paper is to investigate the case of Verblunsky coefficients with super exponential decay of the form |αk | ≤ ck −k/δ and find the corresponding conditions on the spectral data. Motivated by the approach used in [6] for the study of Jacobi matrices with exponentially decaying coefficients, we establish necessary and sufficient conditions for the existence of the Jost solution {uk (z)}∞ k=0 with entire functions uk (z), k ≥ 0, of finite growth order in terms of super exponential decay of Verblunsky coefficients. We also obtain one-to-one correspondences between the class of super exponentially decaying Verblunsky coefficients, the class of entire functions of finite growth order vanishing at the origin that represent u0 (z), and the class of possible sets of zeros of u0 (z) which we describe explicitly. The paper is organized as follows. In Section 2 we introduce the basics of CMV matrices and state some known facts. Section 3 is devoted to a discussion of three alternative notions of the Jost solution which we show to be equivalent. Finally, in Sections 4 and 5 we prove our main results. We use the following notation in the paper. The set of nonnegative integers is denoted by N0 and the Hilbert space of all square summable complex-valued sequences by `2 (N0 ). The inner product in the Hilbert space `2 (N0 ) is denoted by h·, ·i and is assumed to be linear in the second argument. The vectors of the canonical basis of `2 (N0 ) are denoted by δk , k ≥ 0. The open unit disk in the complex plane is denoted by D. 2. Preliminaries Below we summarize some of the results established in [9] that will be used throughout the paper. A CMV matrix U with Verblunsky coefficients {αk }∞ k=1 ⊂ D is defined by   −α1 ρ1 0   −ρ1 α2 −α1 α2 −ρ2 α3 ρ2 ρ3     ρ1 ρ2 α1 ρ2 −α2 α3 α2 ρ3 0   (2.1) U = , 0 −ρ α −α α −ρ α ρ ρ 3 4 3 4 4 5 4 5     ρ3 ρ4 α3 ρ4 −α4 α5 α4 ρ5 0   .. .. .. .. .. . . . . . p where ρk = 1 − |αk |2 , k ≥ 1. The CMV matrix U admits a factorization into a product of two block diagonal matrices U = V W . The matrices V and W are given by ! ∞ ∞ M M V =1⊕ Θ2k , W = Θ2k−1 , (2.2)



0



0



k=1



k=1



where 1 denotes a 1 × 1 block and Θk denote 2 × 2 blocks   −αk ρk Θk = , k ≥ 1. ρk αk



(2.3)



It is easy to see that the matrices V , W , and hence, U define unitary operators on `2 (N0 ).



CMV MATRICES WITH SUPER EXPONENTIALLY DECAYING VERBLUNSKY COEFFICIENTS



The CMV recurrence equation is defined for all z ∈ C\{0} by     uk (z) uk−1 (z) = Tk (z) , k ≥ 1, vk (z) vk−1 (z) where,  !  α z  k 1    ρk 1/z α , k odd, k ! Tk (z) =  α 1  k 1    ρk 1 α , k even.
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(2.4)



k



It is related to the CMV matrix via the following result obtained in [9].   uk (z) ∞ Lemma 2.1. For every z ∈ C\{0}, the sequence u(z) = v (z) k=0 is a solution of the v(z) k CMV recursion equation (2.4) if and only if ( V v(z) = u(z) + [v0 (z) − u0 (z)]δ0 , (2.5) U u(z) = zu(z) + z[v0 (z) − u0 (z)]δ0 . The Weyl–Titchmarsh m-function of a CMV matrix U is defined by m0 (z) = hδ0 , (U + z)(U − z)−1 δ0 i = 1 + 2hδ0 , z(U − z)−1 δ0 i,



z ∈ D.



(2.6)



The spectral theorem then gives Z



π



m0 (z) = −π



eit + z dµ0 (t), eit − z



z ∈ D,



(2.7)



where dµ0 denotes the spectral measure associated with the unitary operator U and the cyclic vector δ0 . Since (eit + z)/(eit − z) has positive real part for all z ∈ D, it follows that m0 (z) is a Carath´eodory function (i.e., analytic with Re m0 (z) > 0 on D). Another important function associated with U is the Schur function f0 (z) (i.e., analytic with |f0 (z)| < 1 on D) defined by f0 (z) =



1 m0 (z) − 1 , z m0 (z) + 1



z ∈ D.



(2.8)



Employing the Neumann series for (U −z)−1 in (2.6) and using (2.8) yields the asymptotics m0 (z) = 1 + 2



∞ X



z n hδ0 , U −n δ0 i = 1 − 2α1 z + O(z 2 ) and f0 (0) = −α1 .



(2.9)



n=1



There is a one-to-one correspondence provided by the spectral theorem for CMV matrices between the class of Verblunsky coefficients (equiv., CMV matrices) and the class of Schur functions (equiv., Carath´eodory function normalized by m0 (0) = 1). 3. The Jost solution of a CMV matrix In this section, we introduce three equivalent notions of the Jost solution associated with a CMV matrix and explore some of their properties and connections with the Weyl– Titchmarsh m-function m0 (z) and the Schur functions fn (z) associated with the truncated Verblunsky coefficients {αn+k }∞ k=1 , n ≥ 0. First, consider the free CMV matrix which is the CMV matrix U with the identically zero Verblunsky coefficients αk = 0, k ≥ 1. In this case the Jost solution u(z) = {uk (z)}∞ k=0



4



MAXIM ZINCHENKO



is defined to be the solution of (U − z)u(z) = zδ0 . It is easy to check that the Jost solution of the free CMV matrix is given by u2k−1 (z) = z k , u2k (z) = 0, k ≥ 1, z ∈ C. Now let Ω be an open domain on C containing the origin and consider a general CMV matrix U . A sequence of analytic functions u(z) = {uk (z)}∞ k=0 on Ω is called the Jost solution of U on Ω if (U − z)u(z) = zψ0 (z)δ0 ,



z ∈ Ω,



(3.1)



for some function ψ0 (z), called the Jost function of U on Ω, and u2k (z) u2k−1 (z) = 1, lim = 0, z ∈ Ω. (3.2) k k→∞ k→∞ z zk We will show shortly that a necessary condition for the existence of the Jost solution is the decay of Verblunsky coefficients αk → 0 as k → ∞. Next, we introduce  uk (z)the  ∞Jost solution of the CMV recursion equation as an analytic u(z) solution v(z) = v (z) k=0 of (2.4) on Ω such that u(z) satisfies (3.2) and v(z) satisfies lim



k



v2k−1 (z) = 0, k→∞ zk lim



v2k (z) = 1, k→∞ zk lim



z ∈ Ω.



(3.3)



 The above two notions of the Jost solution are, in fact, equivalent. Indeed, if u(z) is v(z) the Jost solution of the CMV recursion equation (2.4), then by Lemma 2.1 u(z) is the Jost solution of U and the Jost function of U is given by ψ0 (z) = v0 (z) − u0 (z).



(3.4)



The converse is also true. If u(z) is the Jost solution of U on Ω, define the complementary  sequence v(z) by vk (z) = [V −1 u(z)]k , k ≥ 1, and v0 (z) = z −1 [W u(z)]0 . Then u(z) v(z) satisfies (2.4) by Lemma 2.1. Moreover, the structure of the matrix V in (2.2) and the 2 × 2 blocks Θk in (2.3) shows that      u2k−1 (z) v2k−1 (z) −α2k ρ2k , k ≥ 1. (3.5) = ρ2k α2k u2k (z) v2k (z) ∞ It follows that {vk (z)}∞ k=1 are analytic on Ω since {uk (z)}k=1 are. In addition, by (3.5), the asymptotic (3.3) follows from (3.2) as long as αk → 0 as k → ∞. Thus, it remains to verify that αk → 0 as k → ∞ and show that v0 (z) does not have a pole at z = 0. In fact, we will show that all the quotients in (3.2) and (3.3) do not have poles at the origin, and hence, are analytic on Ω. In the following it will be convenient to change variables to    bk/2c −1  k   xk (z) uk (z) z 0 0 1 = , k ≥ 0, z ∈ Ω\{0}, (3.6) 1 0 0 z dk/2e yk (z) vk (z)



and extend (3.6) by analyticity to z = 0. A priori the functions xk (z), yk (z) are analytic on Ω\{0} but might have a pole at z = 0. To simplify notation we will consider xk (z), yk (z) as functions to the extended complex plane, that is, we will define them on all of Ω by assigning the value infinity at the pole. The CMV recursion equation (2.4) in the new variables becomes      xk (z) 1 xk+1 (z) z −αk+1 z = , k ≥ 0, z ∈ Ω. (3.7) 1 yk (z) ρk+1 −αk+1 yk+1 (z)
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It is easy to see that (3.2) is equivalent to x2k (z) → 0 and y2k−1 (z) → 1 as k → ∞, hence, x2k (0) and y2k−1 (0) must be finite for all sufficiently large k. Then it follows from (3.7) that xk (0) and yk (0) are finite for all k ≥ 0, and hence, v0 (0) as well as all the quotients in (3.2) and (3.3) are finite at z = 0 by (3.6). In addition, (3.7) show that xk (0) = 0 Q and yk (0)ρk+1 = yk+1 (0) for all k ≥ 0. In particular, yk (0) = y0 (0) kn=1 ρn , k ≥ 0, and hence, yk (0) is monotone decreasing w.r.t. k. The asymptotic y2k−1 (0) → 1 as k → ∞ then implies ∞ Y 1 < ∞. (3.8) 1 ≤ y0 (0) = ρn n=1



Thus, ρk → 1, and hence, αk → 0 as k → ∞. This finishes the verification of the equivalence of the two notions of the Jost solution. It follows from the above discussion that in the new variables we have the third equivax(z) lent notion of the Jost solution which is an analytic solution y(z) of (3.7) on Ω with the asymptotic     xk (z) 0 lim = , z ∈ Ω. (3.9) k→∞ yk (z) 1  The Jost solution x(z) of (3.7) on Ω = C has a useful symmetry property which we y(z) explore next. Define x# k (z) = xk (1/z),



yk# (z) = yk (1/z),



k ≥ 0, z ∈ C\{0},



(3.10)



and note that the matrix in (3.7) has a symmetry that allows us to rewrite (3.7) as  1 #  #   yk (z) 1 z −αk+1 z z yk+1 (z) = , k ≥ 0, z ∈ C\{0}. (3.11) 1 # 1 ρk+1 −αk+1 x# k (z) z xk+1 (z) Combining (3.11) and (3.7) into a single matrix equation and taking the 2×2 determinants on both sides then gives # # yk# (z)yk (z) − x# k (z)xk (z) = yk+1 (z)yk+1 (z) − xk+1 (z)xk+1 (z),



(3.12)



that is, the expression on the LHS is constant w.r.t. k. Utilizing the asymptotic (3.9) then yields the following useful identity yk# (z)yk (z) − x# k (z)xk (z) = 1,



k ≥ 0, z ∈ C\{0}.



(3.13)



Next, we derive several relations between the Jost solution, Jost function, m-function, x(z) and Schur function. As before, let y(z) be the Jost solution of (3.7) on Ω ⊃ D. Since, by (3.6), u0 (z) = x0 (z) and v0 (z) = y0 (z), (3.4) yields ψ0 (z) = y0 (z) − x0 (z),



z ∈ Ω.



(3.14)



Combining (2.6) and (3.1) gives m0 (z) = 1 + 2



u0 (z) y0 (z) + x0 (z) = , ψ0 (z) y0 (z) − x0 (z)



z ∈ D,



(3.15)



and hence by (2.8), f0 (z) =



1 x0 (z) , z y0 (z)



z ∈ D.



(3.16)
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Since f0 (z) is analytic on D and, by (3.13), x0 (z) and y0 (z) have no common zeros on C\{0}, it follows from (3.8) and (3.16) that y0 (z) 6= 0,



z ∈ D.



(3.17)



Consider the CMV matrix Un associated with the truncated sequence of Verblunsky coefficients {αn+k }∞ k=1 and denote by fn (z) the Schur function associated with Un . Then noting that the Jost solution of (3.7) associated with Un is the truncation of the Jost solution of (3.7) associated with U gives fn (z) =



1 xn (z) , z yn (z)



n ≥ 0, z ∈ D.



(3.18)



In addition, similar to (2.9), we obtain fn (0) = −αn+1 ,



n ≥ 0.



(3.19) x(z)



Finally, we note that (3.16) shows that the Jost solution y(z) , and hence also all the other equivalent forms of the Jost solution and the Jost function, are unique. Indeed, x0 (z) and y0 (z) are uniquely determined up to a common multiple by U via the Schur function f0 (z) and the relation (3.16). Then, by (3.7), the whole Jost solution is determined by U up to the same common multiple and the asymptotic (3.9) shows that the common multiple must be identically 1. 4. Characterization of CMV matrices with super exponentially decaying Verblunsky coefficients In this section we present our first main result. It characterizes CMV matrices that have the Jost solutions on C whose components are entire functions of finite growth order in terms of super exponential decay of Verblunsky coefficients. This result extends the sufficient condition for the existence of the entire Jost solutions of growth order zero obtained in [31]. Our extension is threefold: we replace the earlier sufficient condition of [31] by a weaker condition, show that the weaker sufficient condition is also necessary, and discuss the Jost solutions of all finite growth orders. Theorem 4.1. Let U be a CMV matrix with Verblunsky coefficients {αk }∞ k=1 ⊂ D. Then on C with u (z) being an entire function of U has the Jost solution u(z) = {uk (z)}∞ 0 k=0 growth order at most γ, that is, lim sup R→∞



log log max|z|=R |u0 (z)| ≤ γ, log R



(4.1)



if and only if the Verblunsky coefficients satisfy the super exponential decay condition lim sup k→∞



k log(k) ≤ γ. − log |αk |



(4.2)



Remark. (i) (4.1) is equivalent to |u0 (z)| ≤ c(δ) exp(|z|δ ), z ∈ C, for all δ > γ. (ii) (4.2) is equivalent to |αk | ≤ c(δ)k −k/δ , k ≥ 1, for all δ > γ. (iii) Due to the equivalence of (4.1) and (4.2), the inequalities in (4.1) and (4.2) can be replaced by the equalities. (iv) It follows from the proof that (4.2) implies (4.1) for all uk (z).
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Proof. We start by showing that (4.2) implies (4.1). Adopting the approach used in [31], we introduce the constants ∞ Y 1 , k ≥ 0, (4.3) Ck = ρj j=k+1



and consider the following Volterra sum equation        ∞ X xk (z) 0 Ck 0 z n−k αn xn (z) = Ck − , 0 Cn α n yk (z) 1 yn (z)



k ≥ 0, z ∈ C.



(4.4)



n=k+1



It is a straightforward verification that a solution of (4.4) satisfies (3.7), (3.9) and hence (z) gives rise to the Jost solution of U via (3.6). Indeed, if xyk (z) is a solution of (4.4), then k the asymptotic (3.9) with Ω = C follows from the convergence of the product in (4.3) and the series in (4.4). The recurrence relation (3.7) can be derived from (4.4) as follows,        ∞ X Ck 0 z n−k αn xn (z) xk (z) 0 = Ck − 0 Cn α n yn (z) yk (z) 1 n=k+1       xk+1 (z) 1 0 1 z 0 0 zαk+1 = Ck+1 − 0 yk+1 (z) ρk+1 0 1 ρk+1 αk+1 1   X     ∞ 1 Ck+1 0 z n−k−1 αn xn (z) z 0 − αn 0 ρk+1 0 1 Cn yn (z) n=k+2       1 xk+1 (z) 1 xk+1 (z) z 0 0 zαk+1 = − 0 ρk+1 0 1 yk+1 (z) ρk+1 αk+1 yk+1 (z)    xk+1 (z) 1 z −zαk+1 , k ≥ 0, z ∈ C. (4.5) = −α 1 ρk+1 yk+1 (z) k+1 Thus, it suffices to show that (4.4) has an analytic solution of growth order at most γ. We build a solution of (4.4) using the standard Volterra iterations   X  ∞  (s) xk (z) xk (z) = , (4.6) (s) yk (z) yk (z) s=0



where  (0)  xk (z) (0)



yk (z)



  0 = Ck , 1



 (s+1)  xk (z) (s+1)



yk



(z)



   (s)  ∞ X xn (z) Ck 0 z n−k αn =− , (s) 0 Cn α n yn (z)



k, s ≥ 0.



n=k+1



(4.7) Then recursively estimating the terms as in [29, Lemma 7.8] using the C2 -norm we obtain



 (s)  !s  (0)  Y  X ∞ ∞



x (z) 



x (z) 1 1



k 



k



n |αn | max{1, |z| } (0)



(s)



≤



, k, s ≥ 0, (4.8)



y (z) s!



ρ yk (z) k j=1 j n=k+1 and hence, !  (0) 



  Y  X ∞ ∞



x (z) 



xk (z) 1



k



n 



≤ exp |α | max{1, |z| }



(0)



, n



yk (z) 



y (z) ρj k j=1



n=k+1



k ≥ 0.



(4.9)
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The assumption of the super exponential decay of Verblunsky coefficients (4.2) guarantees that the constant in the estimate (4.8) is uniformly bounded w.r.t. z on compact subsets of C, hence the series (4.6) converges locally uniformly. Since by construction (4.7) (z) the summands of (4.6) are entire then so is the solution xyk (z) of (4.4). k Next, we estimate the growth order of the entire functions xk (z) and yk (z). It follows from (4.2) that for any δ > γ there exists c = c(δ) > 0 such that |αn | ≤ cn−n/δ , n ≥ 1. Let |z| = R > 1 and N = b(2R)δ c. Then |αn z n | ≤ c2−n for all n ≥ N + 1, and hence, it follows from (4.9) that



   Y   Y  ∞ ∞



xN (z) 1 1 



≤ exp c . (4.10)



yN (z) ρj ρj j=1



j=1



Taking R sufficiently large so that N ≥ k, applying the recursion (3.7), and estimating  z −αn z 



≤ R(1 + |αn |), then yields the norm of the matrix in (3.7) by −αn 1



   Y    N



xk (z) 



xN (z) −1 



≤ RN −k 



≤ CR(2R)δ , ρn (1 + |αn |) (4.11)



yk (z) yN (z) n=k+1



where the constant C is z-independent. Thus, we compute



(z)



log log max|z|=R xyk (z) k ≤ δ. lim R→∞ log(R)



(4.12)



Since δ > γ was arbitrary, it follows that the growth order of xk (z), yk (z), k ≥ 0, is at most γ, and hence, (4.1) follows from (3.6). For the other direction, (4.1) implies (4.2), we start by recalling the equivalent notion  of the Jost solution x(z) of the recurrence equation (3.7). As discussed in Section 2, the y(z) functions xk (z), yk (z), k ≥ 0, are entire and x0 (z) is of growth order at most γ by (4.1). # # We also recall the definitions of x# k (z) and yk (z) in (3.10), define fk (z) = fk (1/z), note # that z −1 fk# (z) = x# k (z)/yk (z) by (3.18), and rewrite (3.13) as, yk (z) = yk# (z)−1 + z −1 fk# (z)xk (z),



k ≥ 0, z ∈ C\{0}.



(4.13)



In the following we restrict all functions to the circle z = Reiθ , R > 1, and consider them dθ dθ ). Let P+ denote the orthogonal projection in L2 ([−π, π]; 2π ) as elements of L2 ([−π, π]; 2π inθ ∞ onto the span of {e }n=1 . Then applying P+ to both sides of (4.13) and evaluating the L2 -norms then yields kyk − yk (0)k = kP+ (z −1 fk# xk )k ≤ kz −1 fk# xk k ≤



1 1 # kfk xk k ≤ kxk k. R R



(4.14)



Similarly, rewriting the first component of (3.7) as z −1 ρk xk−1 (z) = xk (z) − αk yk (z),



k ≥ 1,



(4.15)



applying P+ to both sides, and estimating the L2 -norms gives 1 kxk−1 k ≥ kz −1 ρk xk−1 k ≥ kP+ (z −1 ρk xk−1 )k = kP+ (xk − αk yk )k R ≥ kP+ xk k − |αk |kP+ yk k ≥ kxk − xk (0)k − kyk − yk (0)k.



(4.16)
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Recalling that xk (0) = 0 and combining (4.16) with (4.14) then implies kxk−1 k ≥ (R − 1)kxk k,



k ≥ 1.



(4.17)



˜k (0)/yk (0) by (3.18) and (3.19). Thus, Let x ˜k (z) = z −1 xk (z) and recall that −αk+1 = x using the mean value property of the entire function x ˜k (z) and iterating the inequality (4.17), we obtain |αk+1 | =



|˜ xk (0)| kx0 k k˜ xk k kxk k 1 kxk−1 k 1 ≤ ≤ ≤ ≤ . k |yk (0)| |yk (0)| |yk (0)| R − 1 |yk (0)| (R − 1) |yk (0)|



(4.18)



Since x0 (z) is of growth order at most γ, for any δ > γ there exists c = c(δ) > 0 such that |x0 (z)| ≤ c exp(|z|δ ). Hence, we obtain from (4.18) that |αk+1 | ≤



c exp(Rδ ) . (R − 1)k |yk (0)|



(4.19)



Let R = 1 + k 1/δ and note that R ≤ (2k)1/δ for sufficiently large k, then |αk+1 | ≤



c exp(2k) , k k/δ |yk (0)|



(4.20)



and using the fact that yk (0) → 1 as k → ∞ we compute lim sup k→∞



k log k k log k ≤ lim sup = δ. − log |αk | k→∞ (k/δ) log k + log |yk (0)| − log c − 2k



This yields (4.2) since δ > γ was arbitrary.



(4.21) 



5. One-to-one correspondences for CMV matrices with super exponentially decaying Verblunsky coefficients In this section we present our second and third main results, which establish two oneto-one correspondences for CMV matrices with super exponentially decaying coefficients. More precisely, the first result we present shows that every entire function of finite growth order vanishing at the origin appears as the first component u0 (z) of the Jost solution {uk (z)}∞ k=0 , of a unique CMV matrix U with super exponentially decaying Verblunsky coefficients. Combined with Theorem 4.1 this provides a one-to-one correspondence between entire functions of finite growth order and super exponentially decaying Verblunsky coefficients. In addition, we note that our proof is constructive, and hence, it can be viewed as a solution to the inverse problem of finding a unique CMV matrix with super exponentially decaying Verblunsky coefficients and a prescribed first component u0 (z) of its Jost solution {uk (z)}∞ k=0 . Theorem 5.1. For every entire function h(z) of finite growth order, there exists a unique CMV matrix U with super exponentially decaying Verblunsky coefficients {αk }∞ k=1 , that is, lim sup k→∞



k log(k) < ∞, − log |αk |



(5.1)



such that the first component u0 (z) of the Jost solution of U on C satisfies u0 (z) = zh(z). Remark. (i) By Theorem 4.1 the limit in (5.1) equals the growth order of h(z).
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Proof. We start by showing the uniqueness part. Since the Schur functions are in oneto-one correspondence with CMV matrices by Geronimus’ Theorem (cf. [26]), it suffices to show that u0 (z) uniquely determines f0 (z). Indeed, by the discussion in Section 3,  we have the equivalent Jost solution x(z) of (3.7) on C with x0 (z) = u0 (z) and y0 (z) y(z) being an entire function with no zeros on D by (3.17) and y0 (0) > 0 by (3.8). Thus, y0 (z) on D is uniquely determined by |y0 (z)| on ∂D, and hence by the function x0 (z) since |y0 (z)|2 = 1 + |x0 (z)|2 on ∂D by (3.13). The Schur function f0 (z) is then uniquely determined by x0 (z) and y0 (z) via (3.16). Next, we show the existence part by constructing the Verblunsky coefficients and the x(z) corresponding Jost solution y(z) of (3.7) on C. Let x0 (z) = zh(z), z ∈ C, and define y0 (z) on D by   Z π iθ  e +z iθ 2 dθ log 1 + |x0 (e )| , z ∈ D, (5.2) y0 (z) = exp iθ 4π −π e − z and on C\D by y0 (z) =



1 + x0 (z)x# 0 (z) y0# (z)



,



z ∈ C\D,



(5.3)



# where x# 0 (z) and y0 (z) are given by (3.10). It follows from (5.2) that y0 (z) has nontangential boundary values a.e. on ∂D and limr↑1 |y0 (reiθ )|2 = 1 + |x0 (eiθ )|2 for a.e. θ ∈ [0, 2π). By (5.3), a.e. on ∂D the boundary values of y0 (z) from the outside of the unit circle match with the boundary values from the inside of the unit circle,



lim y0 (reiθ ) = r↓1



1 + |x0 (eiθ )|2 limr↑1 y0



(reiθ )



=



limr↑1 |y0 (reiθ )|2 limr↑1 y0



(reiθ )



= lim y0 (reiθ ), r↑1



(5.4)



and hence y0 (z) is an entire function by Morera’s theorem. Now we recursively define the Verblunsky coefficients αk and the entire functions xk (z), yk (z), k ≥ 1. For k = 0, 1, 2, . . . , define fk (z) = z −1 xk (z)/yk (z), αk+1 = −fk (0), and    1   xk+1 (z) 1 xk (z) αk+1 z = , z ∈ C. (5.5) 1 yk+1 (z) ρk+1 z1 αk+1 yk (z) The definition of x0 (z) and the above choice of the Verblunsky coefficients guarantees that xk (0) = 0 for all k ≥ 0. Then, since y0 (0) is finite by (3.8), it follows that the functions xk+1 (z) and yk+1 (z) defined in (5.5) have no poles at the origin and hence are entire for all k ≥ 0. Moreover, (5.5) is equivalent to (3.7), hence the constructed  (z) ∞ sequence x(z) = { xyk (z) }k=0 is a solution of (3.7) on C. Using (3.7) at z = 0 we get y(z) k Qk yk (0) = y0 (0) n=1 ρn ≥ 0. Thus, yk (0) is monotonically decreasing as k → ∞ and as a result yk (0) has a limit Y = limk→∞ yk (0) ≥ 0. Finally, recalling the estimates (4.14) and (4.17) obtained in the proof of the previous theorem, we get for any R > 1 that kxk k → 0 and kyk − yk (0)k → 0 as k → ∞. Hence, for every z ∈ C we have xk (z) → 0 and yk (z) − yk (0) → 0 as k → ∞. The latter one implies that yk (z) → Y for all z ∈ C as k → ∞ since yk (0) has the limit Y . Taking k → ∞ in (3.13) yields |Y |2 = 1, and hence, yk (z) → 1 for all z ∈ C as k → ∞. Thus,  the constructed solution x(z) is the Jost solution of (3.7) on C corresponding to the y(z)
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constructed sequence of Verblunsky coefficients. The super exponential decay condition (5.1) follows from Theorem 4.1 as u0 (z) = x0 (z) = zh(z) is of finite growth order.  In our second result we continue the study of CMV matrices with super exponentially decaying coefficients. For the Jost solutions {uk (z)}∞ k=0 associated with such matrices we describe the distribution of zeros of u0 (z). More precisely, we show that the reciprocals of the nonzero roots of u0 (z) are in `p for all p > δ > 0 whenever |αk | ≤ ck −k/δ . This describes the distribution of roots of u0 (z) near Q infinity. For the roots of u0 (z) on the unit disk we establish the lower bound |α1 | < |zk |


(5.6)



k=1



and let a ∈ D be such that 0 < |a| 



Y |zk |


|zk |.



(5.7)
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Then in the class of CMV matrices with Verblunsky coefficients satisfying lim sup k→∞



k log(k) ≤ γ < 1, − log |αk |



(5.8)



there exists a unique CMV matrix U with the Jost solution {uk (z)}∞ k=0 on C such that α1 = a and the roots of u0 (z) repeated according to their multiplicities are precisely {0}∪{zk }K k=1 . Conversely, let U be a CMV matrix with Verblunsky coefficients {αk }∞ satisfying k=1 α1 6= 0 and (5.8) and let {uk (z)}∞ k=0 be the Jost solution of U on C. Then the nonzero roots of u0 (z) repeated according to their multiplicities {zk }K k=1 satisfy (5.6) and a = α1 satisfies (5.7). Remark. (i) The value of the infimum in (5.6) is the exponent of convergence for {zk }K k=1 . (ii) Due to the equivalence, the nonstrict inequalities in (5.6) and (5.8) can be replaced by the equalities. (iii) It follows from the proof that the restriction γ < 1 in (5.6) is only necessary for the uniqueness part of the forward direction. The existence part and the converse direction continue to hold with the restriction γ < 1 dropped from (5.6) and (5.8). (iv) The theorem also extends to the case where u0 (z) has a zero of order k0 ≥ 1 at the origin. In this case the Verblunsky coefficients satisfy α1 = · · · = αk0 −1 = 0, αk0 = a 6= 0. Proof. We start by showing the uniqueness part of the forward direction. As discussed in Section 3 (cf. (3.5), (3.6)), the Jost solution {uk (z)}∞ k=0 of a CMV matrix U on C is x(z) equivalent to the Jost solution y(z) of (3.7) on C with u0 (z) = x0 (z). By Theorem 4.1, the function x0 (z) is entire of growth order strictly less than 1 for any CMV matrix U with Verblunsky coefficients satisfying (5.8). Thus, by the Hadamard factorization theorem, x0 (z) = bzΠ(z),



z ∈ C,



(5.9)



where b ∈ C\{0} and  K  Y z Π(z) = 1− , zk



z ∈ C.



(5.10)



k=1



The function y0 (z) is also an entire function and, by (3.17), y0 (z) has no zeros on D. Hence y0 (z) is an outer function on D. Then since y0 (0) > 0 by (3.8) and |y0 (z)|2 = 1+|x0 (z)|2 = 1 + |b|2 |Π(z)|2 on ∂D by (3.13) and (5.9), we have   Z π iθ  e +z 2 iθ 2 dθ y0 (z) = exp log 1 + |b| |Π(e )| , z ∈ D. (5.11) iθ 4π −π e − z Since α1 = a, it follows from (2.9), (3.16), (5.9), and (5.11) that arg(−a) = arg(b),  Z π log |a| = log −π



(5.12) |b|2 1 + |b|2 |Π(eiθ )|2







dθ . 4π



(5.13)



It is easy to see that the RHS of (5.13) is monotone increasing w.r.t. |b|, hence the value of b is uniquely determined by a via (5.12) and (5.13). Thus, the first component of the Jost solution u0 (z) = x0 (z) is uniquely determined by a and {zk }K k=1 , and hence, the CMV matrix U is unique by Theorem 5.1.
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Next, we show the existence part of the forward direction. By Theorem 5.1 it suffices to construct an appropriate function u0 (z). Define the function Π(z) according to (5.10) and let u0 (z) = bzΠ(z) with some constant b ∈ C\{0} to be determined later. Then it follows that Π(z) and hence also u0 (z) are entire functions of growth order at most γ. Indeed, for any δ ∈ (0, 1) there exist a constant c = c(δ) > 0 such that log |1 − z| ≤ log(1 + |z|) ≤ c|z|δ , z ∈ C. Then utilizing (5.6) with δ ∈ (γ, 1) gives P  K Rδ c log log log max|z|=R |Π(z)| k=1 |zk |δ ≤ lim sup = δ. (5.14) lim sup log R log R R→∞ R→∞ Since δ ∈ (γ, 1) was arbitrary, the growth order claim follows. We determine the constant b from the requirement α1 = a which is equivalent to (5.12) and (5.13) as was discussed in the previous part. The equation (5.12) is trivially solvable, thus, it remains to verify that (5.13) has a solution. It suffices to show that log |a| is in the range of the RHS of (5.13) as |b| runs through (0, ∞). Since the RHS of (5.13) is monotone increasing and continuous w.r.t. |b|, the range of the RHS of (5.13) is an interval. The end points of this interval are the limits of the RHS of (5.13) as |b| → ∞ R π 0 and |b| → dθ which, by the monotone convergence theorem, are equal to −∞ and −π − log |Π(z)| 2π , respectively. By Jensen’s formula, we get the following expression for the right end point of the interval, Z π X X dθ 1 = − log |Π(0)| − = − log |Π(z)| log log |zk |. (5.15) 2π |zk | −π |zk |


|zk |


Thus, it follows from (5.7) that log |a| is in the rage of the RHS of (5.13), and hence, (5.13) has a solution. Finally, we show the converse direction. It follows from the Theorem 5.1 that the function u0 (z) is entire of growth order at most γ < 1. Then by [10, Thm.7.8.2] the zeros of u0 (z) have the exponent of convergence at most γ, that is, (5.6) holds. Moreover, applying Jensen’s formula to the Schur function f0 (z) and recalling that f0 (0) = −α1 by (2.9) yield Z π X X 1 1 log |α1 | = log |f (eiθ )|dθ − ≤ log log |zk |, (5.16) 2π −π |zk | |zk |


that is, (5.7) holds for a = α1 .



|zk |
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