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Abstract This paper concerns how an asset is allocated and consumed in an economy with identity-dependent externalities. I argue that the Coase theorem does not hold when pre-commitment to future actions is not feasible: the bargaining outcome is neither efficient nor independent of the initial ownership. Although the agents have access to multilateral contracts, bilaterality arises endogenously, which implies inefficiency. There exists a special equilibrium where the players keep trading without consumption. Moreover, consumption by an agent and cyclic trading can coexist in equilibrium. Therefore, the initial assignment of property rights is relevant to determine the ultimate allocation.
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Introduction



This paper concerns how an asset is allocated and consumed in an economy with identitydependent externalities (IDE). That is, individual agents might be affected differently depending on the ultimate allocation. Here are a few examples that explain how the concept of IDE operates in business world. In the recent bidding war for AT&T Wireless, if Vodafone were to win the auction, the implications for the telecommunication industry would be much different. For instance, there will be no consolidation for the U.S. market as the number of major providers remains at six. For companies like Verizon, the impact may be positive, albeit to various degrees depending on who the winner is.1 Meanwhile, NTT DoCoMo would be in a more disadvantageous position if Vodafone had won, due to their vicious competition in Japanese market.2 Thus, the acquisition creates either positive or negative effects on different companies. Moreover, for a particular company such as DoCoMo, the impact it endures depends on the identity of the winner. The differential effects can be best captured by the framework of IDE. On a related issue, a merging company often has to shed some of its assets or operations in order to have approval from the antitrust authorities. The potential buyers are likely to be competitors of the seller. Therefore, the seller may prefer selling to a less threatening opponent, even at a lower price, in order to dilute negative impacts in the new competitive environment. The consideration of IDE plays an important role in the merging company’s divestiture strategy. In sum, the effect of IDE is most prominent when market structural changes bring asymmetrical impacts on the firms. In the proceeding of a recent radio spectrum auction,3 the Federal Communications Commission (FCC) sets the rule to allow transfer of the licenses after the auction to “advance the more efficient and innovative use of spectrum”.4 Will a secondary market always promote efficiency? This paper asks if allowing resale can mitigate/internalize identity-dependent externalities. To answer this question, I consider an infinite-horizon resale game in which players decide whether and how to share the gains from trade through bargaining. At each stage, the current owner of the asset decides whether to consume or sell. Consumption of the asset terminates the game, with each player receiving the corresponding use value/externality as the terminal payoff. Alternatively, the owner makes an offer to the other players.5 The game advances one period no matter how the other players respond to the offer. The owner in the next period faces similar decision problem with options of consuming and reselling. The resale game could continue indefinitely as the asset is not perishable and there is no deadline for consumption. With two players, my noncooperative game approach achieves the same ultimate allocation as the Coase theorem. However, with three players or more neither efficiency nor independence is guaranteed for the resale bargaining equilibria. The following example verifies the Coase theorem for the two-player case while illustrating a unique phenomenon called cyclic trading. Later on in the case of three players, the presence of 1 “Verizon



Wireless May Benefit if Either Bidder Buys AT&T,” New York Times, February 17, 2004. Hints at Bid for AT&T Wireless,” International Herald Tribune, January 28, 2004. 3 http://wireless.fcc.gov/auctions/53/releases.html. 4 Memorandum Opinion and Order and Second Report and Order (FCC 02-116). 5 Although I only present a model with take-it-or-leave-it offers, I shall emphasize that the conclusion of the paper is robust to a wide variety of bargaining procedures, including alternating offers ` a la Rubinstein, one-sided offers with mandatory price-decrements, etc. See Chien (2003) for discussion of other bargaining procedures. 2 “DoCoMo
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trading cycle proves to be the key to the failure of the Coase theorem. Example with two players Suppose there is an industry with two firms. The duopolists are competing for a new operating license. The firm that employs the license increases its profits by $2. Meanwhile, the losing firm suffers a loss of −$3. Apparently, employing the license by either firm is socially undesirable as the social surplus is negative.6 The Coase theorem predicts that these two firms will somehow reach an agreement so that the license is never “consumed”. At any stage of the resale bargaining game, the owning firm contemplates between employing the license immediately, or selling it to its opponent by making a take-it-orleave-it offer. Depending on the response, either the license changes hands, or the seller has to consume as dictated by the ultimatum procedure. Let the common discount factor be δ. The firms’ final payoffs are given by the discounted sums of the monetary transfers from resales as well as the terminal payoffs upon consumption of the license. The following strategy profile is a stationary equilibrium that implements the Coasian prediction. The owning firm always proposes a sale for p ≡ 3δ(1+δ), while the opponent always accepts any offer less than or equal to p. As an owner, a firm is better off selling the license since the expected payoff is p − δp + δ 2 p − · · · = 3δ, which is higher than the consumption value 2 if δ is close enough to 1. A non-owning firm is indifferent between accepting the ultimatum offer or suffering the loss from its opponent’s consumption as both result in the same payoff of −3δ. In the end, no one ever consumes the license, just as predicted by the Coase theorem. This example demonstrates a trading cycle in which players engage in an impasse without consumption. Evidently with two players, an equilibrium with trading cycle emerges if and only if consumption is socially undesirable. In other words, the ultimate allocation conforms to the Coase theorem. However, when there are more than two players, the properties of the resale bargaining equilibrium change dramatically as described below. Complete cycle In a resale game with three players, this paper focuses on two types of equilibria that pertain to trading cycles. The first type is characterized by a complete cycle that involves every player in the game. It is a straightforward generalization of the previous example: Player 1 sells the asset to player 2, who sells it to player 3, who then sells it back to player 1. The trades continue with none of the players consuming. Contrary to the twoplayer case, a complete-cycle equilibrium with three players prevails only if consumption is socially desirable. Therefore, efficiency property of the Coase theorem fails when three players engage in a complete cycle. Another interesting feature of complete-cycle equilibria is the emergence of price bubbles. Recall that the resale price in the previous example is 3δ(1+δ), which converges to 6 in the limit. However, the use value of the license is only 2. Even if one takes into account the hold-up value −3, the buyer should not be willing to pay more than 5. Therefore, the market fundamental is at most 5, which is lower than the trading price. The difference between the market price and the market fundamental is often defined as the asset-pricing bubble.7 Thus, we have a persistent price bubble for this example. In general, a complete-cycle equilibrium always exhibits the property of price bubbles. 6 For 7 cf.



convenience of exposition, I do not consider consumer surplus. Blanchard and Fischer (1989), Tirole (1982, 1985).
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Partial cycle The second type of equilibrium is characterized by a partial cycle. In a partial-cycle equilibrium, player 1 consumes the asset when she is the owner, while players 2 and 3 form a cycle by selling to each other whenever they own the asset. It is evident that the irrelevance property of the Coase theorem fails for the partial-cycle equilibrium. The final outcome of resale bargaining does depend on the initial ownership—if it is player 1 who owns the asset initially, she consumes the asset; if the initial owner is player 2 or 3, there is no consumption. Trading-cycle equilibria, both complete and partial, exhibit other extraordinary properties. First of all, negative externality usually induces inefficiently high level of consumption because the consumer would fail to internalize the externality. As a result, there would be too many smokers or too many SUVs. However, for trading-cycle equilibria with three players, consumption level is always inefficiently low. For instance, the two players in a partial cycle are able to prevent the other player’s consumption by trading among themselves and inducing an impasse. This happens despite negative externalities and it contradicts conventional wisdom. Second, extending the ultimatum procedure to multilateral bargaining does not affect any of the above results. In multilateral bargaining, a seller might send ultimata to the third parties asking for side payments. I show that the equilibrium transactions are approximately bilateral, i.e., side payments vanish in the limit. Literature review The most closely related work to this paper is Jehiel and Moldovanu (1999). The bargaining procedure they propose is similar to mine except they impose an exogenous deadline for bargaining. At the deadline, all trades have to cease and the final owner consumes the asset. They conclude that the identity of the ultimate consumer is independent of the initial assignment of ownership, which is in sharp contrast to my conclusion. I will argue that the imposition of deadline is problematic at two levels. First, it leaves gains from trade to be realized and therefore the players have incentives to trade after any pre-set deadlines. Second, by setting a deadline, the authors preclude the possibility of impasse. My assumption of no-deadline allows for potentially indefinite trading. Thus, the decision to terminate the bargaining is endogenous and voluntary. Moreover, my equilibrium is robust to the assumption of bilateral trading. That is, bilateral trading is a consequence of equilibrium behavior,8 as opposed to an exogenously imposed constraint in Jehiel and Moldovanu (1999). The equilibrium allocations of their model are sensitive to the assumption whether multilateral trades are allowed; whereas in my model, the presence of side payments is endogenous and has no significant bearing on my conclusion.9 In addition, two strands of literature also directly relate to this paper. The first studies models with identity-dependent externalities, and the second deals with resale 8 The example of LVMH in their paper (pp. 972) does not contradict my conclusion. In that example, Guinness and Grand Metropolitan paid LVMH to get approval on the merger between the first two companies. In our framework, an owner does not have to seek unanimous approval from her opponents. In particular, she does not have to compensate the third party who is negatively affected by the transaction. The payment in question was made because LVMH owned a stake in Guinness, so that the approval was necessary. 9 The intuition for this disparity is that, a buyer right before the deadline essentially commits to consumption as he would be the last owner. Because of the commitment, a third party might be willing to make a side payment, and therefore multilateral trading could lead to a different allocation than bilateral trading. Without the deadline, such commitment is not feasible, and I show that multilateral bargaining is approximately bilateral.
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bargaining. The study of IDE is a relatively new field, and most of the research focus on its implications for auctions. Jehiel and Moldovanu (1996) analyze optimal auctions with complete information; while Jehiel et al. (1996, 1999) consider the same problem with incomplete information. Das Varma (2002) examines the standard auction formats. There are a few papers that do consider bargaining with IDE. An earlier paper by Rockett (1990) studies the problem of strategic licensing. She presents a model where the incumbent determines the terms of licensing through bargaining. Jehiel and Moldovanu have a few papers on this topic. In their earlier papers, Jehiel and Moldovanu (1995a,b), there are two sides of a market. A seller is randomly matched with one of n buyers, and a sale terminates the game so that there is no resale possibility. The two papers are different in that the first has a finite horizon, while the second has an infinite horizon. Jehiel and Moldovanu (1999) is the most relevant work to my paper as it involves both IDE and resale bargaining. It suffices to say that none of these works discover the phenomenon of cyclic trading. For the studies of resale bargaining, there is a long tradition following Gale (1986) as well as Rubinstein and Wolinsky (1985). In their models, sellers and buyers randomly meet and then bargain over the terms of trade. The central question in this line of research is whether bargaining can implement Walrasian equilibrium in a decentralized economy. Nonetheless, the issues that I try to address here are better captured as an industry with relatively few players. A departure from the traditional approach is to let the seller select the buyer instead of random matching. It fits better in the situation with only a few players. Jehiel and Moldovanu (1999) adopt this approach, and so is this paper. Finally, a recent paper by Groes and Tranæs (1999) makes the distinction between durable good and consumable good. They show that resale bargaining achieves efficiency for durable good case. However, I show that with IDE inefficiency property is robust to this distinction. The next section lays out the bargaining model. I consider a model where the sellers make take-it-or-leave-it offers and the players receive the terminal payoffs in lump sums. Chien (2003) shows that the conclusion is robust to a variety of bargaining mechanisms and payoff structures. The third section provides numerical examples that demonstrate different patterns of trading. The fourth section identifies the equilibrium conditions for cyclic trading with three players. I show that the phenomena illustrated in the numerical examples hold in general. The fifth section deviates from the canonical model and discusses the implications of various digressions. The final section concludes. The proofs of lemmas and theorems in the main text are delegated to the appendix.
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Model



I consider the following scenario: a player owns an indivisible and tradable asset, while consumption of which inflicts externalities on the other n − 1 players. Furthermore, the externality a non-consumer endures depends on the identity of the consumer. The endowment for this economy is arbitrary and hence not necessarily efficient. Therefore, an owner might pursue resale opportunity in order to extract the gains from trade. The terms of the resale are resolved through bargaining. Let N ≡ {1, 2, · · · , n} be the set of the players. Assuming quasi-linear preferences for all players, one can summarize consumption values and externalities implied by various ownership with an n × n matrix, V ≡ (vi (j)). A diagonal element vi (i) is the value
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player i derives from her consumption, while an off-diagonal element vi (j) for j 6= i is the externality imposed on i by player j. Given quasi-linearity, a player’s utility is the discounted sum of monetary transfers and the corresponding value/externality. PT −1 Formally, player i0 s payoff is given by δ T vi (jT ) + t=0 δ t mi,t . T is the time when player jT as the last owner consumes the asset; mi,t is the net transfer by player i at time t; and δ is the common discount factor.10 It is possible that T = ∞, in which case the asset never gets consumed. It will be useful to define a matrix of willingness to pay, W ≡ (wi (j)), where wi (j) = vi (i) − vi (j). The interpretation of wi (j) is straightforward: if player i believes j will otherwise consume the asset, i would be willing to pay wi (j) to acquire P and consume it. The social surplus derived from player i0 s consumption is given by j vj (i). If this number is positive, we say player i0 s consumption is socially desirable; otherwise, P it is socially undesirable. Player k 0 s consumption is Pareto efficient if k = arg max i j vj (i) P and it is socially desirable. If maxi j vj (i) < 0, the efficient allocation is for no one to consume the asset. For bargaining procedures, there are indeed many options for our purpose. Chien (2003) proposes several procedures commonly seen in the literature, including take-it-orleave-it offers (ultimatum), alternating offers `a la Rubinstein, and one-sided offers with mandatory price decrements. He shows that the conclusion is robust so long as there is no exogenously imposed deadline for bargaining. In this paper, I only consider the ultimatum procedure as defined below. An owner in the resale game either makes a take-it-or-leave-it offer or consumes the asset. An offer consists of a proposed buyer and a price vector, which is (n − 1)dimensional. Note that we allow the seller to ask for payment from a non-buyer. It is plausible since a third party could find the transfer beneficial to himself and hence be willing to pay in order to facilitate the transaction. The proposed buyer and those who are asked to make positive side payments have to respond to the offer simultaneously with either acceptance or rejection. Only when all respondents accept the offer is the asset transferred and payments are made accordingly. The bargaining game then advances one period with the new owner making his own decision of proposing or consuming. If there is any rejection, the offer is void, the seller keeps the asset, the game advances one period, and the seller faces an adjusted optimization problem. The adjustment resides in the “leave-it” part of the procedure: those who had rejected the offer are excluded from further negotiations temporarily so that they are not eligible to acquire the asset or make a side payment until there is ownership transfer. Note that a player cannot escape from externality by rejecting offers—every player is affected by consumption whether or not she participates in the trades. Since N is finite, if an owner cannot make a resale, eventually she has to consume the asset. Note that a resale agreement involves only ownership and monetary transfers. The seller cannot make the new owner commit to future actions. In other words, the new owner can dispose of the asset however he desires, including reselling or consuming. Formally, a subgame at time t is identified by the current owner jt ∈ N , the set of the active players Nt ⊆ N , and the history ht of actions before t. The active players include the owner jt as well as those who have not rejected any offers from jt during the current 10 It is implicitly assumed that the decision of consumption is irreversible and generates payoffs in lump sums. Alternatively, one can perceive the ownership as temporary controlling rights over an asset, which will yield dividends accordingly in each period. This version of payoff structure implies different bargaining solutions due to players’ access to the value/externality during the course of bargaining. However, Chien (2003) shows that the qualitative conclusion of this paper does not change.
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Figure 1: Game tree for take-it-or-leave-it offers span of her ownership. Let Γ(jt , Nt , ht ) denote the subgame.11 A resale bargaining game is thus given by Γ(j0 , N0 , ∅), where j0 is the initial owner and N0 = N . Starting with (j0 , N ) the bargaining game is defined recursively: n o |N |−1 • Ajt (jt , Nt ) = (it+1 , pt ) : it+1 ∈ Nt , pt ∈ R+ t is the set of actions available to i



jt in the beginning of period t. it+1 is the proposed buyer if it+1 6= jt , ptt+1 is the asking price, and pkt t for kt 6= it+1 are side payments. If it+1 = jt , the owner consumes the asset. In that case p is irrelevant, but we set pt = 0 for notational convenience. • Rkt (jt , Nt ; it+1 , pt ) = {Y, N } for kt ∈ Nt \{jt } such that pkt t > 0. It is the set of actions available to those who have to respond to (it+1 , pt ). They can either accept (Y ) or reject (N ) the offer from jt . • If it+1 = jt , the game is over, and player i ∈ N receives terminal payoff δ t vi (jt ). • If it+1 6= jt , either rkt = Y, ∀kt ∈ Nt \{jt } such that pkt t > 0, in which case it+1 becomes the new owner and jt+1 = it+1 , Nt+1 = N . Otherwise, jt+1 = jt and Nt+1 = Nt \ {kt : rkt = N }. The last rule determines the transition of the bargaining game from (jt , Nt ) to (jt+1 , Nt+1 ) if the  game is not terminated by consumption. The history ht+1 consists of ht followed by ajt , (akt )kt ∈Nt \{jt }3pkt >0 . Also note that the first two rules regulating t the sets of actions are history-independent. Therefore, any subgames with the same pair of jt and Nt are isomorphic. One can then denote this class of subgames as Γ(jt , Nt ).
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Numerical Examples



Before providing general characterization of equilibrium in the next section, we shall look at the following numerical examples that reveal important properties of the resale bargaining equilibrium. The first two examples represent two different types of trading 11 The history h certainly determines j and N . I highlight j and N in the definition of Γ for t t t t t convenience. As seen below, the sets of available actions at t are solely determined by jt and Nt .
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cycles in a bargaining equilibrium—Partial Cycle and Complete Cycle, respectively. The third example exhibits a complete cycle with four players. The following equation characterizes the asking price when a seller makes take-it-orleave-it offers. p = (asset value to buyer) − (consequence of rejection).



(1)



The right hand side is the maximal price a buyer is willing to pay. Since we are considering ultimatum offers, a seller can demand the maximum. Therefore, p is the trading price. Note that both terms in the equation are endogenously determined in equilibrium; the asset value to a buyer is not necessarily his consumption value as he might extract a higher payoff by reselling. The formula for a side payment is analogous. The net payoff to a seller is the sum of trading price, side payments, and discounted continuation payoff following the transaction.



3.1



Partial cycle



Example 1 Assume that δ is close to 1. V admits a stationary subgame perfect equilibrium with a trading cycle in which player 2 sells to 3 in Γ(2, N ), player 3 sells to 2 in Γ(3, N ), and player 1 consumes the asset in Γ(1, N ). The equilibrium payoffs are specified in π where the ith column vector represents the payoffs for Γ(i, N ). The trading prices between 2 and 3 are 5δ 2 (1 + δ).     11 0 0 11 2 2 5δ 2 −5δ 2  . 3 −2  , π =  −5 V =  −5 −5 −1 3 −5 −5δ 2 5δ 2 The trading cycle in this example is “partial” in the sense that it consists of only a proper subset of N . The payoff matrix π = (πi (j)) is given by the optimal actions on the equilibrium path. The first column is the same as that of V since player 1 consumes in Γ(1, N ). When players 2 and 3 engage in a trading cycle by selling to each other, player 1’s payoff is zero, while players 2 and 3’s payoffs are determined solely by the monetary transfers. I shall derive the trading prices below and verify that π does induce an SPE. Starting with the optimization problems for player 1 when she is the owner, I will argue that player 1 always consumes the asset. In the subgame Γ(1, {1, 2}), player 1 can sell the object at the price of δ(π2 (2) − v2 (1)) = 5δ(1 + δ 2 ).12 Since player 1’s continuation payoff after the resale is zero, her net payoff is less than 10, and she is better off consuming as v1 (1) = 11. The calculation is the same for Γ(1, {1, 3}). Given that player 1 consumes in these subgames, she can demand the same price from resale in Γ(1, N ). The side payment is δ(π3 (3) − v3 (3)), which vanishes as δ goes to 1. Hence, player 1 will consume as well in Γ(1, N ). When player 2 is the owner, rejecting his offer in Γ(2, N ) leads to either Γ(2, {1, 2}) or Γ(2, {2, 3}). Therefore, what happens in these subgames determines the asking prices and side payments in Γ(2, N ). In Γ(2, {1, 2}), player 2 sells to 1 at the price of δ(v1 (1) − v1 (2)) = 9δ. The net payoff is 9δ + δv2 (1) = 4δ, higher than his consumption value (v2 (2) = 3). In Γ(2, {2, 3}), player 2 can ask for δ(π3 (3) − v3 (2)) from selling to 3. The net payoff is δ, and player 2 is better off consuming. 12 Recall that the time line of the game has the asset value and the consequence of rejection realized in the next period, and hence the discount factor δ.
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Provided the optimal actions in the proper subgames, I am ready to derive the trading price in the cycle. In Γ(2, N ), player 3 is willing to pay δ(π3 (3) − δv3 (1)) = 5δ 2 (1 + δ). The term of δv3 (1) is due to the fact that player 3’s refusal to trade with player 2 leads to Γ(2, {1, 2}) and results in player 1’s consumption a period later. The net payoff to player 2 is 5δ 2 , which is better than his alternatives of consuming (for v2 (2) = 3) or selling to player 1 (for δ(v1 (1) − v1 (2) + v2 (1)) = 4δ). Note that the equilibrium payoff of 5δ 2 to player 2 confirms what we have proposed in π. The optimization problems for player 3 are analogous and omitted. One observes that player 2 in Γ(2, N ) is able to extract a high payment from 3 by threatening to trade with player 1. The threat is credible as we have demonstrated, and thus the buyer will comply. However, in Γ(2, {2, 3}) the owner 2 loses his leverage with player 1 out of the game. Therefore, player 2 will rather consume in this subgame, which is the reason player 1 would only pay 9δ if player 2 ever makes an offer in Γ(2, N ). The optimal actions as well as the trading prices have been derived from the predetermined matrix π. Alternatively, one can solve for π directly. From the previous argument, the externalities v2 (1) and v3 (1) are what regulate the resale prices in the cycle. Since v2 (1) = v3 (1), the prices are identical. The payoff to a seller is: p − δp + δ 2 p − δ 3 p + · · · = p/(1 + δ), where p is the common price. Substituting the common asset value into equation (1), one obtains   1 p − δv3 (1) . (2) p=δ 1+δ It implies that the price is 5δ 2 (1 + δ) and player 2’s payoff as the initial seller in a cycle is 5δ 2 , as specified in π. The most notable property of this trading pattern is that it violates independence of the Coase theorem.13 The final allocation depends on the identity of the initial owner. If player 1 is the initial owner, she will consume the object; if either players 2 or 3 is the initial owner, they engage in cyclic trading and there is no consumption. Moreover, it also violates efficiency of the Coase theorem. The maximal social surplus is attained by player 2’s consumption. However, in equilibrium either player 1 consumes the asset, or players 2 and 3 engage in a trading cycle without consumption. Therefore, regardless of the initial ownership, the final outcome deviates from the Pareto efficient allocation that gives the asset to player 2 for consumption. I will show that the inefficiency property is true in general for partial-cycle equilibria. Also note that the side payments are either zero or negligible for large δ. The only non-zero side payments are made when player 1 deviates from equilibrium path and proposes a resale to either 2 or 3. The side payment by the third party is δ(−5δ 2 −(−5)), which is a multiple of interest rate r. As r approaches zero (or equivalently, δ goes to 1) the side payment converges to zero.



3.2



Complete cycle



Example 2 Assume that δ is close to 1. V admits a stationary SPE in which player 1 sells to 2 in Γ(1, N ), player 2 sells to 3 in Γ(2, N ), and player 3 sells to 1 in Γ(3, N ). 13 Note that except for identity-dependency, all the presumptions that guarantee the invariance property of the Coase theorem are satisfied in my examples, including complete information, transferable utilities, etc.
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The equilibrium payoffs are specified in π. The common trading price is 2δ(1 + δ + δ 2 ).     3 0 −2 2δ(1 + δ) −2δ 2 −2δ 3 0 , −2δ 2δ(1 + δ) −2δ 2  . V =  −2 π= 2 0 −2 3 −2δ −2δ 2δ(1 + δ) This example has a complete cycle in equilibrium that includes all players. Given symmetry of V , it suffices to consider player 1’s optimization problems. Taking π as given, I will first show that player 1 sells to 2 in Γ(1, {1, 2}), while she consumes in Γ(1, {1, 3}). By selling to player 2 in Γ(1, {1, 2}), player 1 obtains δ(π2 (2) − v2 (1)) + δπ1 (2) = 2δ(1 + δ), which is higher than her consumption value as v1 (1) = 3. However, by selling to player 3 in Γ(1, {1, 3}), player 1 receives only δ(π3 (3) − v3 (1)) + δπ1 (3) = 2δ 3 , and thus she is better off consuming. Provided the equilibria in these subgames, player 1 obtains δ(π2 (2)−v2 (1))+δπ1 (2) = 2δ(1 + δ) by selling to player 2 in Γ(1, N ), and δ(π3 (3) − δπ3 (2)) + δ(π2 (3) − v2 (1)) + δπ1 (3) = 2δ(1 + δ 2 ) by selling to player 3. Both transactions are more profitable than consumption, while trading with player 2 is marginally better than trading with player 3, as the price and the continuation payoff are both marginally higher in the former transaction. The presence of negligible side payment in the latter is not enough to offset the advantage. Therefore, player 1’s optimal strategy in Γ(1, N ) is to sell to player 2 as prescribed. To derive π directly, one observes that the externalities v2 (1), v3 (2), and v1 (3) determine the trading prices in the cycle. Given symmetry of V , the prices are identical. The equilibrium payoff to an owner is thus given by p − δ 2 p + δ 3 p − δ 5 p + · · · = (1+δ)p/(1+δ +δ 2 ), where p is the common price. The trading price can then be derived from equation (1).   1+δ p − v (1) . (3) p=δ 2 1 + δ + δ2 It implies that the trading price is 2δ(1 + δ + δ 2 ) and an owner’s payoff is 2δ(1 + δ), as specified in π. It is important to note that the complete trading cycle supports an asset-pricing bubble. In the example, the price is approximately 6 while the market fundamental cannot exceed 5. I will show in the next section that a price bubble always accompanies a complete trading cycle. Another significant property of this equilibrium is that the object never gets consumed even if consumption by any of the players is socially desirable, i.e., the social surplus from consumption is positive (3 + (−2) + 0 = 1). Therefore, the bargaining outcome of no consumption is inefficient. Again, this phenomenon does not pertain to the particular set of parameters.



3.3



More than three players



The final example shows that the presence of trading cycles in a resale bargaining equilibrium does not only pertain to the case with three players. Example 3 Assume that δ is close to 1. In the stationary SPE for V , players engage in a complete trading cycle, in the direction that player 1 sells to 2, 2 sells to 3, 3 sells
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to 4, and finally player 4 sells to 1. The common resale price is 2δ(1 + δ + δ 2 + δ 3 ).   5 0 0 −2  −2 5 0 0  . V =  0 −2 5 0  0 0 −2 5 The argument for cyclic trading to be an SPE is similar to Example 2. One obtains the trading price by the following equation.   1 + δ + δ2 p=δ p − v (1) . 2 1 + δ + δ2 + δ3 It is routine to check that the threat to consume by the seller is credible, that the side payments are all zero, and that the prescribed strategies are subgame perfect.
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Equilibrium characterization



The numerical examples in the last section demonstrate that SPEs with trading cycles exist in economies with identity-dependent externalities. These equilibria are of interest because of their unusual properties. In this section I characterize the conditions under which cyclic trading equilibria exist, and show that the properties we observe in the examples hold in general. Moreover, I will show that the presence of three players and identity dependence are both necessary for our result. For convenience of exposition, I assume generic values of V and W in the sense that there will not be any ties when comparing vi (j)0 s or wi (j)0 s. Following the formal definition in Jehiel and Moldovanu (1999), V is generic if arbitrary sum and/or difference of (vi (j)) is not zero: XX αi,j vi (j) 6= 0, (4) i



j



where the indicators αi,j ∈ {−1, 0, 1}. The genericity assumption eliminates possibility of mixed strategy equilibria. Although it is sufficient to ensure a pure strategy equilibrium, it is not necessary. As we have seen in the numerical examples, even with non-generic values one still obtains a pure strategy equilibrium with trading cycles. The second assumption is that the common discount factor δ can be made as close to 1 as possible. Given V , the set of equilibria certainly depends on δ. My goal is to characterize equilibria that are persistent in the neighborhood of δ = 1. A typical result states like the following: there exists δ ∗ < 1 such that for any δ ≥ δ ∗ the equilibrium follows a certain trading pattern. The trading prices are contingent upon δ, but the ultimate allocations would be the same for any δ close to 1. Recall that a subgame at t is identified by Γ(jt , Nt ) where jt is the owner and Nt is the set of active players that includes jt and those who are eligible to consider resale/sidepayment offers. The players in N \Nt are inactive because they had rejected jt0 s offers during the current span of her ownership. Let πk (jt , Nt ) be the equilibrium payoff for player k in Γ(jt , Nt ). Note that πk (jt , Nt ) is defined over k ∈ N instead of Nt so that no player can escape from externality even if she is not active. Suppose the owner jt proposes a resale offer (i, p) for i 6= jt . By rejecting jt0 s offer, the buyer i excludes himself from further negotiations with jt , and therefore i0 s outside option is δπi (jt , Nt \{i}).14 14 In equilibrium, if player i deviates from accepting the equilibrium proposal, he would be the only one doing so. Hence, Nt+1 = Nt \{i} in that case.
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Thus, player i is willing to pay at most δ(πi (i, N ) − πi (jt , Nt \{i})). Since the seller makes a take-it-or-leave-it offer, she can ask for the maximal amount from the buyer. The same argument applies for deriving side payment from a third party: for player k ∈ Nt \{jt , i}, the side payment she is willing to make is δ(πk (i, N ) − πk (jt , Nt \{k})), if the difference is positive. Therefore, the payoff for jt if she presents an offer directly to i ∈ Nt is given as follows.   X δ(πk (i, N ) − πk (jt , Nt \{k}))+  , max δπjt (i, N ) + i∈Nt \{jt }



k∈Nt \{jt }



where x+ = x if x is positive, and x+ = 0 if x is negative. One has to take (·)+ in the above formula so that the seller only asks for positive payments.15 There are other payoffs accessible to jt if she excludes some of the players in Nt . That is, jt can make unacceptable offers to k ∈ Nt so that the game proceeds to Γ(jt , Nt \{k}). The payoff will be discounted as time lapses for one period over exclusion of k. Essentially, the seller reaches the subgame Γ(jt , Nt \{k}) by committing not to sell to k. It could be profitable to do so since the seller is then able to establish particular threats. The maximal payoff to jt from any resale, including those through exclusion, is16   X max δ |Nt |−|M | δπjt (i, N ) + δ(πk (i, N ) − πk (jt , M \{k}))+  . jt ∈M ⊆Nt ,i∈M \{jt }



k∈M \{jt }



The options for the owner jt include consuming the asset, or selling to any of the opponents in Nt . Thus, her payoff is given as follows. πjt (jt , Nt ) = max vjt (jt ),



max



jt ∈M ⊆Nt ,i∈M \{jt }



!! δ



|Nt |−|M |



δπjt (i, N ) +



X



+



δ(πk (i, N ) − πk (jt , M \{k}))



. (5)



k∈M \{jt }



The payoffs for the other players are determined accordingly. (5) provides a recursive formula for equilibrium payoffs. One observes that the payoffs in all subgames, (πk (j, M ))k∈N,j∈M ⊆N , are solely determined by two matrices, V and (πk (i, N ))k,i∈N . Two subgames Γ(jt , Nt ) and Γ(js , Ns ) are isomorphic if jt = js and Nt = Ns . For isomorphic subgames, the actions available and the resulting payoffs are identical. It is then natural to consider stationary strategies. A player follows stationary strategies if she adopts the same actions for isomorphic subgames. I focus on stationary subgame perfect equilibrium (SSPE) in this section, and will address the issue of uniqueness in Section 5.5. 15 Theoretically, the proposed buyer can make a negative payment. That is, she can be compensated for the acquisition. The reason is that the seller should not be able to dump the asset on a buyer. Therefore, an alternative expression for the above is to take δ(πi (i, N ) − πi (jt , Nt \{i})) without (·)+ . The distinction is not substantial as the willingness to pay by a buyer in equilibrium is always positive. 16 The power of |N | − |M | to δ implicitly assumes the owner can exclude only one opponent each t period. The assumption is certainly unnecessary, but also irrelevant as we focus on the case with δ close to 1. I adopt the assumption to simplify the notation, marginally.
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One of the characteristics associated with a stationary equilibrium is its trading pattern. A trading pattern identifies the physical transition of the asset under various ownership. Assuming stationarity, the transition is uniquely determined. The following diagrams represent all of the plausible trading patterns for the case of n = 3.
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Figure 2: Trading patterns with three players



The dots in each diagram represent the players, with the top dot for player 1, the bottom left for player 2, and the bottom right for player 3. For each dot/player, either (1) there is no directed arrow radiating from it, meaning the player consumes the asset if she is the owner, or (2) the directed arrow points to the proposed buyer. For example, in diagram (iii) player 3 sells to 2 in Γ(3, N ),17 player 2 sells to 1 in Γ(2, N ), and player 1 consumes the asset in Γ(1, N ). Two prominent characteristics are useful to identify a trading pattern: the number of potential consumers and the presence of trading cycles. Player j is a potential consumer if she consumes the asset in Γ(j, N ).18 With n = 3, the number of potential consumers ranges from 3 in (i) to 0 in (vi) and (vii). As for examples of trading cycles, (v) and (vii) have a partial trading cycle consisting of players 2 and 3, while (vi) has a complete trading cycle of N . Formally, a trading cycle consists of players {j1 , j2 , · · · , jm } whose strategies are such that j1 sells to j2 , j2 sells to j3 , and so on, and lastly jm sells back to j1 . If the resale game leads into a trading cycle, the asset will never be consumed. In general, the set of players N can be divided into mutually exclusive subsets that are identified by a potential consumer or a trading cycle. For instance, in diagram (ii) the trading pattern consists of two subsets: {1, 2} that leads to the potential consumer 1, and {3}. Another example is (v) in which there are {1} and {2, 3}, with the latter being a trading cycle. The first lemma narrows the range for plausible equilibria. It shows that there can be at most one potential consumer. Thus, the first two patterns (i) and (ii) in Figure 2 cannot constitute an SSPE for n = 3. Note that both lemmas apply in the general case with n players. Lemma 1 Assuming generic V , there exists δ ∗ such that ∀δ ≥ δ ∗ the corresponding SSPE has at most one potential consumer. In other words, if player j consumes the asset in Γ(j, N ), @i ∈ N \{j} such that player i consumes the asset in Γ(i, N ). Proof. See Appendix. 17 It is possible that there is delay through exclusion. What a trading pattern specifies is the physical transition following one’s initial ownership. 18 I emphasize “potential” because player j does not necessarily consume the object. For example, in diagram (v) player 1 is a potential consumer but she does not get to consume if the initial owner is either player 2 or 3.
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The genericity assumption provides a sufficient condition to eliminate trading patterns (i) and (ii). It is certainly not a necessary condition. For instance, Example 2 clearly violates genericity, whereas it admits (vi) as the equilibrium. Furthermore, “generic” parameters can support (i) and (ii) as SSPEs as long as the differences in parameters converge to zero. Consider a trivial example where externalities are all zero. It is easy to see that (i) constitutes an SSPE if and only if vi (i) ≥ δvj (j), ∀i 6= j. The condition reduces to vi (i) · r ≥ vj (j) − vi (i), ∀i 6= j. Therefore, if the differences between vi (i)0 s are in the same order of r, (i) could be the trading pattern of an SSPE. In order to secure the lemma, the genericity assumption should be interpreted as if the parameters are fixed rather than vary with δ. The argument of Lemma 1 parallels that of the Coase theorem. Recall that in the Coasian environment where externalities are identity-independent, any player whose consumption is Pareto-dominated has incentive to sell to an efficient consumer. Furthermore, genericity assumption implies a unique efficient consumer in the economy, and hence a unique potential consumer in the bargaining game. With identity dependence, a potential consumer maximizes pairwise aggregate utility rather than the social surplus. Nonetheless, the argument that eliminates the possibility of two consuming players is essentially the same. The inapplicability of the Coase theorem in our model is due to probable coexistence of consumption and trading cycles. Lemma 1 rules out the possibility of two potential consumers in equilibrium, but it allows for coexistence of a potential consumer and trading cycles. In the scenario of coexistence, initial ownership determines whether the unique potential consumer will get to consume or a trading cycle will keep the asset from being consumed. The next lemma shows that a transaction in an SSPE is essentially bilateral. In the theorems below, I verify the statement of Lemma 2 by deriving the side payments explicitly. Lemma 2 Assuming generic V , in an SSPE a side payment in a transaction on the equilibrium path is less than or equal to O(r) (r is the interest rate) and thus converges to zero as δ → 1. Proof. See Appendix. Lemma 2 indicates that every equilibrium transaction is approximately bilateral, even though the sellers are allowed to consider multilateral contracts. Since the equilibrium transactions do not incorporate everyone’s interests, it suggests that Coasian bargaining might not achieve efficiency. The following two theorems confirm this observation. We are now ready to characterize the conditions under which there exists cyclic trading equilibrium. For three-player resale games, there are three trading patterns that contain a trading cycle, as shown in diagram (v), (vi), and (vii) of Figure 2. I present characterization for the first two scenarios in the following theorems. The first theorem deals with (v) with a partial cycle. The second theorem considers (vi) with a complete cycle. Suppose player 1 consumes in Γ(1, N ), and players 2 and 3 sell to each other in Γ(2, N ) and Γ(3, N ), respectively. The following theorem identifies the conditions that admit this trading pattern in an SSPE.
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Theorem 1 Assuming generic V , there exists δ ∗ such that ∀δ ≥ δ ∗ the corresponding SSPE exhibits a partial cycle as in (v) if and only if the following inequalities hold. w1 (2) > w2 (1), w1 (3) > w3 (1),



v2 (2) + v3 (2) > 0, v2 (3) + v3 (3) > 0,



min(v1 (2), v1 (3)) > v1 (1) + v2 (1) + v3 (1), v1 (1) + v2 (1) + v3 (1) > 0. (6)



Proof. See Appendix. One of the most important results of the paper is implied by this theorem. Namely, the Coase theorem is inapplicable in economies with identity-dependent externalities. It is due to the coexistence of a potential consumer (player 1) and a trading cycle (between players 2 and 3.) The other prominent property of this bargaining equilibrium is inefficiency. Note P that consumption by any of the players are socially desirable. That is, i vi (j) > 0 for any j. Therefore, cyclic trading without consumption is inefficient. Moreover, the efficient consumer is either player 2 or 3. This is implied by the equilibrium conditions: min(v1 (2) + v2 (2) + v3 (2), v1 (3) + v2 (3) + v3 (3)) > v1 (1) + v2 (1) + v3 (1). In other words, consumption by player 1 is also inefficient. Therefore, the bargaining outcome in this scenario is always inefficient. One also observes that players 2 and 3 engage in cyclic trading mainly because they recognize substantial threats posed by player 1. The resale prices are determined by the threats, v2 (1) and v3 (1). Specifically, the average trading price converges to −(v2 (1) + v3 (1)) as the discount factor approaches 1. The difference of the prices has an order of magnitude as the interest rate r, r ≡ (1 − δ)/δ. In the limit, the price difference converges to (v2 (1) − v3 (1)) · r. Player 2 receives a better price if v2 (1) > v3 (1). It is intuitive since the inequality means that player 2 is less threatened by player 1. We next consider the case with a complete cycle, as illustrated in diagram (vi) of Figure 2 as well as Example 2. The direction of resales is from player 1 to 2, from 2 to 3, and then from 3 to 1. Theorem 2 Assuming generic V , there exists δ ∗ such that ∀δ ≥ δ ∗ the corresponding SSPE exhibits a complete cycle as in (vi) if and only if one of the sets of the conditions from (25) to (27) holds. Moreover, the resale price in the limit, p, is higher than the market fundamentals. That is, p > vi (i) for any i, and p > wi (j) for any i 6= j. Proof. See Appendix. There are different circumstances that sustain a complete cycle. Each scenario is characterized by a set of inequalities from (25) to (27). The scenarios differ in terms of players’ actions in proper subgames with two active players. In any case, we observe that consumption by at least two players is socially desirable, and yet the players engage in a trading cycle and abstain from consumption. To demonstrate the intuition, let’s consider the symmetric type of complete cycles, identified by (25) and illustrated in Example 2. Essentially, the players are threatened by the possibility that their most formidable opponents will consume. Knowing this, a seller uses the threat as leverage to extract a high payment from her buyer. The threat is credible under the conditions (25). The trading prices might differ in the order of interest rate r. In the limit, the average trading price converges to −(v1 (3) + v2 (1) + v3 (2)). 15



Obviously, whoever feels less threatened by her opponent gets a better price and hence a higher payoff. For instance, player 1 sells the asset for approximately p+(v1 (3)−v2 (1))·r and her payoff as the owner is about p + v1 (3). In any case, the prices are higher than the market fundamentals. If the players believe someone will consume and terminate the resale game, they will not pay such a high price. The prices are sustainable only because the buyers expect to resell at comparably high prices. The next two theorems show that the presence of three players and identity dependence are necessary to warrant equilibria that deviate from the Coase theorem. Theorem 3 Assuming generic V , δ close enough to 1, and n = 2, there exists an SSPE that implements the efficient outcome. That is, if at least one player’s consumption is socially desirable, the efficient consumer always receives and consumes the asset regardless of the initial ownership. If both players’ consumption is socially undesirable, there is a cyclic trading equilibrium with no one consuming. Proof. See Appendix.



Theorem 4 Assume that δ is close enough to 1. Further assume that externalities are identity-independent, i.e., vi (j) = vi (k) for j, k 6= i. Then, there exists an SSPE that implements the efficient outcome. Proof. See Appendix.



5



Discussion



The previous section focuses on a canonical mechanism. In this section, I discuss what will happen when we digress from that mechanism. I will demonstrate most of the results using the numerical examples in Section 3.



5.1



Trading with commitment



I have shown that players’ inability to make commitment is crucial in deriving the conclusion of my model. This section demonstrates necessity of the no-commitment assumption. The following example examines the same valuation matrix as in Example 1, and it shows that the ultimate allocation will be efficient when players can commit to future actions. Theorem 5 confirms the general result, i.e., the Coase theorem is restored when players are trading with commitment. When trading with commitment, the sellers have the options to propose multilateral contracts that requires the new or original owner’s pre-commitment to consumption or demolition of the asset. The commitment is carried out only when the proposal is accepted unanimously. In other words, a seller can commit to certain actions if other players accept her terms, but she cannot commit to incredible threats if her offer is rejected. Comparing with the formal definition in Section 2, accessibility to commitment expands the set of actions Ajt (jt , Nt ) available to an owner jt . Example 4 Suppose the sellers can propose contracts that regulate the new or original owner’s future actions. Let δ = 1, as the game will end in finite periods. In the SPE,
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both players 1 and 3 sell to 2, while player 2 consumes the asset with payment from player 3.     11 2 2 14 2 2 3 −2  , 7 −5  . V =  −5 π =  −5 −5 −1 3 −5 −5 7 The matrix π represents the equilibrium payoffs when pre-commitment to consumption is possible, which I will argue as follows. It is easy to see that the best strategy for player 1 is to exclude player 3 from negotiations, and then sells to player 2 for 12 without commitment. For player 3, she sells directly to player 2 for 12 without commitment.19 If player 2 is the owner, he asks a payment of 4 from player 3 in exchange for his own consumption. It is obvious that player 2 takes the offer in Γ(1, {1, 2}), as his rejection results in player 1’s consumption. Consequently, player 2 will also accept player 3’s offer in Γ(3, N ) because his rejection leads to player 1’s possession of the asset. Finally, in Γ(2, N ) if player 3 refuses to make a side payment, player 2 will sell to 1 in Γ(2, {1, 2}), and the game enters a punishment phase in which player 1 excludes 2 and then sells to 3. Note that player 1 is indifferent between selling to player 2 or 3 so that the punishment is credible. Furthermore, player 3 can no longer escape from v3 (1), as her rejection in the punishment phase results in player 1’s consumption. In summary, bargaining with commitment always leads to player 2’s consumption, which is the efficient outcome. The following theorem shows that the efficiency property holds generally.20 Theorem 5 Suppose the sellers can propose contracts that regulate the new or original owner’s future actions. Let δ = 1, as the game will end in finite periods. In the SPE, the ultimate allocation is efficient. Proof. See Appendix. The intuition that the Coase theorem requires commitment goes as follows. In the Coasian framework, the players have to know the size of the pie they are dividing, i.e., the social surplus. The theorem asserts that the ultimate outcome corresponds to one that provides the largest pie, for otherwise everyone can be made better off by adopting a Pareto-dominant allocation. The argument implicitly assumes a fixed, projected allocation before negotiations commence, which can only be assured by precommitment. Consider player 2’s optimization problem as an owner in Example 4. If player 2 does not promise his own consumption, he will certainly deviate after receiving player 3’s payment. Knowing this, player 3 will never make the payment in the first place, and the efficient outcome cannot be achieved. No-commitment assumption in my model regulates the scope of contracts that can be negotiated and agreed upon. Nonetheless, there also exist other forms of commitment embedded in the bargaining procedures. For instance, being able to make a take-it-orleave-it offer can be perceived as commitment—a seller commits not to come back with another offer if the respondent were to refuse to trade. If the seller lacks the commitment 19 Alternatively, player 3 can sell the asset to player 2 at a price of 8, with player 2’s commitment to consumption after the trade. The final payoff is the same. 20 Proposition 3.4 in Jehiel and Moldovanu (1999) presents a similar result. However, they consider Nash equilibrium instead of perfect equilibrium. Thus, an owner could make an incredible threat in order to extract a high payment, as illustrated in their Example 3.3.
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power in this sense, the bargaining procedure becomes one with one-sided offers. As shown in Chien (2003), this type of commitment has no impact on my conclusion. A related issue is the possibility of abstaining from the game, which is termed “Strategic Non-participation” in Jehiel and Moldovanu (1996). To put it differently, a player might want to commit not to consider any offers, so that she is practically absent from the game. Note that a player cannot escape from externalities. She merely tries to affect the allocation through her non-participation. Allowing for non-participation has no effect on the complete cycle case. Consider Example 2 and suppose player 1 is the initial owner. Player 2’s quitting the game does not improve his payoff. Indeed, he is marginally worse off as player 1 will consume the asset immediately so that player 2 receives −2 instead of −2δ. Player 3 cannot improve her payoff by exiting from the game, either. Her absence results in player 1’s selling to 2, and subsequently 2’s consumption. Player 3’s payoff is −2δ instead of −2δ 2 . For the partial cycle case, player 1’s absence could change the equilibrium outcome. In Example 1, player 2 will consume the asset in the absence of player 1. Intuitively, if player 1 promises not to pursue the asset, the threats to players 2 and 3 are void and one of them will consume. Thus, player 1’s non-participation breaks the cycle.



5.2



Natural breakdown of bargaining



One of the peculiar phenomena illustrated in the paper is discontinuity between my infinite-horizon model and Jehiel and Moldovanu (1999)’s finite-horizon model. Their mechanism is essentially the finite-horizon version of my resale bargaining game. It is often the case that the equilibrium of a finite-horizon game converges to that of the infinite-horizon variation of the same game as the horizon approaches infinity. A prominent example is the relation between St˚ ahl (1972) and Rubinstein (1982). However, it is not true for Jehiel and Moldovanu (1999) and this paper. A significant difference between our works is that trading stops after a few periods in their model, provided a long enough horizon, while in my model there is a possibility that players engage in cyclic trading that never stops. This and the next subsections explore possible driving forces behind the discontinuity. In this subsection, I study an alternative approach that connects finite and infinite horizon models. Specifically, I assume there is a small probability for bargaining to break down.21 The probability is exogenous and determined by nature. When the negotiations are forced to terminate, the game stops at finite time. As the probability approaches zero, the game is essentially infinite. I show that the bargaining outcome in this scenario approximates that in my model, provided the breaking-down probability being small relative to the interest rate. Therefore, no matter how we adapt infinitehorizon games, the conclusion does not change and discontinuity prevails. Formally, let q be the probability that negotiations break down in the beginning of every period, so that the current owner has no choice but to consume the asset. The mechanism in Section 2 can thus be regarded as a special case with q = 0. I will show how one might establish existence of partial-cycle equilibrium for positive but small q. Consider the trading pattern of partial cycle, as shown in (v) of Figure 2. Mimicking the argument in the proof of Theorem 1, one derives the following optimality conditions 21 I



thank Jeff Zwiebel for suggesting this variation.
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for the proper subgames, Γ(2, {1, 2}) and Γ(2, {2, 3}), where player 2 is the owner. v2 (2) ≤ (1 − q)δ(π1 (1, N ) + π2 (1, N ) − π1 (2, {2})) + qδ(v1 (1) + v2 (1) − v1 (2)), v2 (2) ≥ (1 − q)δ(π3 (3, N ) + π2 (3, N ) − π3 (2, {2})) + qδ(v3 (3) + v2 (3) − v3 (2)).



(7) (8)



The first condition reduces to v2 (2) ≤ δ(v1 (1)+v2 (1)−v1 (2)), which is the same condition required in the original mechanism. Meanwhile, in the second condition, π3 (3, N ) + π2 (3, N ) is no longer zero due to random termination of the game. One obtains the following expression for the total payoff of the cycle. v3 (2) + v2 (2) + (1 − q)δ(v3 (3) + v2 (3)) 1 − (1 − q)2 δ 2  qδ 1 = (v3 (2) + v2 (2)) 1 − (1 − q)δ 1 + (1 − q)δ  (1 − q)δ (v3 (3) + v2 (3)) . + 1 + (1 − q)δ



π3 (3, N ) + π2 (3, N ) = qδ



The first coefficient, qδ/(1 − (1 − q)δ), can be further simplified to q/(q + r), while the other two coefficients both converge to 1/2 with q → 0 and δ → 1. If q = o(r),22 q/(q +r) converges to zero as r → 0, and the above conditions are approximately the same as those required by Theorem 1. It is analogous to verify that the other two conditions imposed by player 2’s optimal actions in Γ(2, N ) remain approximately the same. The same argument applies to the case with a complete cycle. The equilibrium conditions approximate those in Theorem 2, provided q = o(r). It indicates that our conclusion for the previous mechanism with q = 0 will stand as long as the breakingdown probability q vanishes faster than the interest rate r as δ → 1. Note that q = o(r) is merely a sufficient condition that ensures existence of tradingcycle equilibrium under the current mechanism. The calculation shows that the ratio q/(q + r) determines π3 (3, N ) + π2 (3, N ), and hence the equilibrium conditions. Let α denote this ratio. One can then derive the equilibrium conditions contingent on α. For instance, a symmetric condition to (8) implies (1 − α/2)(v2 (3) + v3 (3)) ≥ α(v2 (2) + v3 (2))/2. Given the parameters in Example 1, the partial-cycle equilibrium requires α ≤ 2/3, which is satisfied by, say, q = r. A more interesting qualitative property is that the limiting price is higher than 10, which reflects the gains from randomly ending the bargaining that provides access to the positive total payoffs, v2 (2) + v3 (2) and v2 (3) + v3 (3). Similarly, if q is of the same or higher order than r so that α > 0, the trading price in a complete cycle will be greater than the original price. For instance,Pconsider the parameters P from Example 2. The total payoff in a cycle is now given by i πi (j, N ) ≈ α(= α · i,j vi (j)/3) instead of zero. It is then easy to verify that any α in [0, 1] sustains a complete-cycle equilibrium, and the common trading price is approximately 6 + α.23 In sum, terminating the negotiations creates positive value for the players, which is completely captured by the seller. 22 q



= o(r) if limr→0 q/r = 0. buyer is willing to pay a price higher than 6 because of the possibility that the game terminates at any time. He loses money if the game stops before he can resell, but gains if the next buyer gets stuck. Overall, he nets α/3 from random termination of the game, which is just enough to compensate for the loss due to the higher price. 23 A
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5.3



Finite-horizon model with dividend flows



Groes and Tranæs (1999) study decentralized exchange of random matching, with resale possibilities through bargaining. They conclude that the allocation of a durable good through this exchange is efficient, while that of a consumable good may be inefficient. The distinction between durable and consumable goods parallels that of dividend flows and stock values for payoff structure, which is briefly discussed in footnote 10. Chien (2003) has shown that with IDE inefficiency property is robust to this distinction. I will further show that it does not change discontinuity between my model and Jehiel and Moldovanu (1999)’s. Specifically, I will show that the equilibrium of the finite-horizon model in Jehiel and Moldovanu (1999) remains the same if one substitutes the lump-sum payoffs in their paper with dividend flows. I will demonstrate the assertion with the following numerical example.   3.1 0 −2 3 0 . V =  −2 0 −2 3 The bargaining game proceeds in discrete periods, starting at time t = 0. In each period the current owner either makes an offer to an opponent24 or simply holds the asset. t = T is the last period for negotiations, after which bargaining ceases, the ownership becomes permanent, and the game ends at t = T + 1. The dividend distribution commences in the beginning of each period before any negotiations, while the ownership transfers in the end of each period, if at all. The players do not take into account the dividends from the initial period t = 0, as the proceeding of the game do not change these dividends. An example of income flows according to ownership is the following. Suppose T = 3 and the ownership sequence is {1, 2, 3, 1, 1} for t = 0 − 4. The present value of player P∞ 1’s payoff is δv1 (2)r + δ 2 v1 (3)r + δ 3 v1 (1)r + δ 3 v1 (1).25 The last term is given by t=4 δ t v1 (1)r. Using backwards induction, I start with players’ optimal actions in the last period. All of the payoffs below are expressed in terms of present values at t = 0. The ownership is permanent at t = T + 1 so that the present values is given by the jT +1 -th vector in V . For example, if player 1 is the final owner, the present values are (3.1, −2, 0)0 δ T . At t = T , player 1’s choices include: keeping the asset for good and receiving 3.1δ T , selling to player 2 for 5δ T with no consequence, or selling to player 3 for 3δ T and suffering a negative externality of −2δ T . Apparently, selling to player 2 is the best strategy. Similarly, player 2 will sell to 3 for 5δ T , while player 3 will sell to 1 for 5.1δ T . At t = T − 1, player 1 receives 3.1δ T r + 5δ T for holding the asset. Player 2 is willing to pay (3−(−2))δ T r +(5−(−2))δ T , but player 1 incurs the externality of −2δ T as player 2 will sell to 3 in the next period. Player 3 is willing to pay (3 − 0)δ T r + (5.1 − (−2))δ T , and player 1 bears the externality of −2δ T r − 2δ T . Since the terms of δ T dominate those of δ T r for δ close enough to 1, player 1’s optimal strategy in t = T − 1 is selling to 3. With similar calculation, player 2 sells to 3, while player 3 is better off holding the asset. It is now clear that player 3 will be the owner at t = T regardless of the actions before t = T − 1, and therefore player 1 will be the final and permanent owner afterwards. The allocation is the same as that in Jehiel and Moldovanu (1999), and I conclude that their result relies the assumption of a finite horizon rather than the distinction between lump-sum incomes and dividend flows. 24 With a finite horizon, equilibrium allocations depend on whether sellers are allowed to ask for side payments. I consider the case without side payments, i.e., their bilateral mechanisms. 25 Note that there is no discounting in Jehiel and Moldovanu (1999).
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5.4



Positive transaction costs



One of the major contributions of Coase (1960) is his emphasis on the role of transaction costs. The Coase theorem requires that transaction costs be zero. In reality, to approach efficiency the mechanism designer’s goal is to keep the transaction costs as low as possible. It would be interesting to learn the impact of transaction costs on my conclusion, especially whether the presence of transaction costs will prevent cyclic trading from occurring.26 Consider the mechanism in Section 2, with the additional assumption that the bargainers incur transaction costs if they reach an agreement. Let cs and cb represent the transaction costs endured by the seller and the buyer, respectively, when they agree on a proposal and complete a transaction.27 For convenience of exposition, suppose the trade is bilateral and hence no transaction cost for a third party. I will demonstrate the case for the symmetric complete cycle as in Example 2, and show that trading-cycle equilibria still exist and the corresponding conditions remain approximately the same if and only if cs + cb = o(r). In Γ(1, N ), player 2 is willing to pay δ(π2 (2, N ) − π2 (2, {1, 3})) − cb , and his payoff is given by π2 (1, N ) = δπ2 (1, {1, 3}) = δv2 (1). The owner player 1’s payoff is thus δ(π1 (2, N ) + π2 (2, N ) − v2 (1)) − (cs + cb ). In comparison with the original model with zero transaction cost, the buyer’s payoff remains the same, while the seller has to bear the extra costs for both parties, represented by the term of −(cs + cb ). The equilibrium payoffs can also be expressed in terms of discounted sums of prices and transaction costs. cb + δcs p − = δv2 (1), 1 + δ + δ2 1 − δ3 (1 + δ)p cs + δ 2 cb π1 (1, N ) = − . 2 1+δ+δ 1 − δ3



π2 (1, N ) = −



By solving for p in the first equation and substituting into the second, one obtains π1 (1, N ) = −δ(1 + δ)v2 (1) − (cs + cb )/(1 − δ). If the last term vanishes as δ → 1, the original equilibrium conditions stay the same. The condition that limδ→1 (cs + cb )/(1 − δ) = 0 is equivalent to cs + cb = o(r). In sum, if the transaction costs are positive but relatively negligible, equilibria with symmetric complete cycles prevail under approximately the same conditions in Theorem 2. The arguments for the other types of trading cycles are analogous and the Coase theorem is inapplicable with or without transaction costs.



5.5



Uniqueness



In Section 4, I establish conditions under which trading-cycle equilibria exist. I will now discuss uniqueness of equilibrium. As I am able to provide a counterexample that admits two equilibria with different trading patterns, the possibility of uniqueness is excluded. Example 5 Assuming δ close enough to 1, in an SSPE for V both players 2 and 3 sell to player 1 when they own the asset, while player 1 consumes in Γ(1, N ). The equilibrium 26 I



thank Jon Levin for pointing me to this direction. are various ways to model the costs. For instance, a seller could have incurred additional costs whenever she makes an offer. It is easy to adapt my argument to accommodate these variations. 27 There
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trading pattern follows (iv) in Figure 2. The matrix π specifies equilibrium payoffs.     11 2 2 11 2δ 2δ 3 −2  , 4δ −5δ  . V =  −5 π =  −5 −5 −1 3 −5 −5δ 4δ Note that the parameters are the same as Example 1, in which there is a partial-cycle equilibrium. Therefore, the same V admits two different SSPEs. It is straightforward to check that the payoff matrix π induces the indicated trading pattern. I will omit the proof and focus on the interpretation instead. The major difference between this equilibrium and the partial-cycle equilibrium lies in players 2 and 3’s perception/expectation of each other’s strategy. Note that players 2 and 3’s total payoff is −δ here, but it is 0 if they engage in a trading cycle. In other words, they are able to avert significant externalities imposed by player 1 if they can cooperate. However, cooperation persists only when they have a mutual understanding that cyclic trading will continue. In equilibrium, players 2 and 3 coordinate on either cooperative/partial-cycle equilibrium or non-cooperative/consumption equilibrium. Note that the equilibrium payoffs for players 2 and 3 in a partial cycle Pareto-dominate those in the pattern (iv). Therefore, partial-cycle equilibrium is more likely to prevail. There exist other equilibria spanned by the equilibria above. Recall that the trading prices in the cycle are approximately 10. Suppose, for instance, the players expect the consumption equilibrium to follow if player 2’s asking price is higher than 9.5, and the partial-cycle equilibrium to follow otherwise. Player 2 as an owner in this scenario cannot extract the full price of 10, but he is still willing to trade with player 3 and receive a payoff of approximately 4.5(= 9.5 + (−5)). As long as the threshold is higher than 9, players 2 and 3 will keep trading and share the gains. The existence of the consumption equilibrium prevents both players from deviating.



6



Conclusion



The paper considers a situation where consumption of an asset inflicts identity-dependent externalities. Assuming the players engage in costless resale bargaining while the buyer cannot pre-commit to future actions, I show that the Coase theorem does not apply here: the bargaining outcome is neither efficient nor independent of the initial ownership. The conclusion results from the presence of trading cycles in which players continue to trade without consumption. In this section, I will address the interpretations of my results and their potential further development. The foremost question is obviously how my model stands in relation to the Coase theorem. Having established that the Coase theorem does not hold when the externalities are identity-dependent, nevertheless, I still maintain that my model generalizes the Coase theorem despite the seemingly contradictory outcomes. How so? Note that the above inapplicability of the Coase theorem in IDE economies arises only when we extend his analysis from production externalities to consumption externalities.28 In the former case, identity is irrelevant as the producer is the only player who may inflict external benefits or costs; whereas in the latter, identity-dependence emerges naturally and plays a critical role in the bargaining process. As the complicated strategic 28 The difference is best illustrated by the classical Coasian example of cattle-raiser and farmer that involves production externality: the cattle-raiser causes damages on the farmer, but not vice versa. That is, a production externality is uni-directional, while a consumption externality is multi-directional.
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interactions with IDE cannot be captured by a trivial extension of Coase’s argument, the Coase theorem appears to be inapplicable in the current scenario. However, I also demonstrate that by allowing pre-commitment to future actions, we will be able to restore the Coase theorem and rectify the problem of inefficiency.29 In other words, the Coase theorem operates upon an implicit mechanism of pre-commitment, which is the key to hold the theorem valid in IDE economies. In this sense, my model can be seen as a generalized version of the Coase theorem. On the other hand, the difference between Jehiel and Moldovanu (1999) and my model is much more definite, even though our models only differ in their assumption of a deadline to bargaining and my resale bargaining game seems to be the limit of theirs if one takes the deadline toward infinity. Yet, the equilibria in our games do not converge. The discontinuity shown here is in sharp contrast with the relation between the classic bargaining models of St˚ ahl (1972) and Rubinstein (1982). If one takes the finite-horizon model of St˚ ahl’s and let T goes to infinity, he obtains the infinite-horizon model of Rubinstein’s, and the equilibria converge as well. Thus, it is indeed unusual that the equilibria do not converge when our two models are continuous. Another important discovery of my model is a simple and parsimonious method to look into the inner mechanism of price bubbles. In particular, it involves only complete information so that there is no disparity regarding players’ beliefs or expectations usually seen in literature such as Harrison and Kreps (1978). Intuitively, a trading price in a complete cycle incorporates not only the buyer’s held-up value but also the next buyer’s, which is the reason it exceeds the market fundamental. It provides a viable alternative that can produce a bubble parameterization that is empirically verifiable. Finally, this paper so far has considered bargaining with identity-dependent externalities from a noncooperative perspective. It might be as productive to approach the same problem in the framework of a cooperative game. When doing so, we find that the game often has an empty core.30 For instance, the core of my complete-cycle example is empty. Intuitively, any coalition of two players is blocked by another coalition of two, which is blocked by another, etc. The nested blocking parallels the phenomenon of cyclic trading in the resale bargaining game. In other words, the presence of an empty core in cooperative games seems to mirror that of a trading cycle in my model. Whether or not the two phenomena are in fact one of the same warrants further investigation and will be developed in my future research.



A



Appendix



Proof. (Lemma 1: At most one potential consumer.) Since an owner j can exclude any player from further negotiations, she has access to πj (j, M ) for any M , provided δ close enough to 1. An immediate corollary is the following: if player j 0 s best strategy in Γ(j, N ) is to consume the asset, it is optimal for j to consume in every subgame where j is the owner. In other words, πj (j, N ) = vj (j) implies πj (j, M ) = vj (j) for any M ⊂ N . Suppose it is not the case, and there 29 However, commitment in a dynamic-game setting is subject to re-negotiations, especially when one considers the scenario where the asset generates dividends instead of lump sums of payoffs so that the decision of “consumption” is not irreversible. 30 Note that the value of a coalition depends on the actions taken by those who are outside the coalition due to identity-dependence. Therefore, the interpretation of the coalition game deviates from the standard literature. The deviation also results in different interpretation of the core. See Osborne and Rubinstein (1994).
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exists M ⊂ N such that player j can find a strictly better strategy in Aj (j, M ) than consumption. It implies there exists a proposal (i, p) ∈ Aj (j, M ) such that player j 0 s payoff under (i, p) is π ej (j, M ) > vj (j). By making unacceptable offers to players in N \M , player j can reach the subgame Γ(j, M ) in |N | − |M | periods so that she can guarantee herself a discounted payoff in Γ(j, N ) of at least δ |N |−|M | π ej (j, M ). Since π ej (j, M ) > vj (j), there exists δ ∗ < 1 such that ∀δ ≥ δ ∗ , δ |N |−|M | π ej (j, M ) > vj (j). Thus, the strategy provides player j a strictly higher payoff in Γ(j, N ) than the presumably optimal action of consuming, a contradiction. To prove the lemma, suppose player i and j are both potential consumers with i 6= j. That is, there exists an SSPE where πi (i, N ) = vi (i) and πj (j, N ) = vj (j). It implies that πi (i, {i, j}) = vi (i) and πj (j, {i, j}) = vj (j) from the previous assertion. Optimality of player i0 s strategy in Γ(i, {i, j}) implies that vi (i) ≥ δ(vj (j) − vj (i) + vi (j)). Assuming generic values of V , the last inequality is to hold persistently for δ close to 1 only if wi (j) > wj (i). Otherwise, wi (j) < wj (i) implies ∃δ ∗∗ < 1 such that ∀δ ≥ δ ∗∗ , vi (i) < δ(vj (j) − vj (i) + vi (j)), contradicting the equilibrium condition. Similarly, optimality of player j 0 s strategy in Γ(j, {i, j}) implies wj (i) > wi (j), a contradiction. Proof. (Lemma 2: Bilaterality.) Suppose player 2 pays p2 to acquire the asset from player 1, while player k makes a side payment of pk to player 1. Thus, player 1’s payoff is bounded below as π1 (1, N ) ≥ p2 + pk + δπ1 (2, N ). The inequality is strict if there are other side payments. I want to show that pk = O(r). Consider a deviant strategy for player 2: he always sells the asset back to player 1 after his acquisition. Due to stationarity, the two players form a trading cycle with stream of side payments from player k. Let p1 be the price that player 1 pays to player 2 in Γ(2, N ); p1 = δ(π1 (1, N ) − π1 (2, N \{1})). Therefore, player 2 obtains (p1 − δp2 )/(1 − δ 2 ) from deviation; p1 − δp2 δ(p2 + pk + δπ1 (2, N ) − π1 (2, N \{1})) − δp2 ≥ 1 − δ2 1 − δ2  k  1 p δπ1 (2, N ) − π1 (2, N \{1}) = + . 1+δ r r If the second term in the parenthesis on the RHS is finite, player 2 profits from deviation if pk /r diverges to infinity. In other words, pk = O(r) is a necessary condition for player 2 to stay on the equilibrium path. To show that 4 ≡ (δπ1 (2, N ) − π1 (2, N \{1}))/r is finite, consider the following three scenarios. (1) Player 2 consumes in Γ(2, N ). It implies that player 2 also consumes in Γ(2, N \{1}), and thus 4 = −δv1 (2), which is finite. (2) Player 2 engages in a transaction in which player 1 makes a payment. Whether player 1 is the buyer or a third party making a side payment, her payoff in Γ(2, N ) is given by π1 (2, N ) = δπ1 (2, N \{1}) so that 4 = −(1 + δ)π1 (2, N \{1}), which has to be finite as a payoff in equilibrium. (3) Player 2 sells to a player other than 1, and player 1 does not make a side payment. In this case, player 2 is able to extract the equilibrium payoff in the absence of player 1. Therefore, player 2 chooses the same optimal action in Γ(2, N ) and Γ(2, N \{1}), so that π1 (2, N ) = π1 (2, N \{1}) and thus 4 is finite. Proof. (Theorem 1: Partial cycle.) The plan of the proof is the following. First, I present the optimality conditions implied by the trading pattern of a partial cycle. Note that a trading pattern only 24



specifies the actions on the equilibrium path. Second, I show that the off-equilibrium strategies are uniquely determined. Third, I derive the trading prices and hence the equilibrium payoffs. Finally, by substituting the payoffs in the optimality conditions, I obtain the conditions for a partial-cycle equilibrium to exist. The conditions are necessary and sufficient due to the constructive manner of our proof. The optimality conditions for an owner are essentially contingent on her consumption decisions. Starting with player 1, the specific trading pattern requires that her consumption be the optimal action in Γ(1, N ). Therefore, her consumption value has to be higher than the payoff from selling to player 2 or 3. As for the proper subgames that are off the equilibrium path, Lemma 1 implies that player 1 will consume in Γ(1, {1, 2}) and Γ(1, {1, 3}) as well. Therefore, the equilibrium requires the following inequalities. v1 (1) ≥ δ(π2 (2, N ) − π2 (1, {1})) + δπ1 (2, N ), v1 (1) ≥ δ(π3 (3, N ) − π3 (1, {1})) + δπ1 (3, N ),



(9) (10)



v1 (1) ≥ δ(π2 (2, N ) − π2 (1, {1, 3})) + δ(π3 (2, N ) − π3 (1, {1, 2}))+ + δπ1 (2, N ), +



v1 (1) ≥ δ(π3 (3, N ) − π3 (1, {1, 2})) + δ(π2 (3, N ) − π2 (1, {1, 3})) + δπ1 (3, N ).



(11) (12)



The first two conditions derive from optimality for Γ(1, {1, 2}) and Γ(1, {1, 3}), respectively; while the last two for Γ(1, N ). The first two conditions are redundant as πi (1, {1}) = πi (1, {1, 3}) = πi (1, {1, 2}) = vi (1). Note that π1 (2, N ) + π2 (2, N ) + π3 (2, N ) = 0 as the monetary transfers cancel out and there is no consumption when the game starts with Γ(2, N ). Moreover, π3 (2, N ) = −δ(π3 (3, N ) − π3 (2, {1, 2})) + δπ3 (3, N ) = δπ3 (2, {1, 2}). Thus, (9) reduces to v1 (1) + δv2 (1) + δ 2 π3 (2, {1, 2}) ≥ 0. This inequality will be useful in the following proof. We next consider the optimization problems for player 2 when he is the owner. The cyclic trading pattern regulates his action in Γ(2, N ), which implies the corresponding conditions as follows. δ(π3 (3, N ) − π3 (2, {1, 2})) + δ(π1 (3, N ) − π1 (2, {2, 3}))+ + δπ2 (3, N ) ≥ v2 (2), +



δ(π3 (3, N ) − π3 (2, {1, 2})) + δ(π1 (3, N ) − π1 (2, {2, 3})) + δπ2 (3, N ) ≥



(13) (14)



+



δ(π1 (1, N ) − π1 (2, {2, 3})) + δ(π3 (1, N ) − π3 (2, {1, 2})) + δπ2 (1, N ). However, it says nothing about what happens in Γ(2, {2, 3}) or Γ(2, {1, 2}). In either subgame, player 2’s decision is binary: he either consumes the asset (C) or sells to the only active opponent (N C). I will show that the only composition that supports a partial cycle equilibrium is (C, N C). If the composition is (C, C), player 2 consumes in both Γ(2, {2, 3}) and Γ(2, {1, 2}). It implies that player 1 makes a positive side payment in Γ(2, N ), otherwise (13) cannot hold.31 One can rewrite (14) as 0 ≥ v1 (1) + v2 (1) + v3 (2) + (v3 (1) − v3 (2))+ . Note that π1 (3, N ) + π2 (3, N ) + π3 (3, N ) = 0 because of the cycle, and π3 (2, {1, 2}) = v3 (2) because player 2 consumes in Γ(2, {1, 2}). It implies that 0 ≥ v1 (1) + v2 (1) + v3 (2), which contradicts (9) that implies v1 (1) + δv2 (1) + δ 2 v3 (2) ≥ 0.32 31 The assertion is true unless there is a tie such that δ(π (3, N ) − v (2)) + δπ (3, N ) = v (2). The 3 3 2 2 equality reduces to v2 (2) + δv3 (2) + δπ1 (3, N ) = 0. However, it can be shown that π1 (3, N ) is either δv1 (3) or zero, which implies the equality cannot hold persistently around the neighborhood of δ = 1. 32 Once again, I focus on equilibria that are persistent around the neighborhood of δ = 1. Thus, the inequality has to hold for any δ < 1 and the latter condition reduces to v1 (1) + v2 (1) + v3 (2) > 0, assuming generic values.
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If the composition is either (N C, C) or (N C, N C), π1 (2, {2, 3}) = δπ1 (3, N ) (because player 2 sells to 3 in Γ(2, {2, 3}) as prescribed), and consequently π1 (3, N ) − π1 (2, {2, 3}) is positive if and only if π1 (3, N ) is positive. (14) becomes v1 (1) + v2 (1) + max(v3 (1), π3 (2, {1, 2})) + (1 − δ)π1 (3, N )− ≤ 0. The last term on the left hand side is negligible. It is then obvious that the inequality contradicts (9), which implies v1 (1) + δv2 (1) + δ 2 π3 (2, {1, 2}) ≥ 0. The composition of (C, N C) implies the following optimality conditions. v2 (2) ≥ δ(π3 (3, N ) − π3 (2, {2})) + δπ2 (3, N ), v2 (2) ≤ δ(π1 (1, N ) − π1 (2, {2})) + δπ2 (1, N ).



(15) (16)



Given the symmetric roles of players 2 and 3, one can show that player 3 consumes in Γ(3, {2, 3}), while she sells to player 1 in Γ(3, {1, 3}). The next task is to solve for the trading prices and side payments. First, I will show that there is no side payment on the equilibrium path, i.e., by player 1 in either Γ(2, N ) or Γ(3, N ). Consider Γ(2, N ), and assume that player 1 makes a positive side payment. (14) reduces to 0 ≥ v1 (1) + v2 (1) + δv3 (1) + (1 − δ)v3 (1)+ . It contradicts (9) that implies v1 (1) + δv2 (1) + δ 3 v3 (1) ≥ 0. It remains to solve for the trading prices, which determine π2 (2, N ) and π3 (3, N ) as well as the equilibrium conditions. Suppose the resale prices are p2 in Γ(3, N ) and p3 in Γ(2, N ). Let M be the price differential, M≡ p3 − p2 . The equilibrium payoffs to players 2 and 3 are present values of net payments as follows. p3 1 M p3 − δp2 = + , 1 − δ2 1+δ 1+δ r p2 1 M p2 − δp3 = − , π3 (3, N ) = 2 1−δ 1+δ 1+δ r π2 (2, N ) =



π3 (2, N ) = −π2 (2, N ), π2 (3, N ) = −π3 (3, N ),



where r ≡ (1 − δ)/δ is the interest rate. π1 (2, N ) = π1 (3, N ) = 0 because player 1 does not make any side payments in the cycle, hence the two equations on the right. Alternatively, π3 (2, N ) and π2 (3, N ) are determined by the outside options so that π3 (2, N ) = δπ3 (2, {1, 2}) = δ 2 v3 (1), and π2 (3, N ) = δπ2 (3, {1, 3}) = δ 2 v2 (1). Combining these equations, one obtains the trading prices. δ(1 + δ) (v2 (1) + v3 (1)) + 2 δ(1 + δ) p2 = − (v2 (1) + v3 (1)) − 2



p3 = −



δ2 (v2 (1) − v3 (1)) · r, 2 δ2 (v2 (1) − v3 (1)) · r. 2



One observes that the prices are solely determined by v2 (1) and v3 (1), i.e., the threats posed by outsider player 1. Substituting the equilibrium payoffs in (9)-(12), each inequality reduces to the same condition: v1 (1) + v2 (1) + v3 (1) > 0. (17) For instance, one obtains v1 (1) + δv2 (1) + δv3 (1) ≥ 0 from (11). For the inequality to hold in a neighborhood of δ = 1, it reduces to (17), provided generic V . Note that the side payments are positive but negligible if player 1 ever makes an offer in Γ(1, N ). To derive equilibrium conditions when player 2 is the owner, recall that player 1 makes no side payment in Γ(2, N ) and π3 (1, N ) − π3 (2, {1, 2}) = (1 − δ)v3 (1), which has to be negative as π2 (2, N ) = −δ 2 v3 (1). Therefore, (13) and (14) reduces to −δ 2 v3 (1) ≥ 26



v2 (2) and −δ 2 v3 (1) ≥ δ(v1 (1) + v2 (1) − v1 (2)), while (15) and (16) to v2 (2) ≥ −δv3 (2) and v2 (2) ≤ δ(v1 (1) + v2 (1) − v1 (2)). Note that −δ 2 v3 (1) ≥ v2 (2) is implied by the other inequalities, and hence redundant. For the inequalities to hold in a neighborhood of δ = 1, they reduce to the conditions below. v1 (2) > v1 (1) + v2 (1) + v3 (1),



v2 (2) + v3 (2) > 0,



w2 (1) < w1 (2).



(18)



Symmetric conditions for player 3’s optimization problem are given as follows. v1 (3) > v1 (1) + v2 (1) + v3 (1),



v2 (3) + v3 (3) > 0,



w3 (1) < w1 (3).



(19)



The argument is analogous and omitted here. Proof. (Theorem 2: Complete cycle.) A trading pattern specifies players’ actions on the equilibrium path, i.e., the strategies in Γ(j, N ). However, to identify an SPE, one also needs to characterize players’ strategies in other subgames Γ(j, M ) with |M | < n. Consider player 1’s optimization problems as the owner. She sells to player 2 in Γ(1, N ), which requires the following inequalities. δ(π2 (2, N ) − π2 (1, {1, 3})) + δ(π3 (2, N ) − π3 (1, {1, 2}))+ + δπ1 (2, N ) ≥ v1 (1), +



δ(π2 (2, N ) − π2 (1, {1, 3})) + δ(π3 (2, N ) − π3 (1, {1, 2})) + δπ1 (2, N ) ≥



(20) (21)



+



δ(π3 (3, N ) − π3 (1, {1, 2})) + δ(π2 (3, N ) − π2 (1, {1, 3})) + δπ1 (3, N ). The consumption decisions for player 1 in Γ(1, {1, 3}) and Γ(1, {1, 2}) have yet to be determined. In each subgame, player 1 either consumes (C) or sells to the only active opponent (N C). Instead of using C and N C as in the last proof, I will adopt simpler notations of + and −, respectively. Let σ1 denote player 1’s decision profile in (Γ(1, {1, 3}), Γ(1, {1, 2})). σ2 and σ3 are defined analogously. I will show that (σi ) has to be either ((+, −), (+, −), (+, −)), or ((−, ?), (+, −), (+, −)), or ((−, ?), (+, −), (−, +)) to sustain a complete-cycle equilibrium, where ‘?’ could be either + or −. The equilibrium conditions would follow easily once we establish optimality for these compositions. I will refer to the following identities often. π1 (j, N ) + π2 (j, N ) + π3 (j, N ) = 0, ∀j ∈ N, π2 (1, N ) = δπ2 (1, {1, 3}), ( δπ3 (1, {1, 2}) if π3 (2, N ) ≥ π3 (1, {1, 2}), π3 (1, N ) = δπ3 (2, N ) if π3 (2, N ) < π3 (1, {1, 2}).



(22) (23) (24)



(22) is due to cyclic trading that induces no consumption. (23) specifies player 2’s payoff as a buyer in Γ(1, N ). It is given by −δ(π2 (2, N ) − π2 (1, {1, 3})) + δπ2 (2, N ). (24) characterizes player 3’s payoff as a third party. The first case happens when player 3 makes a positive side payment, while the second when there is no side payment. Alternatively, it can be written as π3 (1, N ) = δ min(π3 (1, {1, 2}), π3 (1, N )). Payoffs to the other buyers or third parties are symmetrically defined. I will prove the following two assertions. First, player 1 consuming in Γ(1, {1, 3}) implies player 1 selling in Γ(1, {1, 2}). Thus, σi can never be (+, +). Second, player 1 selling in Γ(1, {1, 3}) (i.e, σ1 = (−, ?)) implies π2 (3, N ) = π2 (1, N ) = 0 unless player 3 consumes in Γ(3, {1, 3}) (i.e., σ3 = (−, +)). 27



Suppose these statements are true. We are then able to eliminate most of the compositions as plausible equilibria with complete cycles. I start by counting how many (+, −)’s in (σi ). (1) When there are three (+, −)’s, (σi ) = ((+, −), (+, −), (+, −)), which is certainly eligible as a complete cycle equilibrium. Indeed, it is the symmetric type of complete cycle illustrated in Example 2. (2) When there are two (+, −)’s, (σi ) = ((−, ?), (+, −), (+, −)) with permutations. It also implies π2 (3, N ) = π2 (1, N ) = 0. (3) When there is one (+, −), (σi ) = ((−, ?), (+, −), (−, ?)) with permutations. However, ((−, ?), (+, −), (−, −)) cannot be equilibrium: σ1 = (−, ?) and σ3 = (−, −) implies π2 (3, N ) = 0 by the second assertion, while σ3 = (−, −) and σ2 = (+, −) implies π1 (3, N ) = 0. Hence, π3 (3, N ) = 0 by (22), which contradicts π3 (3, N ) ≥ v3 (3). (4) Finally, when σi ’s are all (−, ?), similar argument to that in (3) eliminates ((−, ?), (−, −), (−, −)). Thus, ((−, ?), (−, +), (−, +)) remains in this scenario. Nonetheless, I will show that ((−, ?), (−, +), (−, +)) does not sustain an equilibrium either. In sum, the only compositions that support a complete-cycle equilibrium are (σi ) = ((+, −), (+, −), (+, −)), ((−, ?), (+, −), (+, −)), or ((−, ?), (+, −), (−, +)). Equations (25)-(27) identify the optimality conditions associated with each scenario. Recall that if player 1 consumes in Γ(1, N ), she also consumes in the proper subgames (Lemma 1). The first assertion we want to prove is essentially the reverse of this statement: if player 1 consumes in the proper subgames (σ1 = (+, +)), she consumes in Γ(1, N ), which breaks the cycle and hence σ1 6= (+, +). Formally, suppose player 1 consumes in both Γ(1, {1, 3}) and Γ(1, {1, 2}). It implies player 3 makes a side payment in Γ(1, N ). Otherwise, δ(π2 (2, N ) − v2 (1)) + δπ1 (2, N ) = v1 (1), which cannot hold persistently. With positive side payment, (20) reduces to v1 (1) + δv2 (1) + δv3 (1) ≤ 0. Meanwhile, player 1 consuming in Γ(1, {1, 3}) implies v1 (1) ≥ −δ(π2 (3, N ) + v3 (1)). However, from (24) one obtains π2 (3, N ) ≤ δπ2 (1, N ) = δ 2 v2 (1), and hence v1 (1) + δ 3 v2 (1) + δv3 (1) ≥ 0. In the limit, the two inequalities take the opposite direction, a contradiction. For the next assertion, suppose player 1 sells to 3 in Γ(1, {1, 3}). From (23), it implies π2 (1, N ) = δπ2 (1, {1, 3}) = δ 2 π2 (3, N ). If player 2 does not make a positive side payment in Γ(3, N ), π2 (3, N ) = δπ2 (1, N ), and both are zero. If player 2 makes a positive side payment, π2 (3, N ) = δπ2 (3, {1, 3}), which has to be negative as the side payment is given by δ(π2 (1, N ) − π2 (3, {1, 3})) = (δ 4 − δ)π2 (3, {1, 3}). π2 (3, {1, 3}) depends on player 3’s strategy in Γ(3, {1, 3}). If she sells the asset to 1, π2 (3, {1, 3}) = δπ2 (1, N ), and once again π2 (1, N ) = π2 (3, N ) = 0. The only scenario in which π2 (1, N ) or π2 (3, N ) might not be zero is when player 3 consumes the asset in Γ(3, {1, 3}). It remains to eliminate the possibility of (σi ) = ((−, ?), (−, +), (−, +)). I will argue that player 1 making a side payment in Γ(2, N ) implies π3 (1, N ), π3 (2, N ) ≥ 0, while player 1 not making a side payment implies π1 (2, N ) = π1 (3, N ) = 0. Similarly, player 2 making a side payment in Γ(3, N ) implies π1 (2, N ), π1 (3, N ) ≥ 0, otherwise π2 (3, N ) = π2 (1, N ) = 0. Obviously, any scenario results in a contradiction. For instance, if both players 1 and 2 make side payments, π2 (2, N ) ≤ 0, which cannot be true. With player 2 being the owner, (21) is rewritten as follows. δ(−π1 (3, N ) − π3 (2, {1, 2})) + δ(π1 (3, N ) − π1 (2, {2, 3}))+ ≥ δ(−π3 (1, N ) − π1 (2, {2, 3})) + δ(π3 (1, N ) − π3 (2, {1, 2}))+ . σ2 = (−, +) implies π3 (2, {1, 2}) = δπ3 (1, N ). The side payment on the LHS being positive reduces the above inequality to π3 (1, N ) ≥ π3 (1, N )+ , which implies π3 (1, N ) ≥



28



0 as claimed. Meanwhile, if there is no side payment (24) implies π1 (2, N ) = δπ1 (3, N ), which then implies both are zero because π1 (3, N ) = δ 2 π1 (2, N ) given σ3 = (−, +). The next step is to show that each probable (σi ) demonstrates inefficiency and assetpricing bubbles. In particular, I will establish the necessary and sufficient conditions for each scenario, and show that these conditions imply: (1) consumption is socially desirable for at least two players; (2) the trading price in the limit is greater than wi (j) for any i 6= j. Consider the case of (σi ) = ((+, −), (+, −), (+, −)). It is easy to determine a buyer’s equilibrium payoff. For instance, π2 (1, N ) = δπ2 (1, {1, 3}) = δv2 (1). For a third party, it depends on whether she is making a side payment. For instance, π3 (1, N ) = δπ3 (1, {1, 2}) = δ 3 v3 (2) if player 3 makes a side payment; π3 (1, N ) = δπ3 (2, N ) = δ 2 v3 (2) if she doesn’t. Player 3 makes a side payment if δ 2 v3 (2) > δ 3 v3 (2), or equivalently, if v3 (2) is positive. In any case, π3 (1, N ) = min(δ 2 v3 (2), δ 3 v3 (2)). It implies π1 (1, N ) = −δv2 (1) + max(−δ 2 v3 (2), −δ 3 v3 (2)). One observes that there can be at most one positive number out of v3 (2), v1 (3), and v2 (1). Otherwise, there exists an owner whose payoff in equilibrium is negative. The equilibrium conditions in this scenario reduces to the following in the limit: v1 (1) + v2 (1) + v3 (1) > 0, v1 (1) + v2 (1) + v3 (2) < 0. There are only two conditions as the rest are redundant. The first inequality implies that player 1’s consumption is socially desirable. By symmetry of this scenario, one concludes that every player’s consumption is socially desirable, and thus engaging in a cycle without consumption is inefficient. To demonstrate a price bubble, note that the trading price in Γ(1, N ) is given by δ(π2 (2, N ) − v2 (1)). In the limit, it converges to −(v2 (1) + v3 (2) + v1 (3)), which is greater than w1 (3) provided the second inequality above. Moreover, combining the similar inequalities entailed by player 2’s optimization implies v1 (2) > v1 (3), and hence w1 (2) < w1 (3) so that the resale price is also greater than w1 (2). Given symmetry, one concludes that the limiting price for resales is greater than wi (j) for any i 6= j, and hence the bubble. The necessary and sufficient conditions for this scenario is given as follows. v1 (1) + v2 (1) + v3 (1) > 0, v1 (2) + v2 (2) + v3 (2) > 0, v1 (3) + v2 (3) + v3 (3) > 0,



v1 (1) + v2 (1) + v3 (2) < 0, v1 (3) + v2 (2) + v3 (2) < 0, v1 (3) + v2 (1) + v3 (3) < 0.



(25)



Next, consider the case of (σi ) = ((−, ?), (+, −), (+, −)). Recall that π2 (1, N ) = π2 (3, N ) = 0 in this scenario. Therefore, player 2 does not make side payment in Γ(3, N ) as π2 (1, N ) − π2 (3, {1, 3}) = (1 − δ)π2 (1, N ) = 0. Player 1 does not make side payment, either, since π1 (3, N ) − π1 (2, {2, 3}) = (1 − δ)π1 (3, N ) < 0. The last inequality is due to the fact that π3 (3, N ) = −π1 (3, N ) as π2 (3, N ) = 0. To show that player 3 does not make a side payment in Γ(1, N ), we first consider σ1 = (−, −). One observes that π1 (1, N ) = −δπ3 (2, N ) + δ(π3 (2, N ) − δπ3 (2, N ))+ , and thus it is always a multiple of π3 (2, N ). π1 (1, N ) being positive implies negative π3 (2, N ), which implies no side payment by player 3. As for the case of σ1 = (−, +), suppose player 3 does make a side payment. It implies that v3 (2) > v3 (1) and π3 (1, N ) = δπ3 (1, {1, 2}) = δv3 (1). The last equality derives from the fact that σ1 = (−, +). Meanwhile, δ(π3 (3, N ) − v3 (2)) ≥ δ(π1 (1, N ) − δπ1 (3, N )) + δ(π3 (1, N ) − v3 (2))+
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is the corresponding equation (21) for Γ(2, N ). π3 (3, N ) = −π1 (3, N ), which will cancel out each other in the limit. The off-equilibrium side payment on the RHS is zero because v3 (1) < v3 (2). Therefore, the inequality converges to −π1 (1, N ) ≥ v3 (2), which contradicts v3 (1) < v3 (2). To summarize, for (σi ) = ((−, ?), (+, −), (+, −)) there is no side payment on the equilibrium path. The equilibrium payoff matrix is then given by   −δ 2 v3 (2) δ 2 v1 (3) δv1 (3) . 0 −δv3 (2) − δ 2 v1 (3) 0 π= 2 δ v3 (2) δv3 (2) −δv1 (3) By substituting π in the equations such as (22) and (22), one derives the necessary and sufficient conditions as follows. v1 (1) + v3 (1) < 0, v2 (1) > 0, v1 (2) + v2 (2) + v3 (2) > 0, v1 (3) + v2 (3) + v3 (3) > 0,



v3 (1) > v3 (2), v1 (3) + v2 (2) + v3 (2) < 0, v1 (3) + v3 (3) < 0.



(26)



For inefficiency, it is socially desirable for player 2 or 3 consuming the asset. Thus, a complete cycle of trading is inefficient. As for pricing bubble, both scenarios for (σi ) = ((−, ?), (+, −), (+, −)) guarantee a bubble. The details are presented as follows. The trading prices can be approximated by −v1 (3) − v3 (2). It is greater than w1 (3) because v1 (1) + v3 (1) < 0. Since v1 (2) > v1 (3), the limiting price is also greater than w1 (2). v2 (1) and v2 (3) being positive and v1 (3) + v2 (2) + v3 (2) < 0 implies the price is greater than w2 (1) and w2 (3); while v1 (3) + v3 (3) < 0 and v3 (1) > v3 (2) implies the same for w3 (2) and w3 (1). Finally, consider the case of (σi ) = ((−, ?), (+, −), (−, +)). Recall that π1 (2, N ) = π1 (3, N ) = 0 in this scenario. Therefore, player 1 does not make side payment in Γ(2, N ) as π1 (3, N ) − π1 (2, {2, 3}) = (1 − δ)π1 (3, N ) = 0. Player 3 does not make side payment either: π3 (2, N ) − π3 (1, {1, 2}) is either (1 − δ)π3 (2, N ), which is negative, or δv3 (2) − v3 (1) depending on whether player 1 sells the asset in Γ(1, {1, 2}) (? in σ1 ). To determine the sign of δv3 (2) − v3 (1), note that the condition analogous to (21) implies π3 (1, N ) − π3 (2, {1, 2}) ≥ (π3 (1, N ) − π3 (2, {1, 2}))+ for player 2’s optimization problem. The condition is equivalent to π3 (1, N ) ≥ π3 (2, {1, 2}). However, if one assumes that δv3 (2) > v3 (1), player 3 makes a side payment and π3 (1, N ) = δv3 (1) ≥ π3 (2, {1, 2}) = v3 (2), which contradicts our presumption as δ goes to 1. The only side payment comes from player 2, which is given by (δ 4 − δ)v2 (3). We are now able to determine the equilibrium payoff matrix as follows.   −δ 2 v3 (2) − δ 3 v2 (3) 0 0 δ 3 v2 (3) −δv3 (2) δv2 (3)  . π= 2 δ v3 (2) δv3 (2) −δv2 (3) Provided π, one derives the necessary and sufficient conditions as follows. v1 (1) + v2 (3) + v3 (1) < 0, v3 (1) > v3 (2), v2 (1) > v2 (3), v1 (2) + v2 (2) + v3 (2) > 0, v2 (2) + v3 (2) < 0, v1 (3) + v2 (3) + v3 (3) > 0, v2 (3) + v3 (3) < 0, If v1 (1) + v2 (1) + v3 (2) < 0 then v2 (3) > v3 (2). 30
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The very last condition is imposed when (σi ) = ((−, −), (+, −), (−, +)). It is easy to see that inefficiency of trading cycle persists. Indeed, any of the three players consuming is socially desirable for (σi ) = ((−, +), (+, −), (−, +)). The cyclic trading prices are approximately −v2 (3) − v3 (2). The price is greater than w1 (2) and w1 (3) because v1 (2), v1 (3) are both positive and v1 (1) + v2 (3) + v3 (2) < 0. The comparison with w2 (3) or w3 (2) is straightforward, which then implies the limiting price is greater than w2 (1) and w3 (1), provided v2 (1) > v2 (3) and v3 (1) > v3 (2). Proof. (Theorem 3: Coase theorem with P two players.) P Without loss of generality, suppose i vi (1) = maxj i vi (j) such that player 1’s consumption maximizes social surplus. If player 1’s consumption is socially desirable, P i.e., i vi (1) > 0, the following payoff matrix induces an SSPE where player 1 always gets to consume.   v1 (1) δv1 (2) π= . v2 (1) δ(v1 (1) + v2 (1) − v1 (2)) Player 2 P wants to sellPas π22 > v2 (2), which holds for generic V and δ close to 1, provided i vi (1) > i vi (2). Player 1 will rather consume as the resale only delay her own consumption.PFormally, for player 1 the difference of consumption and resale amounts to v1 (1) + δ i vi (1), which is positive. Therefore, player 1 is the ultimate consumer regardless of the initial ownership. P Consider the other scenario where player 1’s consumption is socially undesirable with i vi (1) < 0. The efficient outcome is for none of the players to consume. A trading cycle represented by the following payoff matrix implements this result.   −δv2 (1) δv1 (2) π= . δv2 (1) −δv1 (2) P P Given that i vi (2) < i vi (1) < 0, which implies πii > vi (i) for δ close to 1, both players want to keep trading. Note that there might be a second SSPE in the latter scenario, i.e., an equilibrium where playerP2 sells to 1, while player 1 consumes. This P trading pattern is an equilibrium if v1 (1) + δ i vi (1) > 0, which could hold even if i vi (1) < 0. There are two reasons why this equilibrium is less attractive. First, the optimality condition above derives from a first-order comparison between player 1’s payoffs for different strategies, and hence susceptible to the timing of discounting. Second, the equilibrium is Pareto-dominated by the P cyclic trading equilibrium regardless of the initial ownership. Therefore, if i vi (1) < 0, the cyclic trading equilibrium that implements no-consumption is more likely to prevail.



Proof. (Theorem 4: Coase theorem with P identity independence.) P Without loss of generality, suppose i vi (1) = maxj i vi (j) such that player 1’s consumption maximizes social surplus. Let v1 (j) represent player 1’s common externalities. v2 (j) and v3 (j) are defined analogously. The following two matrices provide the approximate equilibrium payoffs as δ → 1 for the cases when player 1’s consumption is socially desirable and undesirable, respectively.   v1 (1) v1 (j) v1 (j) , v2 (j) πE =  v2 (j) v1 (1) + v2 (j) − v1 (j) v3 (j) v3 (j) v1 (1) + v3 (j) − v1 (j)
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 −v2 (j) − v3 (j) v1 (j) v1 (j) . v2 (j) −v1 (j) − v3 (j) v2 (j) πI =  v3 (j) v3 (j) −v1 (j) − v2 (j) In the former scenario where player 1’s consumption is efficient, players 2 and 3 sell the asset to player 1, while player 1 consumes when she is the owner.PPlayer 2 is happy to sell given that v1 (1) + v2 (j) − v1 (j) > v2 (2), which is true as i vi (1) maximizes the social surplus and v3 (1) = v3 (2). In case there is a tie, player 2 simply keeps and consumes the asset. In that case, consumption by either player 1 or 2 is efficient. The same argument applies to player 3’s decision. Selling by player 1 can do nothing but delay her own consumption, and thus she consumes immediately. In the latter scenario where consumption by any player is socially undesirable, the efficient outcome is for no one to consume. This is implemented by a trading cycle in which all players keep trading without consumption. The price in any transaction is approximately p = −(v1 (j) + v2 (j) + v3 (j)). For player 1, she is willing to engage in such a cycle as −v2 (j) − v3 (j) > v1 (1), which is true by the presumption of inefficiency. The same argument applies to players 2 and 3’s problems. Note that there might be multiple equilibria in this scenario, as suggested in the previous proof of Theorem 3. However, the payoffs in πI Pareto-dominate those for the consumption equilibrium. Therefore, the cyclic trading equilibrium is more likely to prevail. Proof. (Theorem 5: Efficiency with commitment.) P Let Σj be the social plus from player j’s consumption, Σj = i vi (j). Without loss of generality, assume that Σ1 = maxj Σj . Further assume that v1 (2) < v1 (3). The statement of the theorem can be reiterated in two parts. First, if Σ1 > 0, the ultimate allocation through bargaining is for player 1 to consume. Second, if Σ1 < 0, bargaining results in no consumption by any player. With commitment, the latter outcome can be achieved by an owner’s promise to demolition of the asset. Consider the first case where Σ1 > 0. The equilibrium payoff matrix is given as follows.   Σ1 − v 2 − v 3 v1 v1 , v2 Σ1 − v 1 − v 3 v2 π= v3 v3 Σ1 − v 1 − v 2 where v i ≡ minj6=i vi (j). The presumption of Σ1 > 0 is sufficient to ensure that πii > vi (i). The inequality v1 (2) < v1 (3) makes player 2 a more formidable opponent to player 1. Starting with Γ(2, N ), player 2 first P excludes player 3 from further negotiations and then sells to player 1 for p = Σ1 − i v i . In Γ(3, N ), player 3 asks for the same price from player 1. Player 1 will accept the offer because her rejection leads to Γ(3, {1, 3}) and player 1’s possession subsequently. As for Γ(1, N ), player 1 asks for (v2 (1) − v 2 )+ from player 2 and (v3 (1) − v 3 )+ from player 3 in exchange for her consumption. Suppose v2 (1) > v2 (3) so that player 2 is asked to make a payment. Refusing to do so leads to Γ(1, {1, 3}). The punishment strategy is for player 1 selling to 3, and then player 3 excluding 1 before proposing to player 2 in Γ(3, {2, 3}). Player 2 now cannot escape from v 2 = v2 (3). The punishment strategy for player 3’s deviation is analogous. We next consider the scenario where consumption by any player is inefficient. The equilibrium payoff matrix is given as follows.   −v 2 − v 3 v1 v1 , v2 −v 1 − v 3 v2 π= v3 v3 −v 1 − v 2 32



where the definition of v i is slightly different: v i ≡ min{minj6=i vi (j), 0}. Note that zero payoff for a player with positive externalities cannot be pursued by her opponents in the previous scenario because any subgame in that case always leads to consumption. The presumption of Σ1 < 0 is sufficient to ensure that πii > vi (i). Any player as an owner can propose demolition of the asset. For instance, player 1 asks for (−v 2 )+ and (−v 3 )+ from players 2 and 3, respectively. Note that player i makes a payment only if v i < 0. If player 2 rejects the offer, the punishment strategy depends on the sign of v2 (1) − v2 (3). If it is positive, player 1 sells to 3 in Γ(1, {1, 3}). Player 3 excludes 1 and then sells to player 2. Player 2 now cannot escape from v 2 = v2 (3). If it is negative, player 1 returns to Γ(1, N ) by trading with player 3 back and forth. Player 1 then excludes 3 and sells to player 2 so that 2 cannot escape from v 2 = v2 (1). In either case, player 2 is burdened with the duty to carry out demolition of the asset. Moreover, he has to accept the burden due to the credible threat from his most formidable opponent’s consumption. Therefore, player 2 will not deviate in the beginning. The argument for the punishment of player 3’s deviation as well as demolition of the asset by players 2 and 3 is analogous.
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