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Abstract—A method is introduced to conduct integrity monitoring using multiple mobile GNSS receivers, in order to detect common-mode satellite faults. Specifically, the monitoring approach introduced in this paper achieves high fault-detection sensitivity by first estimating a common-mode residual across all collaborating receivers. Residual noise is decreased (and monitor sensitivity enhanced) by forming a common-residual monitor statistic from this estimate and, separately, by forming a specificresidual monitor statistic by subtracting the common estimate from the residual vector for each individual receiver. Altogether, the CERIM approach preserves many of the benefits of RAIM (fast response time, with little infrastructure required) while greatly enhancing fault-detection capability. Keywords-Collaborative Navigation, CERIM, RAIM



I. INTRODUCTION In safety-critical applications of the Global Navigation Satellite System (GNSS), such as vehicle automation, it is critical to verify ranging measurement quality in real time. GNSS ranging measurements may on rare occasions be corrupted, such as by a severe multipath event that affects an individual user [1] or by a satellite fault that affects all GNSS users over a wide area [2],[3]. Such GNSS faults may result in significant positioning errors (tens of meters or more), enough to cause an aircraft to land short of its runway [4],[5] or an automated car to veer into the wrong lane [6], [7]. To mitigate risk associated with rare GNSS faults, this paper introduces a novel algorithm that performs Collaboration-Enhanced Receiver Integrity Monitoring (CERIM) for a group of GNSS receivers. The particular feature of the new algorithm introduced in this paper is that it estimates a common-mode residual vector. This approach achieves improved detection sensitivity by decomposing position-solution residuals into a common component, present in the measurements of all collaborating receivers, and a specific component, uncorrelated among receivers. The paper is organized as follows. The next section provides background on CERIM’s potential utility in comparison with established integrity monitoring technologies. A subsequent section overviews key mathematical properties of vector residuals, which are processed by CERIM algorithms to perform integrity monitoring. The following section details



two CERIM algorithms, a baseline algorithm, first introduced in [8], and the residual-decomposition algorithm, introduced for the first time in this paper. A comparative analysis section applies simulation to quantify the detection sensitivity of the two algorithms. A brief summary concludes the paper. II.



BACKGROUND



A. Existing Integrity Monitoring Technologies To mitigate the threat of faulty GNSS ranging measurements, the aviation community has introduced a number of integrity monitoring technologies over a period of more than two decades. Prominent existing integrity monitoring technologies include Receiver Autonomous Integrity Monitoring (RAIM), Space-Based Augmentation Systems (SBAS), and Ground-Based Augmentation Systems (GBAS). RAIM is an autonomous solution in that it is built directly into a GNSS receiver to monitor that receiver’s position solution residuals [9]. RAIM is advantageous because it operates with no external infrastructure and provides very rapid alerts; however, RAIM’s detection sensitivity is relatively low for many threats because it relies on data from only a single mobile receiver [10]. SBAS is space-based in the sense that GNSS integrity monitoring data from stations spread over a large (continentscale) region are communicated to users via a satellite in geostationary orbit [11]. SBAS combines many receivers to provide high detection sensitivity, and its per-user costs are relatively low because they are distributed over a great many users; the major drawback of SBAS is the long communication delays required to route data through the bent pipe (geostationary satellite) back to users [12]. SBAS time-to-alert delays are too large for many applications, such as precision aircraft landing or advanced driver assistance systems (ADAS). GBAS is ground-based in the sense that GNSS monitoring data from a few stationary receivers are broadcast over shortdistances (tens of kilometers) using a terrestrial VHF data broadcast [13]. GBAS provides rapid alert times and sensitive monitoring; the major drawback of GBAS is its high infrastructure costs, as GBAS uses expensive hardware



(consisting of carefully sited, high quality, redundant antennas) that serves only a relatively few users. Recently, a new alternative integrity monitoring architecture has been proposed, with the particular needs of the automotive community in mind [8]. This alternative integrity monitoring approach, which is dubbed Collaboration-Enhance Receiver Integrity Monitoring (CERIM), captures many of the strengths of RAIM, GBAS, and SBAS, while addressing their major weaknesses (see Table 1). TABLE 1. COMPARING CERIM TO RAIM, SBAS, AND GBAS
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B. CERIM Concept The CERIM architecture performs integrity monitoring using ranging measurements shared by a number of collaborating receivers in a localized area (spread over several km). By processing measurement sets that have been shared by other receivers, each user can better detect common-mode faults by averaging down specific errors (e.g., noise that is uncorrelated across measurement sets). In some sense, CERIM resembles RAIM because both technologies exploit redundant measurements and detect faults when measurements are inconsistent with computed position solutions. However, CERIM is fundamentally different from RAIM, because its fault detection processing is not autonomous. Rather, CERIM combines measurements from many receivers together to enhance detection sensitivity. Thus, CERIM remedies the major weakness of RAIM identified in Table 1.



density for aircraft travelling en route through the national airspace. CERIM might also support UAV formation flight, or UAVs landing at an ad hoc airfield. CERIM might even provide integrity for pedestrian navigation applications involving a large number of cell-phone equipped users. C. CERIM System Integration Minimal equipment is needed to implement CERIM, as illustrated in Fig. 1. Each collaborating user is assumed to be equipped with a “CERIM unit” which consists of a GNSS receiver, a wireless communications device, and a fault detection processor. The GNSS receiver acquires ranging measurements for each visible satellite and passes this set of internal measurements (i.e. measurements acquired by the receiver housed within the CERIM unit) to the wireless communications device. The wireless communications device broadcasts the internal measurements to all other CERIM units in the local area. The wireless communications device also receives broadcasts from other CERIM units in the local area; ranging measurements received from other users are labeled sets of external measurements in the figure. Next, the wireless communication device packages external sets of measurements with the internal set of measurements and passes all these ranging measurements to the fault detection processor. Finally, the fault detection processor analyzes available measurement data to detect fault modes, if present. If a fault is detected, the fault detection processor issues an alert flag to warn automated or human users that measurement quality is insufficient to support safety-of-life operations. Two notable features of CERIM fault detection are that (1) fault detection processing is decentralized and that (2) processing integrates heterogeneous measurement sets, each potentially describing data from a distinct group of satellites.



While providing higher detection sensitivity than RAIM, CERIM still preserves two of RAIM’s strengths, namely fast alert times and low-cost infrastructure. CERIM alert times can be very short, particularly in automotive applications. In fact, current vehicle-to-vehicle (V2V) communication standards call for cars to distribute GNSS pseudorange data to their neighbors with latencies as low as 50 ms [14]. Moreover, CERIM requires essentially no fixed infrastructure. All devices needed to implement CERIM – GNSS receivers and V2V wireless communication devices – will be standard equipment in automobiles of the next decade. Although the CERIM concept was developed with automotive users in mind, the concept has broader applicability for a number of user communities. Essentially, CERIM is useful in any situation in which GNSS measurement quality is needed where users converge into a localized area. Thus, just as CERIM provides potential benefit for cars operating in dense urban traffic, CERIM might also enable higher traffic



Fig. 1. Hardware Configuration for CERIM



The first feature, that of decentralized fault processing, ensures each CERIM unit is responsible for its own integrity. Individual CERIM units determine which measurement sets to process. Also, the results of fault detection processing are not necessarily shared. Thus, CERIM does not require teamforming or consensus-building. Each CERIM unit simply broadcasts its own measurements for the benefit of the community and incorporates whatever broadcasts it receives from the community into its own fault-detection processing. The second feature, an ability to admit heterogeneous measurement sets, is important for extracting full benefit from different collaborators who track different satellites. For example, buildings or large vehicles may obstruct one or more satellites from the view of a particular automotive GNSS receiver. Were all collaborators compelled to use a common satellite set, then all collaborators would need to exclude the obstructed satellite(s). Higher monitor sensitivity can be achieved by retaining all measurements from all users. III. RESIDUAL VECTOR OVERVIEW This section provides background on position-solution residual vectors, which are central to the CERIM integrity monitoring algorithms presented in this paper. Several characteristics of residual vectors will be discussed, including distinctions between satellite-space and parity-space representations of the residual vector, between the satellite-out and all-in-view residual subspaces, and between common and specific components of the residual vector. A. Two Representations: Satellite-Space and Parity-Space Residual vectors describe inconsistencies between the estimated GNSS solution and the ranging measurements used to obtain that solution. These discrepancies are caused by nominal measurement noise or, in rare cases, by fault-induced biases. Inconsistencies can only be observed for receivers viewing at least five satellites, as residuals only appear when the number of equations exceeds the number of unknowns. (The number of equations exactly equals the number of unknowns when only four satellites are used to compute the four elements of the state estimate xˆ l , which consists of three user-position coordinates and a user-clock correction.) To form an equation for the residual vector, it is first necessary to obtain a GNSS solution. Typically, a nonlinear least-squares algorithm [15] is employed to calculate the userstate estimate xˆ l recursively. xˆ l  xˆ l   x l



 x l  G l  ρ l



(1)



This equation depends on the pseudo-inverse of the geometry matrix G l as well as the pseudorange discrepancy  ρl , both of which are functions of the state estimate xˆ l . The pseudorange discrepancy equals the difference between the modeled pseudorange ρˆ l and the raw measurements ρl for receiver l.
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Each row of the geometry matrix G l consists of the unit pointing vector k u , from the estimated receiver position to a particular satellite k, followed by a one.   G l    ( k u ) T  



 1  



(3)



Receiver l tracks K l satellites, so G l consists of K l rows. It is assumed in this paper that all collaborating receivers l are located within relatively close range (within a few kilometers), such that the unit pointing vectors to satellite k are essentially equal for all receivers l. The pseudo-inverse of the geometry matrix, G l , used in (1), is obtained as follows.
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Here we define residuals using an un-weighted rather than a weighted pseudo-inverse. Throughout this paper, CERIM monitors are assumed to operate on residual vectors obtained from an un-weighted position solution. Importantly, this choice does not constrain the choice of the CERIM receiver navigation algorithm. Rather, CERIM identifies anomalies in the raw pseudorange data and, hence, provides integrity for any navigation solution, be it weighted least squares, un-weighted least squares, or some other solution method. When the recursive equations converge, the pseudorange discrepancy that remains is the satellite-space residual rl . rl  lim  ρ l   xl  0



(5)



This representation of the residual vector is designated the satellite-space representation because it has one entry for each satellite tracked by receiver l ( rl   Kl ). A subtle consequence of equation (5) is that rl is constrained to be always orthogonal to the four columns of the G l matrix. The satellite-space residual vector rl thus belongs to a subspace spanned by only K l  4 basis vectors. In other words, any four elements of rl are dependent on its other K l  4 elements. To eliminate this redundancy, it is convenient to consider a second representation of the residual vector called the parity-space representation. The parity-space representation of the residual vector pl has no redundant elements ( pl   Kl  4 ). The parity-space and satellite-space representations of the residual vector are related by a matrix N Tl   K l  K l  4 , whose columns are orthogonal and of unit magnitude. The columns of N l form a basis for the parity space.



p l  N Tl rl



(6)



The column vectors of Nl are also the basis for the null space of the geometry matrix G l . In other words, the columns of N l are orthogonal to the columns of G l . N Tl G l  0



(7)



A number of numerical algorithms are available to construct an orthogonal basis for the null space of a matrix [16]. For example, MatlabTM [17] computes the null matrix N for an arbitrary matrix G using the command N = null(G'). The value of the residual vector, for either representation, is directly related to the pseudorange measurement error ε  ,l . Measurement errors project partly into the solution space (e.g., range space of G l ) and partly into the residual vector space (e.g., null space of G l ). ε  ,l  G l ε x ,l  N l pl



 G l ε x ,l  N l NTl rl



(8)



Here the vector ε x ,l is the error of the estimated position solution. When a fault occurs, that fault will generally introduce a bias into the solution (biasing ε x ,l ) and, at the same time, into the residual space (biasing pl and rl ). Hence, detecting a large residual-vector bias is a reasonable strategy for detecting many GNSS faults. Only pathological faults that project directly into the solution space, but not into the residual space, are unobservable to a residual-based monitor. It should be noted that the satellite-space and parity-space representations of the residual vector are mathematically equivalent. No information is lost in transforming from one to the other. In this paper, we focus primarily on the parity-space representation of the residual vector, for the simple reason that its covariance matrix is positive definite and hence invertible (in contrast with the satellite-space residual’s covariance matrix which is positive semi-definite and not invertible). B. Residual Vector Subspaces: Satellite-Out and All-in-View Our proposed collaborative estimation algorithm, discussed in the next section, considers data from different receivers that may track different satellites. In order to reconcile heterogeneous measurement sets, it is important to note that there exists a “master” vector space, namely the all-in-view residual vector space, to which the residual vectors for all receivers belong, regardless of the number of satellites tracked. The term all-in-view refers here to the satellite set which includes all distinct satellites (identified by SVID or PRN) tracked by at least one collaborator. The subscript av will be used in this paper to indicate the all-in-view satellite set. Thus, the all-in-view set contains Kav satellites. Receivers which do



not track one or more of the satellites in the all-in-view set are said to track a satellite-out set. Satellite-out sets contain no more than Kav -1 satellites. The key point of this section is that the all-in-view nullspace is a “master” vector space that contains the residual vectors for all collaborating receivers. In more mathematical terms, the vector space spanned by the columns of any receiver’s null space matrix N l belongs to the space spanned by the columns of the all-in-view null space matrix Nav.











span PlT N l  span  N av  .



(9)



Here the span function refers to the vector space spanned by the columns of its matrix argument. The matrix Pl is a projection matrix that matches the column dimension of Nl to that of N av . The projection matrix is simply a permutation of the identity matrix, with a row deleted for each satellite in the all-in-view set that is not tracked by receiver l. (Hence N l   Kl  Kl  4 , N av   Kav  K av  4 , and Pl   Kl  Kav ). A succinct proof of (9) is offered in the appendix. An important corollary of (9) is that the residual vector for each receiver is, in some sense, projected from a higherdimensional vector space. This higher-dimensional residual vector (the all-in-view residual) may not be fully observable using data from any one receiver; however, by combing data from all receivers, the all-in-view residual may be estimated. C. Decomposition: Common and Specific Components The notion of combining data from multiple receivers to estimate an all-in-view residual, as discussed in the previous section, is only useful if a common-mode residual exists. Some component of the residual vector is, in fact, expected to be common across receivers, since certain types of nominal and fault-mode errors are correlated among multiple receivers located in proximity. Examples of spatially correlated nominal errors include ephemeris and clock errors [18]. These nominal errors can be greatly reduced if differential corrections are available [15]. Faults that introduce common errors across receivers include, for example, ephemeris and clock faults [19]. These fault-mode errors cannot be fully removed, generally speaking, even if differential corrections are available [20]. To distinguish between the residual components that are correlated and uncorrelated across receivers, the terms common residual and specific residual will be used in this paper. The common residual is a projection of the common all-in-view residual vector on to the set of satellites tracked by receiver l. The specific component of the residual vector is that which is not expected to be correlated across receivers (e.g., the component due to multipath and thermal noise). Because the focus of this paper is on the parity space, the notation cl is introduced to refer to the common parity-space residual for receiver l and sl to refer to the specific parity-space residual for the same receiver. The sum of the common and specific components yields the full parity-space residual vector pl .
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These two residual components are related to corresponding measurement error components: the correlated component ε  c and the uncorrelated component ε  s ,l . cl  NTl Pl ε  c



(11)



sl  N ε  s ,l T l



Either type of fault can potentially be detected by observing residuals, subject to noise. Given the above assumptions that the common and specific measurement errors are Gaussian distributed, the common and specific residuals are also Gaussian distributed, with covariances Q c ,l and Q s ,l , respectively.
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It is here assumed that the correlated and uncorrelated error components are additive, such that the total error vector ε  ,l is ε  ,l  Pl ε  c  ε  s ,l .



(12)



The correlated error vector for receiver l is projected from the all-in-view satellite set ( ε  c   Kav ). The uncorrelated error term is receiver specific, by contrast, so one vector element is defined for each satellite tracked by receiver l ( ε  s ,l   Kl ). It is assumed in this paper that, under nominal conditions, the distributions for both the common and specific errors are Gaussian probability density functions N with zero mean and with covariance matrices Rc and Rs,l, respectively.
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This paper further assumes that common errors are not correlated with specific errors, E ε  c εT s ,l   0 . Consequently, the full pseudorange error vector ε  ,l is nominally also Gaussian distributed, with zero-mean and covariance R l .
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(18) (19)



Bias terms are included in the above distributions, so that they account generally for both nominal and faulted conditions. In nominal conditions, biases are zero; in faulted conditions biases may be nonzero, matching (16) or (17). Since common and specific errors are assumed to be uncorrelated, the full parity-space residual vector has the following distribution, with covariance Q p ,l .
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IV. CERIM ALGORITHMS This section details two CERIM algorithms, a baseline algorithm first introduced in [8] and a residual-decomposition algorithm, introduced for the first time herein. A. Baseline CERIM Algorithm The baseline CERIM algorithm compiles the residuals of all collaborating receivers and compares them to a threshold in order to detect common-mode faults. The composite monitoring statistic mbase is constructed by summing the weighted squares of the parity-space residual vectors: L



(15)



mbase   pTl Q p1,l pl .



(21)



l 0



When a fault occurs, the mean values of the common or specific error distributions may become nonzero. For a severe spectral multipath fault, for instance, only a single receiver may be affected. In such a case, the specific error is biased for the faulted receiver, Lf. (The mean of the common error and of the specific errors for other receivers remain zero, however.)
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(16)



For a satellite fault such as a severe clock malfunction, all receivers are affected in the same way. In this case, the common error is biased, affecting all receivers similarly. (The specific error vectors are not biased, however.)
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Here the variable L refers to the integer number of external measurement sets available to a particular processor (not including the internal measurement set, which has index l equal 0). If collaborators do not provide error covariance models, then Q p ,l must be estimated for those receivers or, alternatively, an unweighted monitor statistic must be employed (where Q p ,l is set to the identity matrix). In this paper, we assume that accurate covariance matrices are available from all collaborators. An alert is triggered if the baseline monitor statistic ever exceeds a threshold Tbase . mbase  Tbase  alert



(17)



(22)



If the pseudorange errors are indeed Gaussian as modeled, then the monitor statistic is chi-square distributed, with each measurement set contributing Kl -4 degrees of freedom. The total number of degrees of freedom is DOFbase. L
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l 0



If the allowed continuity (i.e. false alarm) risk is restricted to be no larger than a specified probability c, then the threshold is obtained by inverting the chi-square cumulative distribution function P21 . Tbase  P21 1   c , DOFbase 



(24)



B. Residual-Decomposition CERIM Algorithm As an alternative to the baseline algorithm, this paper introduces a second CERIM algorithm which separately monitors common and specific residuals. The algorithm features L + 2 monitor statistics that monitor the common residual, the specific residual for the internal measurement set, and the specific residuals for L external measurement sets. The common monitor statistic m is based on an estimate of the all-in-view common residual cˆ av , for which the estimation error is Gaussian distributed with covariance matrix Q cˆ .
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(25)



The specific monitor statistics ml are based on specific residual estimates sˆ l with estimation-error covariance matrices Q sˆ,l . ml  sˆTl Q sˆ,1l sˆ l



(26)



Decomposing the common and specific residuals reduces monitor noise and enhances detection sensitivity relative to the baseline algorithm. A more quantitative comparison of the two algorithms will be presented later, in the simulation section. The common monitor statistic and the specific monitor statistic for the internal measurement set are treated somewhat differently than the specific monitor statistics for the external measurement sets. The reason is that each CERIM receiver depends on only its own measurement set for navigation; hence the internal measurement set must be held to a higher standard than the external measurement sets. By extension, alerts are only issued if the internal measurement set fails a monitor test. m  T  alert m0  T0  alert



(27)



The continuity risk budget c must be split between these two alerts of (27). For the purposes of this paper, the continuity budget is allocated evenly in computing the two



thresholds from chi-square cumulative distribution functions of K av  4 degrees of freedom, for the common monitor statistic ( cˆ av   Kav  4 ), and of K 0  4 degrees of freedom, for the specific monitor statistic ( sˆ l   Kl  4 ,with l equal zero for the internal measurement set).
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In future work, an optimal continuity-risk allocation might be considered for the purpose of maximizing availability, as has been considered in certain RAIM applications [21]. Navigation alerts are not issued for external measurement sets, identified by l  1, L  . Rather, a tight threshold Tl is applied to external measurement sets, such that they are excluded given any hint of anomalous specific error conditions, such as severe multipath. l  0 : ml  Tl  exclusion from cˆ av estimate
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Data from collaborators is thus purposefully excluded in order to minimize the risk of faulty measurement sets corrupting the common-residual estimate. To this end, the threshold Tl for each external measurement sets is computed from an exclusion risk probability e that is set to a relatively large value, between 0.05 and 0.2 (thereby excluding 5% to 20% of all external measurement sets). Tl  P21 1   e , Kl  4 



(30)



The all-in-view common residual cˆ av is computed using as a weighted least-squares estimate. cˆ av  A  p



(31)



Here, A+ is a mapping matrix (defined below) and p is a concatenated parity-space residual vector, which combines the data from all measurement sets. For simplicity, it is assumed that measured sets are re-indexed such that those excluded by (29) are no longer given an index l or counted in the collaborator total L. pT  pT0
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The parity space residual vectors pl are obtained from (5) and (6) after computing the position solution for each receiver separately. The mapping matrix A+ is a weighted pseudo-inverse of the following form.
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This pseudo-inverse is computed from AT   AT0
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with each block Al defined to be A l  N Pl N av , T l



(35)



and from a weighting matrix that is the inverse of Q s , the covariance of the specific noise associated with p. This covariance matrix is block diagonal, with each block element Q s i, j  having the following form, where Q s ,l is defined by equation (18).  0 Q s i, j   E si sTj      Q s ,i 



i j i j



(36)



For each receiver l, the specific residual estimate sˆ l is computed by subtracting the common residual estimate, projected through Al, defined in (35). sˆ l  pl  A l cˆ av



(37)



The common and specific monitor statistics, as defined in (25) and (26), are computed from the common and specific residual estimates, (31) and (37), using the estimate covariance matrices Q cˆ and Q sˆ,l . These covariance matrices describing the estimation error can be computed as follows. The common-mode estimation covariance Q cˆ is the sum of the common-residual covariance Q c and the estimation-error covariance Q cˆ . Q cˆ  Q c  Q cˆ



(38)



weighted pseudo-inverse, given by (33). The structure of the A matrix allows for the estimation problem to be re-formulated to reduce multiplications by zero (and slightly improve computationally efficiency).  L  cˆ av  Q cˆ   ATl Q s ,1l pl   l 0 



(41)



This equation is derived in the appendix.



D. Impact of Satellite Faults As a means of assessing the two CERIM algorithms defined in the section, it is useful to compare how well each performs in detecting certain classes of fault. This paper will focus on a particular class of fault, one in which a single satellite fails. It is assumed that the satellite fault introduces a common error into all user measurements. Other classes of failure will be considered in future work. In the scenario of a single satellite fault, the total pseudorange measurement error, modeled by (12), consists of a set of unbiased specific errors for each user, modeled by (14), and an error term common to all users, one that is biased by the satellite fault, as modeled by (17). Applying these measurement error models, the common residual bias is E cˆ av   N av μ c .



(42)



This expression is easily derived from (41), noting that E pl   A l N av μ c . The monitor statistic (25) is nominally chi-square, but becomes noncentral chi-square if cˆ av is biased. In this case, the noncentrality parameter  is the size of the residual bias, mapped through the matrix square-root of Qcˆ 1 .
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As derived in the appendix, 1
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Monitor sensitivity can be assessed as the probability pmd that the common monitor statistic misses detection of a fault. Using the noncentral chi-square cumulative distribution function Pncx, with K av  4 degrees of freedom and noncentrality parameter , pmd can be computed as the



(40)



probability the monitor statistic m falls below the threshold T .



Also, as derived in the appendix, Q sˆ ,l  Q s ,l  A l Q cˆ ATl .



In this last equation, the first term accounts for the actual specific residual uncertainty and the second for a noise reduction caused by specific errors projecting into the common-mode estimate. C. Alternate Formulation for Common Residual Estimate In the previous section, the all-in-view common residual estimate cˆ av was computed using the standard form for the
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(44)



Missed detections are only a problem when the associated fault results in a large positioning error. Thus, any comparison of pmd values should be performed for a fixed value of the position-solution error. More specifically, in automotive examples, the magnitude of the horizontal component of the position-solution error should be held constant.



The size of the pseudorange bias that results in a particular horizontal position-error bias can be obtained by relating the common pseudorange bias μ c to the position error ε x ,l . E ε x ,l   G  μ c .



(45)



The horizontal-plane projection μ xh of the position-solution bias can be obtained using the unit vectors for the north and east directions, uˆ Tn and uˆ Te . uˆ T μ xh   Tn uˆ e



0   G μc . 0



(46)



For the single-satellite faults considered, the common pseudorange bias vector μ c is all zeros save for the element associated with the faulted satellite f. E μ c [i ]   f 0



i f



(47)



otherwise



The size of the bias on the faulted satellite Ef must be computed separately for each possible satellite fault to ensure that the same horizontal-plane position bais μ xh 2 results. V.



SIMULATION



A. Simulation Description In this section simulations are used to compare the performance of the baseline and residual-decomposition CERIM algorithms. All simulations investigated a set of ten collaborating vehicles located within one kilometer of each other, such that their geometry matrices were numerically equivalent for the all-in-view satellite set. The all-in-view satellite set consisted of standard constellation of eight satellites above the horizon, as described in [7] and [8]. These eight satellites were PRNs 17, 18, 19, 22, 25, 28, 29 and 31. In a satellites-out scenario, it was assumed that satellites PRN17 and PRN25 were not visible to CERIM units with indices l of 0, 2 or 4, and that PRN19 was not visible to units with l of 4, 5 or 7. These tracking failures are all associated with lowelevation satellites, likely to be blocked by buildings or terrain. In each simulation, CERIM monitor sensitivity was assessed by computing missed-detection probability for a horizontal-plane position bias μ xh of fixed size. Except as noted below, the horizontal-plane position bias was taken to be 3m. Single-satellite faults were considered for all eight PRNs. For each fault case f, the faulted pseudorange bias magnitude Ef was computed from (46) and (47). The total number of collaborating vehicles was varied from one to ten (L from 0 to 9), and missed-detection probabilities were computed for each number of collaborators. The sequence of the collaborators was only important for the satellite-out scenario, in which the collaborating vehicles were



added in order. For example, when only internal measurements were available, the CERIM solution was computed for six satellites (i.e., since PRNs 17 and 25 were not tracked by the vehicle 0). Missed detection probabilities for the baseline algorithm (22) were computed using the formula given in [8]; missed detection probabilities Pmd for the residual-decomposition algorithm (27) were computed using equation (44). For both algorithms, a continuity risk budget c of 10-5 was assumed for the purposes of setting the monitor threshold. Elevation dependent pseudorange errors were not considered; rather, to simplify interpretation of algorithm performance, the pseudorange error covariance matrix R was assumed to be identity, implying a 1 m standard deviation for errors on all satellites. B. Simulation Results Altogether, simulations were run to explore six scenarios. In each scenario, Pmd was computed for all single-satellite faults considering total collaborator counts from one to ten vehicles. Results for the six scenarios are illustrated in Fig. 2. Each curve depicts Pmd for a particular faulted satellite. A first pair of simulation scenarios analyzed the sensitivity of the baseline CERIM algorithm. In the all-in-view scenario, for which results are shown in Fig. 2(a), all receivers tracked all satellites. In a satellites-out scenario, for which results are shown in Fig. 2(b), some receivers tracked only a subset of PRNs. These results are identical to those of the simulation study conducted in [8]. The scenarios assumed availability of good differential corrections, perhaps provided by an SBAS [22] or generated by fusion of GNSS and camera sensors [7]. Because high-quality differential corrections were assumed, the common pseudorange error covariance (Rc) was set to 0, such that the pseudorange error was entirely due to specific errors, uncorrelated between vehicles or satellites (R = Rs = I). A second pair of simulation scenarios analyzed the sensitivity of the new residual-decomposition CERIM algorithm. The scenario conditions were identical to those described above for the baseline algorithm. Results for the allin-view scenario are shown in Fig. 2(c) and for the satellitesout scenario, in Fig. 2(d). Pseudorange errors were again assumed uncorrelated for all receivers and satellites. A final pair of simulation scenarios analyzed the case with imperfect differential corrections, such that the total pseudorange error covariance was split evenly between the correlated and uncorrelated terms ( R c  R s  12 I ). Results are presented for the all-in-view scenario, in Fig. 2(e), and for the satellites-out scenario, in Fig. 2(f). Only the residualdecomposition algorithm (and not the baseline) was considered in these scenarios. Because correlated errors reduce monitor sensitivity, the assumed horizontal-plane position error was increased slightly, from 3 m to 4 m.
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(e) Resdiual-Decomp. CERIM, All-in-View, Rs = Rc = ½ I
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(f) Residual-Decomp. CERIM, Satellites Out, Rs = Rc = ½ I
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(d) Residual-Decomp. CERIM, Satellites Out, Rs = I
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Fig. 2. Detection Sensitivity Plots for Baseline and Residual-Decomposition CERIM Algorithms
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C. Algorithm Comparison For the all scenarios, CERIM performance generally improves as the number of collaborating receivers increases. Performance improvement can be observed by noting the reduction in the missed-detection probability Pmd (vertical axis) for an increasing number of collaborating CERIM units (horizontal axis). In the scenarios studied, there is a single dominant satellite fault (PRN 31) which is always the least detectable case for a horizontal-plane position bias of fixed size. For this worst-case satellite, missed-detection probability drops to an acceptable level (to 310-7) in the all-in-view case for 10 vehicles for the baseline algorithm and for as few as 6 vehicles for the residual-decomposition algorithm, as seen in Fig. 2(a) and Fig. 2(c). The result that fewer collaborators are needed to achieve the same detection sensitivity indicates the residual-decomposition algorithm outperforms the baseline. For the satellites-out scenario, the sensitivity advantage of the residual-decomposition algorithm is even greater. By comparing Fig. 2(b) and Fig. 2(d), it can be observed that the residual-decomposition algorithm achieves a missed-detection probability of better than 10-7 for the worst-case satellite (PRN 31) with only 8 CERIM units. By comparison, the baseline algorithm does not even achieve a missed-detection probability of 10-4 for the same satellite when 10 CERIM units collaborate. As seen by comparing Fig. 2(b) and Fig. 2(d), the baseline algorithm exhibits the curious and undesirable behavior that Pmd values sometimes grow worse as data is included from new CERIM units. Such cases in which Pmd increases occur when new external measurement sets that do not contain a particular satellite are included in the monitor statistic mbase. Thus, additional noise is added to the monitor statistic without adding useful signal. By contrast, the Pmd curves for the residualdecomposition algorithm improve monotonically with the addition of each new collaborating CERIM unit. Because the residual-decomposition algorithm correctly accounts for projections of the common residual, noise never “leaks” into a portion of the all-in-view subspace that is not observable to a particular receiver. It should be noted that, by construction, both algorithms are sensitive to faults even on satellites that are not members of the internal measurement set. In the satellites-out case of Fig. 2(b) and Fig. 2(d), for instance, the first car cannot see PRNs 17 or 25. These satellites appear in the external measurement set for most other cars, however, and so for cases involving two or more collaborating CERIM units, faults on these satellites become observable. Developing a capability to exclude faults for satellites that are not members of the internal measurement set is left as a topic for future work. The final pair of scenarios, in Fig. 2(e) and in Fig. 2(f), considered CERIM performance when measurement errors were equal parts correlated and uncorrelated. Since the residual-decomposition algorithm consistently outperforms the baseline algorithm, only the former was considered for the correlated-error scenarios. The figures clearly indicate that performance suffers when correlated errors are present. This



effect is not surprising. Consider a “perfect” common residual estimate in which the effects of specific errors are fully “averaged out” (as in the limit when the number of collaborating CERIM units is very large). Such a perfect estimate of the common-residual includes both a random component and a fault-induced bias. Larger nominal random errors (i.e., larger diagonal elements of Rc) make detection of the fault-induced bias more difficult. Since the nominal common-residual error is not attenuated by estimation, detection sensitivity plateaus as the number of collaborating CERIM units increases. Although detection performance is poor for the cases shown (4 m errors) reasonable detection performance (pmd values on the order of 10-7) can only be achieved for larger horizontal-plane biases (5 - 6 m). It is clear that high-quality differential corrections, as modeled in Fig. 2(a) through Fig. 2(d), are thus very important for implementing CERIM in automotive applications. A final curiosity is that the satellites-out performance, shown in Fig. 2(f), exceeds the all-in-view performance, shown in Fig. 2(e). This result is opposite to what was observed in the prior scenarios with fully uncorrelated measurement noise, as seen in Fig. 2(a)-(d). Apparently, the masking effects of correlated random noise are “broken up” when different CERIM units see different satellites, resulting in better correlated-noise performance for the satellites-out case. A more complete characterization of this effect is left as a topic for future work. VI. CONCLUSION This paper presented two algorithms for CollaborationEnhanced Receiver Integrity Monitoring (CERIM). The CERIM concept leverages wireless sharing of measurement data among mobile receivers to enhance detection sensitivity for satellite faults. The CERIM concept has potential application to safety-critical transportation systems with demanding time-to-alert and integrity requirements, such as in advanced driver assistance systems. Conceptually, CERIM could be implemented using automotive capabilities (GNSS and V2V communication) expected to become standard within a decade. Two CERIM algorithms are discussed in this paper included a baseline algorithm, previously described in [8], and a residual-decomposition algorithm, introduced herein. The residual-decomposition algorithm enhances fault-detection sensitivity by specifically estimating the common residual in parity space. The estimation process makes it possible to decompose measurement residuals into two components, a common-mode component and a specific component unique to each receiver. Simulations indicate that the residualdecomposition CERIM algorithm significantly outperforms the baseline algorithm. This benefit is pronounced when some satellites are obscured for some receivers (e.g., by buildings, trees, or other occlusions).
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APPENDIX: PROOFS A. Receiver Null Spaces Belong to All-in-View Null Space An important result in this paper is that the all-in-view null space contains the null spaces for each individual receiver.











span PlT N l  span  N av  .



(48)



This result can be demonstrated succinctly by showing first that the geometry matrix for receiver l consists of rows (unit pointing vectors followed by a one) that also appear in the allin-view geometry matrix, since all receivers are assumed to be nearby. Consequently, the geometry matrices Gl for each receiver l are related to the all-in-view geometry matrix Gav by the projection matrix Pl . G l  Pl G av



(49)



Multiplying (49) by NTl and invoking identity (7), gives the following result. NTl Pl G av  0



(50)



The above expression indicates that the columns of PlT Nl are in the null space of the all-in-view geometry matrix Gav. By definition, a complete basis for this nullspace can be constructed from the columns of Nav. Hence the column space of PlT Nl belongs to that of Nav, as expressed by (48). An interesting corollary result is that the residuals of the satellite-out solutions do not project into the all-in-view solution space (defined by the columns of G av ), as evident from (50). This corollary result can be interpreted to mean that the residuals of the satellite-out solutions contain no information that is not contained in the residuals of the all-inview solution. B. Common-Residual Estimation Error Covariance Equation (39) provides a means to evaluate the common residual estimation error covariance matrix Q cˆ . T  where  cav  cˆ av  c av Q cˆ  E  cav  cav



(51)



To obtain (39), we note that the estimation error defined above is simply the state error for a weighted-least squares problem, and hence has the following standard form [23].
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Because Q s is block diagonal, from (36), its inverse is, too.
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Invoking the sparse structure of Q s gives the following. AT Q s 1 A   AT0 Q s ,01



(61)
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Definition (52) is invoked to simplify the third line above. Further substituting the above expression into (55) gives:



A1T Q s ,11  ATL Q s ,1L  A
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Q sˆ,l  Q s ,l  A l  Q cˆ ATm Q s ,1m E s m sTl 



l 0
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Equation (39) is obtained by substituting (54) into (52).



  E sl sTm  Q s ,Tm A l Q cˆ ATm



C. Specific-Residual Estimation Error Covariance Equation (40) provides an expression for the covariance Q sˆ,l of the specific residual estimate sˆ . Q sˆ,l  E sˆ l sˆTl 



(55)



The above may be rewritten in terms of the parity-space residual vectors as follows. sˆ l  pl  A l cˆ av 
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 A l Q cˆ ATl



Assuming the specific residual errors are uncorrelated across receivers, the two expected value expressions in the above equation are both zero except where m = l. Thus, the expression for the specific-residual estimation covariance simplifies to Q sˆ ,l  Q s ,l  A l Q cˆ ATl .



(63)



D. Alternate form for Common Residual Estimate The basic equation for the common-residual estimate cˆ av is given by (31). Substituting (59) for A+ in (31) gives the alternate form for the residual estimate.



m 0



In the prior expression, the weighted pseudoinverse A+ was broken into blocks such that A    A 0



A1  A L  .



(58)



Given that Q s 1 is block diagonal as described by (53), A   Q cˆ  AT0 Q s ,01



A1T Q s ,11  ATL Q s ,1L  .



(59)



Comparing the form of (57) to (59), it is evident that A l  Q cˆ ATl Q s ,1l .



Plugging (60) into (56) gives the following.
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By combining (33) and (52), these blocks can be written as A   Q cˆ AT Q s 1 .
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