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Abstract. The use of multi-robot systems can be seen in many different contexts in recent years. One of them is the object transportation problem, which has many applications, such as simple moving objects as well as in more complex scenarios, like tasks typically involved in building sites and structures assembling. Despite the fact that much effort has been focused on what may apparently be a relatively simple task, several facets of the problem still remain open and need to be tackled. In this work, we propose a complete methodology which encompasses all related stages of the problem (i.e. path planning, task allocation and control). Several experiments with simulated robots and with real ground robots were conducted in order to provide a thorough evaluation and validation of the methodology. M.Sc. thesis defended in 08/28/2015 by the PPGCC/UFMG. Keywords: Cooperative Transportation, Task Allocation
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INTRODUCTION



The use of mobile robots in many different contexts and applications has increased significantly in recent years. It is notorious the use of these autonomous systems in activities such as surveillance, search and rescue, object transportation, among others. One of the main activities in which robotic systems are employed is the transportation and manipulation of objects. This task, although relatively simple, is fundamental in numerous activities such as removal of sediment in mines [7], relocation of objects [5], goods handling in a warehouse [2], and the construction of structures [1][8]. All mentioned activities can be executed both individually as well collaboratively, in this case called Multi-Robot Systems (MRS). The use of multiple robots presents several advantages like increased robustness and, in most cases, time reduction to accomplish a task. However, the use of such systems also brings many challenges, such as robot localization, path planning, task allocation and control.



The main contribution of this paper is a framework for heterogeneous groups of robots to collaboratively transport a set of objects, with emphasis on the task allocation phase. We present a complete solution which encompasses all related stages of the problem. The methodology was evaluated in both simulated and real environments, demonstrating the effectiveness and flexibility of the technique in respect to the task needs, such as minimizing execution time or energy consumption. Part of the contributions related to the proposed methodology are published on LARS 2015 in [3,4].
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METHODOLOGY



The object transportation problem using a group of robots may be decomposed into many steps, such as path planning, task allocation and team control and coordination. In this work we address all of these aspects, whereas the main contribution of this work is the task allocation and coordination phase.



2.1



Problem Statement



Given a known environment, we define by W ⊂ R3 a convex polygon as the workspace. Let R = {r1 , r2 , ..., rk } composed by k robots, each with a type defined in T = {ground, aerial}, where  type can only push objects and  type can grasp and fly with the object. We define O = {o1 , o2 , ..., oy } the set of y objects that must be transported. Likewise, we define the set B = {b1 , b2 , ..., bx } of x blocking objects that are immovable and will restrict the motion of the robots and the objects. The transportation problem is then defined as moving an object oi ∈ O from it’s initial position S to a final position Sd , both in W. A subgroup of robots from R will be responsible to move each object minimizing the total cost of transportation (time and energy) and considering the constraints imposed by B. The main objective is to describe a set of plans P, that can be performed by the agents, and culminates in the transportation of all objects. The planning process in most works is mainly focused on how the robots must navigate, in this work however, we focus on the object’s trajectory, which will guide the robots’ paths. The problem at hand was approached considering two sub-problems: (i) Object path planning – a path is created for the objects given an utility function (Section 2.2), which will be used to guide the robots in its transportation, and (ii) Task allocation and Coordination – the agents are evaluated based on their performance in accomplishing the task, and then are coordinated to execute it. Figure 1 presents a flowchart of the entire framework, in which are highlighted the steps involved in the process of transportation. Each phase will be described in the following subsections.



Fig. 1. Framework diagram. (i) workspace definition, (ii) action planning, (iii) task allocation, and (iv) coordination and execution of the task.



2.2



Utility Function



In the path planning process, of both objects and agents, in order to consider the heterogeneity of robots, certain characteristics are analyzed related to the type of robot in order to find the best type that meets the system needs. In this sense, two parameters are evaluated for each agent type, which describe the usefulness of performing a certain action ai within a plan P, using an utility function in order to quantify this action in such way that can be compared. The following features are used in the evaluation: – Displacement Time: Time required to move between cells in W. This aspect is related to the average speed that a robot can perform a given displacement. Described by the function Υ (·); – Displacement Cost: Cost to move between cells. For each type of robot used in transportation, the average energy expenditure that it has during displacement is calculated. Described by the function Ψ (·). Formally, Equation 1 describes the utility function Θ(·), which is evaluated for a certain robot type, resulting in a punctuation based on its characteristics. The generated value of this analysis is used to guide the path planning process of the objects (as described in Section 2.3). Θ(ti , ai ) = α · Υ (ti ) + (1 − α) · Ψ (ti ) .



(1)



The constant defined by α ← {α ∈ R|0 ≤ α ≤ 1} is used as a weighting factor between both considered aspects to reflect the prioritization of certain activities, such as execute the task in the shortest time possible or with the lowest energy expenditure. This model is flexible once it can be reconfigured to meet diverse needs, adding to the planning particularities of each agent. The



resulting value of this function is used as part of the heuristics used in the search of the best plan of movement. The overall utility of a plan P is calculated as the sum of the utility values of each structure n in the plan, given by: Θp (P) =



q X



Θ(k(ni )) .



(2)



i=1



Equation 2 is used to determine, among several movement plans, which is the best, in other words, the one with the lowest total cost to carry out the actions. Its use will be further detailed in Section 2.5. Considering that the utility function is based on the type ti of an agent and a certain action ai , we define Equation 3, which extracts such information directly from n, as defined below: k : n7→ ti , ai . (3) 2.3



Path Planning - Object



The first step to transport a object is the creation of a motion plan, this process is sub-divided into two stages: (i) path planning and (ii) path segmentation. The later will serve as the baseline for the robot’s path planning. The proposed method is a variation classical tree search algorithms based on the creation of a search graph. First, we define the set F , which describes all nodes available during the search expansion, and the set SN , with all explored structures n. The set F contains the states that were created in the expansion phase of a n. The structure n with the lowest utility cost is selected for expansion. In the start of the execution, a new node n is created, describing the initial position of the object, being added to F . Algorithm 1 describes the tree node expansion process.



Algorithm 1 SearchExpansion(M, F , SN , W) 1: n ← select state from(F ) 2: SN ← SN ∪ {n} 3: S ← get position(n) 4: for all ai ∈ M do 5: S 0 ← apply action(ai , S) 6: Sr ← is executable(ai , S 0 ) 7: if S 0 ∈ SN or is colliding(W, S 0 ) or not Sr then 8: SN ← SN ∪ {S 0 } 9: continue 10: end if 11: n0 ← create node(S 0 , Sr , ai ) 12: F ← F ∪ {n0 } 13: end for



The function is colliding verifies if the object is colliding with any bi ∈ B, and the function is executable considers, first, if exists an agent available of a type t that can perform the action ai and then this action is evaluated if it is feasible to be executed, in this case the position Sr in which the robot must be to accomplish the movement is calculated, and if this position passes by the collision test it is a valid motion. The search algorithm ends in two cases: (i) when F = ∅, indicating that there is no path to the destination state Sd , or (ii) when the selected n is in the neighborhood of the final state, in this case, a new node n is created and added to the plan – this node defines the movement to state Sd . The segmentation step executes the division of the plan P created by the search algorithm, generating the set S as result. This set will be used during the robot’s planning phase and thereafter to task allocation. To perform the segmentation, an auxiliary set S p , with references to the n structures used as base to segments, must be created. Algorithm 2 describes the set creation process.



Algorithm 2 SegmentPointSetCreation(P, S p ) 1: for ni , ni+1 ∈ P do 2: if is aerial(ni ) and is aerial(ni+1 ) then 3: continue 4: end if i 5: an i ← get action(ni ) n 6: ai i+1 ← get action(ni+1 ) ni+1 i 7: if an then i ! = ai 8: spi ← create segment point(ni , ni+1 ) 9: S p ← S p ∪ {spi } 10: end if 11: end for



A segment set S is created using all segmentation points spi ∈ S p . Each segment is a section of the original plan P, with a sequence of node structures. Algorithm 3 presents the segment creation step. After this process, the set S is defined with e segments, each one is classified as having a movement type of the set T . The segmentation has its importance specially on terrestrial transportation. Considering that  robots can only push the objects, whenever there is a change of direction, the robot must push the object from another side, and at this moment, there is the possibility that another agent would be more capable to accomplish the action with a smaller cost than the agent which is currently running the task. Furthermore, the aerial motion may not need to be segmented, even if the direction changes several times. This restriction is applied because, from the moment the agent start an aerial motion, another agent may take upon moving



Algorithm 3 Segment Set Creation (S p , S) 1: for all spi , spi+1 ∈ S p do 2: if S = ∅ then 3: si ← create segment(So , sp1i ) 4: else 5: if is last(S p , spi ) then 6: si ← create segment(sp2i , Sd ) 7: else 8: si ← create segment(sp2i , sp1i+1 ) 9: end if 10: end if 11: S ← S ∪ {si } 12: end for



that object only after it has been deposited, in other words, when the aerial transportation has been completed. Each segment, si , formed by a sequence of n structures is similar to a plan, since it also has states So and Sd , defined. These states are used in the robot’s path planning. 2.4



Path Planning - Agents



After the path planning and segmentation for the object movement phase ends, it begins the path planning phase for the agents involved in the task. These plans will be used in the task allocation phase. The path planning algorithm used in this step is similar to Algorithm 1 (Sec. 2.3), with the following modifications: – The collision test using the function is colliding uses the robot’s body as reference; – The function is executable is not executed, since it only applies to the object. In addition to the states So and Sd of each segment, a new state type I is created and defined as the initial state of each robot. From these states the path planning for the agents are performed. The created plans are classified by both types of set T P = {initial, transition, movement} and set T M = {pretransport, transport}, as described below: – Initial: Plan from the state I to state Sr described in the structure So of a segment. This plan ensures the arrival of the agent to state where the transportation will begin. It is classified as type ; – Transition: Plan from the position Sr of the state Sd of a segment si to the position Sr of So of segment si+1 . Through this plan, an agent can continue the transport in another segment. It is classified as type ; – Movement: Plan from the position Sr of So to the position Sr of Sd of a segment. In this plan, the object properly transported across the segment. It is classified as type .



All created plans are added to set RP = {rp1 , rp2 , ..., rpj }. These values are used to execute the task allocation for all agents (Sec. 2.5). Figure 2(a) illustrates a sample planning for one object within a particular environment. Figure 2(b) demonstrates all generated plans that the agents can perform to execute the transportation task and their respective types, out of their starting positions I, going to each state So or Sd of segments. For differentiation, states Sr are enumerated.
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Fig. 2. Sample environment with one object and two agents for transportation



The plan classification by the types of the set T M is explained by the fact that, in order to perform the transportation of an object on a given segment si , the agent must execute a movement of type  first, and then perform a movement of type . 2.5



Task Allocation



The order in which the objects are transported has direct influence in the total traveled distance by the agents, this way, the team must analyze the current state of the environment and choose the best sequence of actions to execute. This section presents the developed algorithm to perform the Task Allocation phase in the cooperative transportation mission. The results of the Path Planning phase (Sec. 2.3) are the entry point for the task allocation process, as illustrated in Fig. 3. Based on the trajectories that each object must perform, in the following, are described the steps executed by the team to analyse and distribute all created segments, trying to minimize the total cost of the mission, respecting the utility function (Sec. 2.2). At the beginning of the allocation, all agents have the information about the trajectories of the objects, and execute the next steps in a loop, until all objects’ segments were designated:
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Fig. 3. Task Allocation process overview.



1. For each object, the agent takes the data from the first segment not yet allocated, and (i) create a < transition > plan, (ii) create a < movement > plan, (iii) calculate the total cost to perform it based on the utility function. 2. The cost list is exchanged among the team. 3. Each agent executes the Hungarian Algorithm [6]. 4. The resultant allocation is inspected by the agent, and any task (segment) that was labeled to it is saved to a sequential task list. 5. The segment related to the task is marked as allocated. At the end of this process, all agents have a list of segments that must perform. A note about this phase, is that it’s executed in, (i) an offline manner, the agents will not transport the objects until all tasks are allocated, and (ii) a distributed fashion, where each agent calculates it’s own paths and costs, allowing the system the allocate the tasks in parallel. 2.6



Coordination



The coordination phase is the process of controlling the agents to accomplish the overall task. To perform the object’s transportation by a team, each robot must execute its task in a given order and in a coordinated manner. As an assumption considered during the development of this methodology, only one agent can manipulate an object at a time, so only one is authorized to perform a task at a given time. The authorization control is done by the exchange of a token ∈ T O, that is shared by the robots. The token has a property of type tmi ∈ T M, which represents the type of movement that is allowed, and is associated with a certain object. As mentioned in Section 2.4, each task in the system represents a segment that must be covered to execute the transportation. After the Task Allocation phase, all agents have a list of task to accomplish, and during the Coordination phase, each agent perform the task in a sequential manner, following the workflow described in Fig. 4. At the beginning one arbitrary agent has the T O list, with all authorization token, and the algorithm of coordination is executed by each agent: (i) get the first task not yet completed (if no tasks left, the process is ended), (ii) test if it owns the token for this object, (iii.1) if the agent has not the token a separate
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Fig. 4. Coordination process overview.



process of request is performed (explained below), (iii.2) if the token is present, the agent perform the transportation, (iv) the agent sends a signal to the team stating that it has completed its task, and then repeat the process. The process to request a token can be described as: (i) the applicant agent sends a broadcast message (with the target object and index of the segment), the other agents once received, (ii) test if it owns that token (ii.1) if not, return none, (ii.2) if it possess, perform a comparison between the received index and the index of all tasks it has for the same object, if one of these task must occur before the external task, the agent return none, otherwise return the token for this object. Using the aforementioned method, the agents are capable of accomplishing their tasks in an orderly fashion and under consensus.
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EXPERIMENTS



This section presents a summary of the performed experiments using the described method, divided into two categories: (i) quantitative evaluation and (ii) demonstrative experiments. 3.1



Quantitative evaluation



Initially, we present an experiment that illustrates how the methodology behaves by using different values of α using only one agent of each type ( and ), showing that the method is flexible in order to meet a certain demands, like realize the task trying to minimize the total time or the energy used. Figure 5 shows the workspace used in the experiment and the resulting paths of each variation of the constant. As it can be seen, the methodology is suitable for different types of vehicles and it may take into account the specific task needs. The next experiment was conducted in order to empirically assess the asymptotic behavior of the methodology in environments with a variable number of robots and objects, in this case, only  agents were applied. Each experiment was executed several times to measure an average value. The framework was implemented in Python and all experiments were conducted in a computer



(a) α = 1



(b) α = 0



(c) α = 0.5



Fig. 5. Different paths obtained accordingly to different values of α. Two vehicles are available, a ground (purple path) and an aerial (orange path).



with a Intel Core i7 2.4GHz processor, 8GB of RAM and Ubuntu 14.04 64-bit OS. Figure 6 shows the results of the experiments, in scenarios with a team of agents varying from 1 to 6 robots, and the number of objects to be transported starting from 5 until 8. The first graph (Fig. 6(a)) demonstrates how the total of traveled distance by the robots decrease when the team grows, this is explained because with more robots, there are more options to assign the segments to robots with better transportation plans. In contrast, as can be seen in the Fig. 6(b), both with the increase in the number of objects and robots, the system needs more time to perform all planning and calculations. With more objects, the team must generate more plans, and with more agents, the team take more time to agree in the allocation phase.



(a) Total traveled distance by agents. (b) Total expend time to generate plans. Fig. 6. System behavior with different number of agents and objects to transport. Each line describe the total of objects in the workspace, horizontal axis points the team size, vertical axis describe the scale of traveled distance in units and total time in seconds.



3.2



Demonstrative experiments



Here we present two proof of concept experiments to demonstrate the complete execution of the methodology, i.e., from task allocation to transport execution. Figure 7 illustrates a simulated transport example considering heterogeneous robots (aerial and ground)1 . In this scenario, the object does not have direct access to its goal by a ground route and therefore must be cooperation between the agents.



(a) t=1s
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(c) t=668s



(d) t=700s



(e) t=720s



(f) t=742s



Fig. 7. Transport of an object by heterogeneous robots (aerial and ground).



Figure 8 presents the execution of a real-world experiment2 . As can be seen, all three agents were used during the transportation task, each one performing a part of the total path of the object. This implies that the system can use the available resources to better the result of the mission as well as the real-time execution of our method.
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CONCLUSIONS AND FUTURE WORK



In this work we presented a complete framework to tackle the object transportation problem using a group of heterogeneous robots. The proposed methodology is divided into three main stages: (i) path planning for the objects – in which a movement plan for the objects to be transported is built considering the available agents, (ii) path planning for the agents and allocation of tasks – process in which the agents plans the paths that must be performed to transport the objects, and determine which robots are more apt for such actions, and (iii) coordination and execution - final stage in which the agents perform their respective tasks in a synchronized manner. The experiments showed the effectiveness and flexibility of the technique with respect to the task needs, using different types of robots, as well as creating different paths, according to the constants of the proposed utility function. 1 2



Simulated experiment execution video at: https://youtu.be/eGeQOFa_VQ4 Real experiment execution video at: https://youtu.be/-tHurVXkelM



(a) t=1s



(b) t=72s



(c) t=150s



(d) t=216s



(e) t=282s



(f) t=306s



Fig. 8. Transport of an object by three real ground robots.



Future directions include the extension of the proposed methodology to consider a cooperative transport using more than one agent simultaneously, allowing the movement of larger objects. Another relevant improvement is the use of local information only to accomplish the task, requiring an exploration phase prior to all planning and coordination steps.
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