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COMBINATORIAL REARRANGEMENTS OF BACTERIAL GENOMES VIA CIRCULAR PERMUTATIONS MICHAEL P. ALLOCCA, STEVEN T. DOUGHERTY, AND JENNIFER F. VASQUEZ



Abstract. In the era of genome sequencing, rearrangements have become an important tool used in molecular biology in order to better understand the evolution process. Measuring evolutionary distances among organisms with linear chromosomes can be modeled as a combinatorial problem involving permutations and distances using generators. We discuss analogous results for circular chromosomes using circular permutations. We establish and prove two bounds on the maximum distance between circular permutations. The first bound is used widely in the literature, but without proof. We then recast the problem in a graph-theoretic way. This approach establishes a better bound than is currently known. Mathematics Subject Classification (2010): 20B30, 92D10, 92D15 Keywords: Circular permutation, adjacent transposition, evolutionary distance



1. Introduction Permutations, a classical topic in pure mathematics, are also of great interest to molecular biologists studying evolution. An organism’s genetic information is stored in its chromosomes, which consist of dual strands of nucleotides called DNA. Genes are the segments of DNA containing information on constructing other cells. The set of all chromosomes of an organism is called its genome. Mutations tend to occur either at the level of nucleotides, or, more significantly, as larger scale genome rearrangements, including: deletions, duplications, translocations, and inversions/reversals [4]. We will focus on inversions only, which allows us to naturally connect these ideas to permutations. When a mutation occurs, genes are the DNA segments that are most likely to be rearranged intact. From a mathematical perspective, it is reasonable to view the “evolutionary distance” between two organisms as the extent of “disorder” of gene arrangements in their respective genomes. It is natural to model this using permutations, enumerating each gene as necessary. Further, since mutations are rare occurrences, in comparing genomes we should only consider the smallest number of rearrangements. This leads to a combinatorial optimization problem: given two genomes and a set of possible evolutionary events, find the shortest sequence of events 1
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transforming one into the other. For a mathematical discussion from the perspective of perturbation analysis, see [1]. For the sake of simplicity, we will only consider the model where all genomes share the same genes, the order of each gene is defined, genes are unique, and we focus on one chromosome only. With the considerations outlined above, we may express the idea of evolutionary distance as the following genome rearrangement problem: Problem 1. Given a permutation σ ∈ Sn , the permutation group of order n!, and S a generating set, find a minimum length factorization of σ by only elements in S. While this is difficult in general, it is well-understood if S = {σi ∈ Sn | 1 ≤ i ≤ n − 1}, where σi = (i, i + 1). Here we have that hSi = Sn and the distance between two permutations can be determined with simple counting. Specifically, this situation reduces to an inversion counting problem. For circular permutations, it will not be as simple. As is common in the biology literature, we will adopt “second-line” notation for permutations, where each is permutation is expressed as the second-line of its two-line format.   1 2 3 4 5 Example 1. Let σ = . In traditional one-line notation, σ = 3 4 5 2 1 (1, 3, 5)(2, 4). In second-line notation, we write σ = (34521). We note that this is different than the standard mathematical notation. We now recall the classical definition of inversion. Definition 1. Given a permutation (in second-line notation) σ = (σ(1)σ(2) . . . σ(n)), a pair σ(i), σ(j) is called an inversion if i < j and σ(i) > σ(j). The inversion number of σ is the total number of inversions of σ. The inversion number is merely the minimum number of reversals (adjacent swaps) needed to reorder a second-line permutation. That is, the inversion number is precisely the solution to the simplified genome rearrangement problem outlined above. It is a well-known fact that the classic bubble sort algorithm always performs precisely this number of swaps [6]. We quickly review this here, with the intention of extending it to the context of circular permutations. Generally speaking, a bubble sort algorithm will scan through a permutation (left to right) in second-line notation and swap any pair that is descending. Perhaps the most common way of implementing this is to use a “distance vector”: d~ = hd1 , d2 , · · · dn i, with di = σ(i) − i. A swap of the elements in positions k and k + 1 is only performed when dk > dk+1 , in which case d~ is then updated after the swap.
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Example 2. Let σ = (34521). Then d~ = h2, 2, 2, −2, −4i. The first round that bubble sort performs on σ is as follows: (3,4)



(4,5)



(2,3)



(3,4)



34521 −−→ 34251 −−→ 34215 The second round gives: 34215 −−→ 32415 −−→ 32145 This continues until the elements are sorted. Modeling evolutionary distance in this fashion enables us to use rich mathematics. These ideas are especially appropriate when studying organisms with linear chromosomes. Not all chromosomes are linear, however. We aim to discuss analogous ideas for the circular case. 2. Circular Permutations Chromosomes in most organisms, including humans, are linear. However, some chromosomes (primarily found in bacteria) are circular. We will explore the same considerations outlined in the previous section using circular permutations in lieu of regular permutations. Definition 2. A circular permutation is an ordered arrangement of the elements {1, 2, . . . , n} in a circular pattern. We note that as a group of permutations, this collection is still isomorphic to the symmetric group Sn . However, we are concerned here with the combinatorial representation and the generating set. For standard permutations we consider the generating set {σ1 , σ2 , . . . , σn−1 }. In the circular case we also allow the tranposition σn = (n, 1). Example 3. Label the following arrangement as σ: 1



2



3



4 In second-line notation, we write σ = [1342].
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Consider the set of all possible permutations on the set {1, 2, . . . , n} written in second-line notation. Of course, there are n! such representations. In terms of circular permutations, we want to consider the equivalence classes of these modded out by the actions of the dihedral group. In other words, on a circle there is no starting point, so [1342] is equivalent to [2134], [4213], and [3421]. Moreover, this representation is still the same if we read it from right to left. Therefore we have that [1342] is also equivalent to [1243], [2431], [4312], and [3124]. We formalize this as follows. Let L be the set of all circular permutations σ written in second-line notation. Then we say that σ ∼ τ iff σ = γτ where γ is any element of the dihedral group D2n . We let L0 = L/ ∼ . We have that |L| = n! and n! = (n−1)! when n ≥ 3 and |L0 | = 1 for 1 ≤ n ≤ 2. |L0 | = 2n 2 For example, there are 8 circular permutations that are equivalent to the identity for n = 4. There are displayed below. 1 4 3 2 4



2 3



1 2



4 1
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3
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1
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4



1
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3 2 2



4 3 3



1 4 4



2 1



We show these, because in general we are concerned with the distance from a given circular permutation to the identity. It is natural to analogously use circular permutations when modeling evolutionary distance among circular genomes in the same simplified scenario as outlined in the previous section. So we may restate the genome rearrangement problem as follows: Problem 2. Given a circular permutation σ ∈ Sn0 , find a minimum length factorization of σ by elements in S 0 We often refer to elements of S 0 as swaps. In [3], a similar problem is posed in the context of so-called “short swaps.” For the purpose of this paper, we focus solely on adjacent swaps. 3. Bounds We begin with a natural bound which appears in the literature but we have been unable to find its proof in the literature. We include a proof for completeness. We
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first define the circular inversion number and, via an elementary counting argument, prove the previously-known bound. Further, inspired by [2], we utilize an analogue to bubble sort to show how to sort a permutation in the given number of swaps. Definition 3. Define the directed distance vector to be d~ = hd1 , d2 , . . . , dn i, where di = σ(i) − i. Furthermore, refine each di recursively as follows:    n + di if di ≤ − n2 di = di − n if di > n2 . Notice that the directed distance vector simply indicates the shortest distance each number, σ(i), needs to move in the circle in order to be in the original order in the sense that its second-line expression is σ = [12 . . . n]. A negative indicates that the element needs to move left and a positive indicates that it needs to move right. In the case that n is even and moving left is the same as moving right, by the definition, we always choose moving right. Example 4. Suppose σ = [4732561]. Then d~ = h3, −2, 0, −2, 0, 0, 1i. Distance vectors will be utilized more formally in a later section. However it is important to note here that in a circular context, each element need not move more n−1 than b c spaces in either direction. Further, we establish a bound as follows. 2 Theorem 3.1. Given a circular permutation σ ∈ Sn0 , the maximum number of adn2 − 1 jacent swaps needed to factor the permutation for n objects is bounded by . 4 Proof. Let σ = [σ(1)σ(2) . . . σ(n)] ∈ Sn0 and β = σ(i) for some i ∈ {1, 2, · · · , n}. We shall count the distance β travels for any possible set of transpositions that takes it to an acceptable final position, counting them all at once. The distance that β has P n−1 2 to move for n rotations of 1, 2, . . . , n is 2 l=1 l. We count the maximum it must travel to get to an acceptable final position. Note that there are 2n acceptable final positions for β, where β ends in each of the positions from 1 to n twice (one where the numbers are arranged clockwise, one counterclockwise). Therefore,   sum ofall n objects and all possible distances they need to move is   (n−1)the (n+1) 2 2  = (n − 1)(n + 1)n . Then divide by the size of the dihedral 2n·2  2 2 group, 2n, which gives



n2 − 1 . 4



 2



This bound is only met trivially if all β were distance n 4−1 from their “natural” position. However, then some rotation or flip would lower the bound. This indicates that the bound is never actually met except for very small n.
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We now produce an improved bound, using a different computational technique. Theorem 3.2. Given a circular permutation σ ∈ Sn0 , the maximum number of adjan(n − 1) c. cent swaps needed to factor the permutation for n objects is bounded by b 4 Proof. Any permutation can be written as k adjacent transpositions where k is its number of inversions. Since flips produce equivalent permutations in the circular case, we can take the smaller of I1 = |{i, j|i < j, σ(i) > σ(j)}| and I2 = |{i, j|i > P n(n−1) j, σ(i) > σ(j)}|. Notice that I1 + I2 = l−1 . Hence, choose min{I1 , I2 }, l=1 l = 2 n(n−1) 1 n(n−1) which is bounded by 2 2 = 4 . To show why the inequality is strict, if there were a permutation that required n(n−1) transpositions to sort, then rotating once would lower either I1 or I2 which 4 gives the strict inequality.  The proof of the theorem indicates why the bound is met for only very small n since the proof does not use the transposition (n, 1). This leads to the following computational technique: write the circular permutation with arbitrary initial coordinates labeled 0, 1, 2, . . . , n − 1. Then let I1α be the inversion number with α being the initial coordinate and I2α be the reverse inversion number with α being the initial coordinate. Finally, let Ω = min{I1α , I2α |α = 0, 1, 2, . . . , n − 1}. Then there is an arrangement of the circular permutation requiring Ω transpositions. While this technique is powerful, and often gives the minimum number for a given circular permutation, it does not always produce the minimum number of swaps as we show in the following example. Example 5. Suppose σ = [1, 8, 3, 10, 5, 12, 7, 2, 9, 4, 11, 6]. This permutation can be sorted in 18 swaps, but Ω is 26. So, it is not true that Ω is the inversion number and the actual number is significantly lower than the bound n(n−1) = 33. 4 In the next section, we show how we calculated that 18 swaps were needed and provide an algorithm for finding the specific 18 swaps that will sort the permutation. 4. Sorting Circular Permutations Computationally In the computer science and biology literature, sorting circular permutations is not a new problem. We have proven the conjectured bounds in the previous section using a combinatorial approach. In the spirit of the work of Jerrum [5] and Francis [2], we explore a computational approach to sorting circular permutations using directed distance vectors. Further, this will establish methods for producing specific factorizations by adjacent swaps. Definition 4. Given a circular permutation, σ = [σ(1)σ(2) . . . σ(n)] with directed ~ the swapping number of the pair σ(i), σ(j) is si,j = j − i + dj − di . distance vector d,
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Remark 1. Given a non circular permutation, σ, notice that si,j = σ(j)−σ(i), which indicates whether the element at the ith position needs to move past the element in the j th position. To be more precise, if si,j negative, then the ith and j th elements are inverted. Then the inversion number is the total count of negative swapping numbers si,j over the set P = {(i, j)|1 ≤ i < j ≤ n}. Finally, σ can be sorted in this number of adjacent transpositions using a classical bubble sort algorithm. We now an idea analogous to inversion numbers in the circular context. To do so, we will exploit some properties of swapping numbers. Lemma 4.1. Let 1 ≤ i < j ≤ n. Then: (1) si,j = −sj,i (2) −n < si,j < 2n (3) si,j 6= 0 and si,j 6= n (4) If 0 < si,j < n then i and j do not need to swap positions when sorting the permutation. (5) If si,j < 0 or si,j > n then i and j must swap positions. Proof. Notice that properties (1) and (2) follow directly from the definitions of di and si,j . For (3), notice that if si,j = 0 or si,j = n, then two elements would have to occupy the same spot. Properties (4) and (5) follow by noting that either element i or j must move farther than the distance between the two.  By Property (1) in the previous lemma, when sorting a circular permutation, we again only need to consider swapping numbers si,j over the set P = {(i, j)|1 ≤ i < j ≤ n}. In fact, by counting how many such swapping numbers are negative or greater than n, we arrive at the analogous number of of inversions in a circular permutation. This is a result of the following connection. Theorem 4.2. Let σ be a circular permutation with swapping numbers si,j . Let  1 if si,j < 0 or si,j > n Ii,j = 0 otherwise P Define I = Ii,j . Then I is precisely the number of adjacent swaps it will take P



~ bubble sort to sort a circular permutation using directed distance vector, d. Proof. We show that each swap performed by bubble sort will decrease I by exactly one. Suppose that elements in positions k and k + 1 are swapped by the bubble sort algorithm. Then d~ remains unchanged except dk+1 + 1 is in the k th position and the k + 1st entry is now dk − 1. Suppose k 6= n (that is, the nth and 1st elements are not the ones swapped). The swapping numbers are changed as follows:
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Case 1: If i, j 6∈ {k, k + 1}, the entries in d~ are not changed and so the swapping numbers remain unchanged. Case 2: If i ∈ {k, k + 1} and j 6∈ {k, k + 1}, then sk,j and sk+1,j are exchanged. Case 3: If j ∈ {k, k + 1} and i 6∈ {k, k + 1}, then si,k and si,k+1 are exchanged. Case 4: If i = k and j = k + 1, then sk,k+1 becomes −sk,k+1 . These all follow directly from the definition of si,j and so in the total collection of swapping numbers over the set P , the only change is from a negative number to a positive number less than n. That is, I will decrease by exactly one. Now, if k = n (so bubble sort swaps the nth and 1st elements), then we have to be careful. s1,n becomes 2n − s1,n and so we lose an inversion. To be sure we only lose one, similar to above, we notice the following: Case 1: If i, j 6∈ {1, n}, the entries in d~ are not changed and so the swapping numbers remain unchanged. Case 2: If i 6= 1, j = n, then after the swap, si,n becomes n−si,n , leaving I unchanged. Case 3: If i = 1, j 6= n, then after the swap, s1,j becomes n−s1,j , leaving I unchanged. Hence, whenever bubble sort performs a swap, I will decrease by exactly one.  This result, along with Lemma 4.1, ensures the following. Theorem 4.3. Compute I for all possible Dn representations of a circular permutation σ. The smallest such I is the actual circular inversion number for the circular permutation. Furthermore, this is the number of swaps that bubble sort will perform on the representation that produces this number. 5. Graphs We now adopt a graph-theoretic approach to further improving the bound. Let G = (V, E) be a simple graph, where V = L0 as defined earlier and two vertices σ1 , σ2 are connected if σ2 can be formed from σ1 using one of the transpositions in {(1, 2), (2, 3), . . . , (n − 1, n), (n, 1)}. That is two vertices are connected if and only if one is formed from the other by making an adjacent swap. We note that |V | = (n−1)! 2 for n ≥ 3 and |V | = 1 for n < 3. Moreover, this is a quotient graph of the Cayley graph of Sn and S = {σi ∈ Sn | 1 ≤ i ≤ n − 1}, where σi = (i, i + 1). Let d(σ1 , σ2 ) be the minimum path distance between σ1 and σ2 . The eccentricity of a vertex σ denoted by (σ) is the largest distance between σ and any other vertex. The radius is the minimum eccentricity of any vertex, that is r = min (σ). The σ∈V



diameter is the maximum eccentricity of any vertex, that is r = max (σ). σ∈V



Theorem 5.1. The eccentricity of every vertex is the same and the radius and the diameter of the graph G are the same.
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Proof. If σ1 has its longest path ending at σ2 , by renaming the elements in σ1 by ψ then ψ(σ1 ) has its longest path ending in ψ(σ2 ). This gives that the radius and the diameter of G are equal.  We can now rephrase Problem 2 by the following. Problem 3. Determine the diameter of the graph G. For n = 2 and n = 3, the graph has only one vertex and is trivial. Hence in both of these questions, the diameter of the graph is 0. For n = 4 we have 3 vertices, representing the classes: A = [1, 2, 3, 4], B = [1, 2, 4, 3] and C = [1, 4, 2, 3]. Here the graph is the following. B



A



C



Graph for n = 4 Hence the diameter for the graph when n = 4 is 1. Note that this is significantly 2 lower than the bound n 4−n = 3 given by Theorem 3.2. Notice here that the degree of every vertex is 2. That is, every vertex has 2 edges incident to it. For n ≤ 4 the graphs are anomalous since there are so few equivalence classes in L0 . We see this in the following theorem. Theorem 5.2. The graph G(n) is a regular graph and the degree of each vertex is n if n > 4. Proof. There are n transpositions of the form (1, 2), (2, 3), . . . , (n, n − 1), (n, 1) that can be applied to any circular permutation without duplication as long as n > 4.  The next theorem follows immediately. Theorem 5.3. For n > 4 the the graph G(n) has Proof. There are



(n−1)! 2



(n−1)!(n) 4



edges.



vertices with degree n and so there are



(n−1)! (n) 2



2



edges.
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We note that every element of L0 has a representative that begins with a 1. We shall adopt this as the usual representative of each class. Notice that the three elements of L0 when n = 4 are [1, 2, 3, 4], [1, 2, 4, 3] and [1, 4, 2, 3]. These can be found by taking the one class when n = 3, namely [1, 2, 3], and placing a 4 in each of the 3 positions. Let G(n) be the graph for n. Let L0 (n) denote the set L0 for n. Then |L0 (n + 1)| = n|L0 (n)|. The elements of L0 are formed by taking each element of L0 (n) and placing the element n + 1 in each of the n possible positions, giving that there are n elements in L0 (n + 1) for each element of L(n). Notice that these n vertices form a cycle in G(n + 1). This is seen in the example for the graph for n = 4. Let σ1 and σ2 be two adjacent vertices in G(n). Then let σ1,1 , σ1,2 , . . . , σ1,n be the n vertices formed in the above manner from σ1 in G(n + 1) and σ2,1 , σ2,2 , . . . , σ2,n be the n vertices formed in the above manner from σ2 in G(n + 1). Then without loss of generality we can assume that σ1,i and σ2,i are adjacent in G(n + 1) for all except when n + 1 is placed in the middle of the original swap. For example, consider [1, 4, 2, 3] and [1, 2, 4, 3] in G(n). These are adjacent by swapping the middle two coordinates. Then we have the following adjacencies:



[1, 5, 4, 2, 3] [1, 4, 5, 2, 3] [1, 4, 2, 5, 3] [1, 4, 2, 3, 5]



↔ 6 ↔ ↔ ↔



[1, 5, 2, 4, 3] [1, 2, 5, 4, 3] [1, 2, 4, 5, 3] [1, 2, 4, 3, 5]



These are not the only adjacencies that occur since the degree of the new vertices is n. For n = 5 there are 12 vertices, we label them as follows: A = [1, 2, 3, 4, 5], B = [1, 2, 3, 5, 4], C = [1, 2, 5, 3, 4], D = [1, 5, 2, 3, 4], E = [1, 2, 4, 3, 5], F = [1, 2, 4, 5, 3], G = [1, 2, 5, 4, 3], H = [1, 5, 2, 4, 3], I = [1, 4, 2, 3, 5], J = [1, 4, 2, 5, 3], K = [1, 4, 5, 2, 3], L = [1, 5, 4, 2, 3].
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Graph for n = 5 To find the diameter of this graph, by Theorem 5.1, it suffices to find the eccentricity of vertex A. The vertex A is 1 away from 5 vertices, 2 away from 5 vertices and distance 3 away from 1 vertex, namely vertex J. Hence the diameter of this graph is 3. Note that 3 < 5 = 5(5−1) which is the bound from Theorem 3.2. 4 Theorem 5.4. For n > 4 there are at least



n(n−3) 2



4-cycles.



Proof. The path formed by (k, k+1)(s, s+1)(k, k+1)(s, s+1) where k, k+1 6= s, s+1 such possible cycles.  gives a 4 cycle. There are n(n−3) 2 Corollary 5.5. For n > 4 the minimum cycle in G(n) is of length 4. Proof. It is clear there are no cycles of length less than 4.







Theorem 5.6. For n > 4, at each point in G(n) there are at least n (n − 1)-cycles at each vertex. Proof. These cycles are formed by (1, 2)(2, 3)(3, 4) . . . (n − 1, n), (2, 3)(3, 4) . . . (n − 1, n)(1, 2), (3, 4) . . . (n − 1, n)(1, 2)(3, 4), . . . (n − 1, n)(1, 2) . . . (n − 2, n − 1).  Theorem 5.7. Given a circular permutation σ ∈ Sn0 , the maximum number of swaps needed to factor the permutation for n objects is bounded by b (n−1)(n−2) c. 4 Proof. Consider the following circular permuation: [a1 , a2 , . . . , an ]. There are 2n elements in its equivalence class consisting of n cyclic shifts and their reverse. Namely, S1 = {[a1 , a2 , . . . , an ], [a2 , a3 , . . . , a1 ], . . . , [an , a1 , . . . , an−1 ]}
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S2 = {[an , an−1 , . . . , a1 ], [an−1 , an−2 , . . . , an ], . . . [a1 , an , . . . , a2 ]} In S1 there is an element of the form σ1 = [1, b1 , . . . , bn−1 ] and then taking its cyclic shift we have σ2 = [b1 , b2 , . . . , bn−1 , 1]. Then σ2 can be read from right to left as an element of S2 , namely σ20 = [1, bn−1 , . . . , b1 ]. Consider the circular permutations τ1 = [b1 , . . . , bn−1 ] and τ2 = [bn−1 , . . . , b1 ]. As before let I1 be the number of inversion in τ1 and I2 be the number of inversion in τ2 . Then I1 + I2 = (n−1)(n−2) . This gives that the minimum of I1 and I2 is bounded 2 (n−1)(n−2) above by b c. 4 Then notice that the number of inversions in σ1 is I1 and the number of inversion in σ20 is I2 . Then we have that the maximum distance for a circular permutation is c.  bounded above by b (n−1)(n−2) 4 For n = 5 this number is 3 as we hoped. For n = 4 the floor of answer there as well.



6 4



is 1, which is the



Example 6. For example, consider the permutation [3, 4, 1, 2, 5]. Cycle this to get [1, 2, 5, 3, 4]. It has 2 inversions the same as [2, 5, 3, 4]. Then σ2 is [2, 5, 3, 4, 1] and σ20 is [1, 4, 3, 5, 2]. This has 4 inversions the same as [4, 3, 5, 2]. Moreover 4 + 2 = 6 = (n−1)(n−2) . 2 This new bound may not always be met of course, but it is significantly better than the known bound. 6. Conclusion We have illustrated how ideas of evolutionary distance between organisms with circular chromosomes may be expressed using a natural generalization of the simple combinatorics behind analogous linear models. It is worth noting that the ideas presented here are among many; sorting circular permutations is not a new area of mathematics. Specifically, affine permutations and Shi length may be used to establish “optimal sorting” numbers equivalent to the inversion number generalization presented in this paper [2]. However, the inversion number approach is widely communicable and requires little advanced mathematics, an important consideration in an interdisciplinary context. References [1] M. Allocca, J. Graham, C. Price, S. Talbott, J. F. Vasquez, “Word Length Perturbations in Certain Symmetric Presentations of Dihedral Groups,” in submission. [2] A. Egri-Nagy, V. Gebhardt, M. Tanaka, A. Francis, “Group-theoretic models of the inversion process in bacterial genomes,” J. Math. Biol., 69 No. 1 (2013), 243-265.
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