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Abstract This paper presents a parallel hybrid exact multi-objective approach which combines two metaheuristics – a genetic algorithm (GA) and a memetic algorithm (MA), with an exact method – a branch and bound (B&B) algorithm. Such approach profits from both the exploration power of the GA, the intensification capability of the MA and the ability of the B&B to provide optimal solutions with proof of optimality. To fully exploit the resources of a computational grid, the hybrid method is parallelized according to three well-known parallel models – the island model for the GA, the multi-start model for the MA and the parallel tree exploration model for the B&B. The obtained method has been experimented and validated on a biobjective flow-shop scheduling problem. The approach allowed to solve exactly for the first time an instance of the problem – 50 jobs on 5 machines. More than 400 processors belonging to 4 different administrative domains have contributed to the resolution process during more than 6 days. Keywords Multi-objective optimization · Hybridization · Parallel computing · Genetic/memetic algorithm · Branch and bound · Flow-shop. Mathematics Subject Classifications (2000) 90C27 · 68M14
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1 Introduction Combinatorial optimization addresses problems for which the resolution consists in finding the optimal configuration(s) among a large finite set of possible configurations. Most of these problems are NP-hard and multi-objective in practice. Their resolution is often performed either with exact or near-optimal methods. The best results have often been provided by hybrid approaches combining both of these different methods [12]. Nevertheless, as the hybridization mechanism is CPU timeconsuming it is not often fully exploited in practice. Indeed, experiments with hybrid algorithms are often stopped before the convergence being reached [1]. Solving large size and time-intensive combinatorial optimization problems with parallel hybrid optimization algorithms requires a large amount of computational resources. Grid computing is recently revealed as a powerful way to harness these resources and efficiently deal with such problems. In this paper, we are interested in a parallel hybrid approach that combines a GA and a MA (including a local search method) to provide the AGMA algorithm [1]. This latter is powerful as it profits from the exploration power of the GA and the intensification capability of the MA. AGMA is then combined with a B&B algorithm to provide a hybrid method which is able to produce efficiently exact solutions to multi-objective problems. Different models have been proposed in the literature for the parallel design and implementation of optimization methods [7]. Three of them are exploited in this paper: the island model, the multi-start model and the parallel exploration of search tree. The island model allows to provide more effective, diversified and robust solutions by delaying the global convergence of the GA. The multi-start model allows the parallelization of the local search phase of the MA algorithm. The parallel exploration of search tree allows to speed up the execution of the B&B algorithm. The proposed approach has been experimented on the Bi-criterion Permutation Flow-Shop Problem (BPFSP) [14]. The problem consists roughly to find a schedule of a set of jobs on a set of machines that minimizes the makespan and the total tardiness. Jobs must be scheduled in the same order on all machines, and each machine can not be simultaneously assigned to two jobs. The parallel hybrid approach has been applied to such problem. The approach allowed to solve exactly for the first time an instance of the problem – 50 jobs on 5 machines. More than 400 processors belonging to four different administrative domains have contributed to the resolution process during more than 6 days. The rest of this paper is organized as follows: Section 2 highlights the major features of multi-objective optimization and presents an overview of GAs, MAs and B&B. Sections 3 and 4 describe the hybridization and parallelization of the combined algorithms respectively. Section 5 formualtes the BPFSP problem and reports the obtained experimental results. The conclusion is drawn in Section 6.



2 Multi-objective Combinatorial Optimization 2.1 Concepts and Definitions A multi-objective optimization problem (MOP) consists generally in optimizing a vector of nb ob j objective functions F(x) = ( f1 (x), . . . , fnb ob j (x)), where x is an
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Fig. 1 Illustration of a MOP



d-dimensional decision vector x = (x1 , . . . , xd ) from some universe called decision space. The space the objective vector belongs to is called the objective space. F can be defined as a cost function from the decision space to the objective space that evaluates the quality of each solution (x1 , . . . , xd ) by assigning it an objective vector (y1 , . . . , ynb ob j ), called the fitness (see Fig. 1). While single-objective optimization problems have a unique optimal solution, a MOP may have a set of solutions known as the Pareto optimal set. The image of this set in the objective space is denoted as Pareto front. For minimization problems, the Pareto concept of MOPs are defined as follows (for maximization problems the definitions are similar): – Pareto Dominance: An objective vector y1 dominates another objective vector y2 if no component of y2 is smaller than the corresponding component of y1 , and at least one component of y1 is greater than its correspondent in y2 i.e.: 



∀k ∈ [1..nb ob j], y1k ≤ y2k ∃k ∈ [1..nb ob j], y1k < y2k



Fig. 2 Example of non-dominated solutions
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– Pareto Optimality: A solution x of the decision space is Pareto optimal if there is no solution x in the decision space for which F(x ) dominates F(x). – Pareto Optimal Set: For a MOP, the Pareto optimal set is the set of Pareto optimal solutions. – Pareto Front: For a MOP, the Pareto front is the image of the Pareto optimal set in the objective space. Graphically, a solution x is Pareto optimal if there is no other solution x such that the point F(x ) is in the dominance cone of F(x). This dominance cone is the box defined by F(x), its projections on the axes and the origin (Fig. 2).



2.2 Resolution Methods In practice, there is a broad range of NP-hard discrete multi-objective optimization problems (MOPs). Basically, two major approaches are often used to tackle these problems: exact methods and metaheuristics. Exact methods allow to find exact solutions but they are impractical for solving large problems as they are extremely time-consuming. Conversely, the use of metaheuristics generally meets the needs of decision makers to efficiently generate “satisfactory” solutions. In this work, we are interested in two metaheuristics GA and MA and one exact method i.e. B&B. 2.2.1 Genetic Algorithms Genetic Algorithms are population-based metaheuristics based on the iterative application of stochastic operators on a population of candidate solutions. At each iteration, individuals are selected from the population, paired and recombined in order to generate new ones which replace other individuals selected from the population either randomly or according to a selection strategy. In the Pareto-oriented multiobjective context, the structure of the GA remains the same as in the single-objective context but some adaptations are required mainly for the evaluation and selection steps. The evaluation phase includes in addition to the computation of a fitness vector (of values associated with the different objectives) the calculation of a global value based on this latter. A new function is thus required to transform the fitness vector into a scalar value defining the quality of the associated individual. Such scalar value is used in other parts of the algorithm particularly the selection phase (ranking). The selection process is often based on two major mechanisms: elitism and sharing. They allow respectively the convergence of the evolution process to the best Pareto front and to maintain some diversity of the potential solutions. The elitism mechanism makes use of a second population called a Pareto archive that stores the different non-dominated solutions generated through the generations. Such archive is updated at each generation and used by the selection process. Indeed, the individuals on which the variation operators are applied are selected either from the Pareto archive, from the population or from both of them at the same time. The sharing operator maintains the diversity on the basis of the similarity degree of each individual compared to the others. The similarity is often defined as the euclidean distance in the objective space.
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2.2.2 Memetic Algorithms Memetic Algorithms have strong similarities with “classical” GAs. They are designed in order to speed up the convergence of GAs, considered to be slower. The principal idea is to include a local search mechanism in the a GA process by replacing one of its genetic operators. For this reason, MAs are often considered as GAs hybridized with a local search. These algorithms are sometimes called genetic local searches. 2.2.3 Branch and Bound Algorithms Branch and Bound Algorithms are based on an implicit enumeration of all the solutions of the considered problem. The solution space is explored by dynamically building a tree whose root node represents the problem being solved and its whole associated search space, the leaf nodes are the possible solutions and the internal nodes are subspaces of the total solution space. The construction of such a tree and its exploration are done by the branching, bounding, selection and elimination operators. The algorithm proceeds in several iterations during which the best found solution is progressively improved. The generated and not yet treated nodes are kept in a list whose initial content is only the root node. The four operators intervene in each iteration of the algorithm. For multi-objective problems, the “best found solution” may be formed by more than a single solution. Consequently, in addition to the subspace list, the algorithm keeps in another list all the obtained Pareto solutions. Unlike the branching and selection operators which can be kept unchanged, the bounding and elimination operators must be adapted to the multi-objective context. Using the dominance rule between vectors instead of a simple comparison between values, and evaluating a subspace according to several objectives instead of a single one are the two main modifications to do in order to adapt B&B algorithms to multi-objective problems.



3 AGMA: A Multi-objective Exact Hybrid Approach In order to take advantage of the benefits brought by various methods, it is often necessary to combine them. Nowadays, hybrid methods allow to obtain the best results on the majority of the academic and practical problems. In our work, we addressed the high level hybridization with the co-evolutionary and relay modes. In the high level hybridization, the internal structure of a method is not modified unlike in the low level, where a resolution method is inserted into another one. In the relay mode, the methods are sequentially executed contrary to the co-evolutionary mode where they are simultaneously executed. A complete presentation of the various modes and levels of hybridization can be found in [12]. In single objective optimization, it is well known that GAs provide better results when they are hybridized with local search algorithms. Indeed, the GA convergence is too slow to be really effective without any cooperation. In [1], a hybrid geneticmemetic algorithm named AGMA that combines GA and an MA has been proposed. In this paper, we do not give the details and parameters of the two algorithms, and if needs be, the reader is referred to [1]. The GA uses mainly two parameters: an
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archive (Pareto front) PO∗ of non-dominated solutions, and a progression ratio P PO∗ of PO∗ . At each generation, these two parameters are updated. If no significant progression is noticed (P PO∗ < α, where α is a fixed threshold), an intensified search process is triggered. The intensification consists in applying MA to the current population during one generation. The application of MA returns a Pareto front  PO∗ that serves to update the Pareto front PO∗ of the GA. MA consists in selecting randomly a set of solutions from the current population of the GA. A crossover operator is then applied to these solutions and new solutions are generated. Among these new solutions only non-dominated ones are maintained  to constitute a new Pareto front PO∗ . A local search is then applied to each solution  of PO∗ to compute its neighborhood. The non-dominated solutions belonging to the  neighborhood are inserted into PO∗ .



3.1 Hybridization of AGMA with B&B The goal of the hybridization with B&B is to exploit the complementary advantages of both AGMA and B&B. Indeed, the AGMA algorithm allows to provide efficiently near-optimal solutions. The B&B algorithm exploits these solutions as lower bounds to eliminate a large number of nodes, and thus to provide more efficiently exact solutions. In this work, we exploited and experimented two high-level hybridization modes: relay and co-evolutionary. In the relay mode, B&B is initialized with the Pareto front provided by AGMA. In the co-evolutionary mode, B&B and AGMA are deployed simultaneously and cooperate by exchanging solutions of their Pareto fronts. In both modes, the role of AGMA is to provide B&B with good solutions in order to eliminate earlier B&B nodes that hold less interesting solutions.



4 A Multi-level Parallelization of the Approach Nowadays, parallel computing is more and more performed on computational grids. These systems exploit resources (processors, memory, etc.) of thousands of computers offering the illusion of an extremely powerful virtual unique computer. They make it possible to solve problem instances which require a very long execution time. A computational grid represents a virtual infrastructure built of a coordinated shared set of computational resources, distributed and heterogeneous, for which there is no centralized administration. One of the major limitations of grid computing environments is that they are well-suited for embarrassingly parallel (e.g. multi-parameter) applications with independent tasks. In this case, no communication is required between the tasks, and thus peers. The deployment of parallel applications needing cross-worker/task communications is not straightforward. The programmer has the burden to manage and control the complex coordination between the workers. To deal with such problem existing middlewares must be extended with a software layer which implements a coordination model. Several interesting coordination models have been proposed in the literature [5, 10]. In this paper, we focus only on two of the most popular of them i.e. Linda [4] and Gamma [6] because the model we proposed in [8] is inspired from these models.
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4.1 The Coordination Model In the Linda model, the coordination is performed through generative communications. Processes share a virtual memory space called a tuple-space (set of tuples). The fundamental data unit, a tuple, is an ordered vector of typed values. Processes communicate by reading, writing, and consuming these tuples. A small set of four simple operations allows highly complex communication and synchronization schemes: – out(tuple): Puts tuple into tuple-space. – in(pattern): Removes a (often the first) tuple matching pattern from tuple-space. – rd(pattern): Is the same as in(pattern), but does not remove the tuple from tuplespace. – eval(expression): Puts expression in tuple-space for evaluation. The evaluation result is a tuple left in tuple-space. Gamma is a multi-set rewriting model inspired by the chemical metaphor which has been proposed as a mean for a high-level description of parallel programs with minimum explicit control. The model uses a set of conditional rewriting rules defined by a pair (R; A), where R is a reaction condition (boolean function on multi-sets of data) and A is a rewriting action (function from multi-sets to multi-sets of data). When a group of molecules satisfies (sub-set of data) the reaction condition, it can be rewritten in the way stated by the corresponding rewriting action. Unlike in Linda, in this model a form of rewriting of tuples exists. It is defined by a consumption and production of tuples. For instance, a Gamma program which computes the maximum element of a non-empty multi-set of integers can be defined as: (Rmax, Amax) with Rmax({x, y}) = true and Amax(x, y) = max(x, y), where max(x, y) returns the maximum between x and y. The above program repeatedly compares pairs of numbers, and each time eliminates the smaller one; the computation terminates when only one number remains in the data space, this number is thus the maximum. A possible execution of the program max on the multi-set {57, 73, 57, -4, 45, 72} can be {73,57,-4,45,72} → {73,-4,45,72} → {73,45,72} → {73,72} → {73}. Many extensions of this model are proposed in [15]. The Gamma model is poorer than Linda as it does not provide neither an equivalent of the function “eval” nor an equivalent of the function “rd”. The “eval” operation is particularly important in a grid environment as it can allow to spawn tasks to be executed on workers. On the other hand, Linda is poorer than Gamma as it does not allow rewriting operations on the tuple space. Due to the high communication delays in a grid system, tuple rewriting is very important as it allows to reduce the number of communications and the synchronization cost. Indeed, in Linda a rewriting operation is performed as an “in” or “rd” operation followed by a local modification and an “out” operation. The operations “in”/“rd” and “out” involve two communications and a heavy synchronization. In Gamma, only one communication is required and the synchronization is easier. To take benefit from the advantages of the two models, we have proposed in [8] a model that couples the Linda model and the Gamma model. Furthermore, the model resulting from the coupling is extended with group operations and non-blocking operations because, as it will be explained, they are very useful for grid multi-objective optimization.
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Designing a coordination model for parallel multi-objective optimization requires the specification of the content of the tuple space, a set of coordination operations and a pattern matching mechanism. The tuple space may be composed of a set of Pareto optimal solutions and their corresponding solutions in the objective space. For the parallel exact multi-objective methods, all the solutions in the tuple space belong to the same Pareto front i.e. the best one found so far. For the parallel island model of the multi-objective meta-heuristics, the tuple space contains a collection of (parts of) Pareto optimal sets deposited by the islands for migration. The mathematical formulation of the tuple space (Pareto Space or PS) is the following:  PS = PO, with PO = {(x, F(x)), x is Pareto optimal} In addition to the operations provided in Linda and Gamma models, the parallel grid multi-objective optimization needs other operations. These operations can be divided in two categories: group operations and non-blocking operations. Group operations are useful to manage multiple Pareto optimal solutions. Non-blocking operations are necessary to take into account the volatile nature of grid systems. In the model proposed in [8], the coordination primitives are defined as follows: – in, rd, out and eval: These operations are the same as those of Linda. – ing(pattern): Withdraws from PS all the solutions matching the specified pattern. – rdg(pattern): Reads from PS a copy of all the solutions matching the specified pattern. – outg(setOfSolutions): Inserts multiple solutions in PS. – update(pattern, expression): Updates all the solutions matching the specified pattern by the solutions resulting from the evaluation of expression. – inIfExist, rdIfExist, ingIfExist and rdgIfExist: These operations have the same syntax than respectively in, rd, ing and rdg but they are non-blocking probe operations. The update operation designates the Gamma operator and is not provided in Linda. It allows to locally update the Pareto space, and so to reduce the communication and synchronization cost. The pattern matching mechanism depends strongly on how the model is implemented, and in particular on how the tuple space is stored and accessed. For instance, if the tuple space is stored in a database the mechanism can be the request mechanism used by the database management system. 4.2 Multi-level Parallelization Lot of work was carried out on the parallelization of the combinatorial optimization methods. From the various adopted parallel approaches, a certain number of models are identified [13, 7, 3]. In our work, three models are exploited - the island model for the GA part of AGMA, the multi-start model for the local search part of MA, and the parallel tree exploration model for the B&B algorithm. 4.2.1 The Island Model The island model is inspired by behaviors observed in the ecological niches. In this model, several evolutionary algorithms are deployed to evolve simultaneously
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various populations of solutions, often called islands. The islands are not independent since solutions are exchanged between them. This exchange aims at delaying the convergence of the evolutionary process and to explore more zones in the solution space. For each island, a migration operator intervenes at the end of each generation. Its role, in particular, consists to decide the appropriateness of operating a migration, to select the population sender of immigrants or the receiver of emigrants, to choose the emigrating solutions and to integrate the immigrant ones. The implementation of the island model using our proposed coordination model for computational grids is based on three types of tuples: island tuples, migration tuples, and fault-tolerance tuples. – Island tuples: At the beginning, a main program puts in the tuple space as many island tuples as islands to be deployed. An island tuple is a tuple process made up of only one field corresponding to an AGMA. An island tuple contains mainly two parameters which are the island number (or AGMA) and the total number of the deployed islands (or AGMAs). The island numbers are distinct values between 1 and the total number of islands. Once put in the tuple space, the island tuples are deployed by the middleware as AGMAs. In addition to the island tuple, two others tuples are assigned to each island - migration and fault-tolerance tuples. Both are data tuples and are used respectively for migration in the island model and for the fault-tolerance mechanism. – Migration tuples: A migration tuple has the form [N, MIGRANT S], where N is the number of a given island and MIGRANT S contains its migrant solutions. This kind of tuples is used for the exchange of migrants between the islands. The exportation is done in two stages. First, Pareto front solutions to be exported are selected, then they are put in the migration tuple associated with the island. The immigration is done according to a migration topology, and the island whose solutions will be imported is selected. – Fault-tolerance tuples: Fault-tolerance can be dealt with either at the application or middleware level. In our approach, both two levels are exploited. At the middleware level, the adopted strategy consists in re-starting from scratch, with the same parameters, on another machine any broken down process tuple. At the application level, the fault-tolerance is ensured using the fault-tolerance tuples. Only one fault-tolerance tuple is assigned to each island having the following structure [N, GENERATION, POPULATION, PARETO]. The four items of the tuple designate respectively the island number, the number of its current generation, its current population and its Pareto front. The islands save regularly their state by updating the fields of their associated fault-tolerance tuple. When an island tuple is launched, its first operation is an attempt to read its fault-tolerance tuples. The existence of this tuple means that the same island number was carried out before, and thus the deployed island is a broken down island restarted by the middleware. In this case the generation number, the population, and Pareto front of the island are updated according to values of the fault-tolerance tuple. Otherwise, the island is deployed with its initial values. 4.2.2 The Multi-start Model The multi-start model consists in simultaneously launching several tasks and gathering their results. This model was exploited for the local search parallelization.
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A local search consists in generating new solutions from the solutions of the MA, to simultaneously explore the neighborhood of these initial solutions, to merge the neighborhood solutions obtained with the initial solution, to keep only the optimal Pareto solutions, to again explore the neighborhood of the kept Pareto solutions and so on. A local search stops when the neighborhood solutions do not improve the initial solutions. A local search is thus a launching of a series of task sets where each task is an exploration of the neighborhood. The deployment of each task set is done according to the multi-start model. Only one type of tuple, called exploration tuple, is used for the implementation of this model. They are process tuples which contain two items - a local search number and a call to the exploration program. This program receives, as arguments, the solutions for which the neighborhoods are visited, and returns back the neighboring solutions. Given the relatively short duration of a neighborhood exploration, no fault-tolerance mechanism is elaborated at the application level. In the case of a machine fault during an exploration process, the middleware ensures its redeployment on another machine with the same parameters. 4.2.3 The Parallel Tree Exploration Model The parallel tree exploration model consists in visiting in parallel different nodes of the sub-trees defining solution subspaces. It means that the branching, selection, bounding and elimination operators are carried out in parallel by different processes exploring these subspaces. In the majority of the B&B parallelization approaches, the work unit is a list of nodes. Either for load balancing, fault-tolerance, scalability, granularity management or termination detection, exchanging lists of nodes on a computational grid is costly in terms of communication and storage. In order to overcome such limit, we have proposed in [9] another approach to describe work units in B&B that minimizes communication and storage costs involved mainly in work distribution and fault tolerance. The proposed approach is based on the parallel tree exploration model with a depth first search strategy. This approach is focused on the list of active nodes. The B&B active nodes are those generated but not yet treated. During a resolution, this list evolves constantly and the algorithm stops once it becomes empty. Any list of active nodes covers a set of tree nodes. This set is made up by all nodes which can be explored from a node of this active list. The principle of the approach is based on the assignment of a number to each node of the tree. The numbers of any set of nodes, covered by a list of active nodes, always form an interval. The approach thus defines a relation of equivalence between the concept of list of active nodes and the concept of interval. The knowledge of the one should make it possible to deduce the other. As its size is reduced, the interval is used for communications and check-pointing, while the list of active nodes is used for exploration. In order to switch from one concept to the other, the approach defines two additional operators: the fold operator and the unfold operator. The fold operator deduces an interval from a list of active nodes, and the unfold operator deduces a list of active nodes from an interval. Fold and unfold operators can be used for the parallelization of the B&B according to different parallel paradigms. In [9], the selected paradigm is the farmer-worker one. In this paradigm, only one host plays the role of the farmer, and all the other
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hosts play the role of a worker. This paradigm is relatively simple to be used. Its major disadvantage is that the farmer can constitute a bottleneck. However, communicating and handling intervals instead of list of active nodes make it possible to reduce the communication costs and the farmer work. This paradigm is thus selected to test the approach. The goal is to show that the approach makes it possible to push the limit of this paradigm as for the bottleneck, and to have thus a more scalable approach. In the adopted farmer–worker approach, the workers host as many B&B processes as they have processors, and the farmer hosts the coordinator. Each B&B process explores an interval of node numbers, and manages the local best solution found. On the other hand, the coordinator keeps a copy of all the not yet explored intervals, and manages the global best solution found. The copies of the intervals are kept in a set, and the global best solution in an other set. Figure 3 gives an example with four B&B processes and a coordinator. In this example, three intervals are being explored, and the fourth one is waiting a B&B process. In addition to balancing the load between B&B processes, other problems must be taken into account. Indeed, the B&B processes make three assumptions about the workers. They suppose that they are likely to break down, not necessary dedicated, and can be behind fire-walls. Consequently, these processes are fault tolerant, are launched according to the cycle stealing model, and exchange their messages according to the pull model. The only assumption of the coordinator about the farmer is that it can fail. The coordinator manages only the possible failures of the farmer. Three types of tuples are used for the deployment of the B&B according to this approach: B&B tuples, work tuples and solution tuples. – B&B tuples: Unlike both other tuples which are data tuples, B&B tuples are process tuples. The deployment of the algorithm is done by deposing as many B&B tuples as B&B processes participating to the computation. As for the island tuples, the middleware is given the responsibility of deploying them on the computational grid. – Work tuples: Work tuples are associated with different intervals. A work tuple has the form [N, X, Y], where N is the identifier of an interval, X its beginning and Y its end. At the beginning, the tuple space is initialized with only one work tuple covering the totality of the tree nodes. It corresponds to the interval [1, weight(root)[. It is given to the first B&B process joining the computation. When a work tuple [Ni ,Xi ,Yi ] explored by a process i resumes (Xi ≥ Yi ) the process i addresses a request to get back work from the tuple space. The tuple space returns back the greatest work tuple not yet allocated, if it exists. Otherwise,



Fig. 3 An example with B&B processes and a coordinator
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the tuple space applies a division operation to the tuple assigned to a process j, ideally corresponding to the biggest interval. Its division results in two tuples [N j,X j,Z ] and [Ni ,Z ,Y j]. The process i obtains the latter work tuple and j keeps the former because it already began its exploration from X j. To avoid the affectation of too fine granularity units, the tuple space uses a threshold below which a tuple is duplicated instead of splitting it. The termination detection is performed in a natural way. Indeed, a tuple [Ni ,Xi ,Yi ] may be withdrawn if Xi ≥ Yi . In this way, the program stops when there are no work tuples in the tuple space. In addition to the load balancing and termination detection, this approach also facilitates the fault-tolerance management. Periodically, each process sends to the tuple space a report of the progress of its work tuple exploration. If [N,X1 ,Y1 ] and [N,X2 ,Y2 ] designate respectively the same work tuple before and during its exploration, the tuple space updates its corresponding interval by applying a tuple fusion reaction which gives the tuple [N,Max(X1 , X2 ),Min(Y1 , Y2 )]. – Solution tuples: A solution tuple consists of two fields representing the solution code and its fitness vector. On these tuples, a withdrawal Pareto reaction is defined. A solution tuple is withdrawn from the tuple space if its fitness vector is dominated by the fitness vector of another solution tuple. This withdrawal reaction ensures that only the Pareto solutions are found in the tuple space. Each new Pareto solution found by either a B&B or an island process will be immediately deposited in the tuple space so that the other processes use it. The B&B processes regularly read all the solution tuples to make it possible to the elimination operator to intervene as soon as possible. Through the use of solution tuples, both hybridization models were designed and implemented in a very simple way. In the relay mode, it is enough to launch the island processes, to stop them once a stopping criterion (evolution progression) indicates that the Pareto solutions do not improve any more, and to make them followed by the B&B processes described previously. When the island processes resume, the tuple space is not emptied of its Pareto solutions, the B&B processes are thus initialized by the Pareto solutions provided by the island processes. In the co-evolutionary mode, the island and B&B processes are launched at the same time. However, when the island model converges, the island processes are replaced by B&B processes in order to fully exploit the power of the grid. As the two process types share the same tuple space, the solutions found by either island or B&B processes are used by the other ones.



5 Application to the Bi-objective Flow-shop Problem 5.1 Problem Formulation The Flow-Shop problem is one of the numerous scheduling multi-objective problems [14] that has received a great attention given its importance in many industrial areas. The problem can be formulated as a set of N jobs J1 , J2 , . . . , J N to be scheduled on M machines. The machines are critical resources as each machine can not be simultaneously assigned to two jobs. Each job Ji is composed of M consecutive tasks ti1 , . . . , tiM , where tij represents the jth task of the job Ji requiring the machine
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m j. To each task tij is associated a processing time pij, and each job Ji must be achieved before a due date di . The problem being tackled here is the Bi-objective Permutation Flow-Shop problem where jobs must be scheduled in the same order on all the machines. Therefore, two objectives have to be minimized: (1) Cmax : Makespan (Total completion time), (2) T: Total tardiness. The task tij being scheduled at time sij, the two objectives can be formulated as follows: f1 = Cmax = Max{siM + piM |i ∈ [1 . . . N]} N f2 = T = [max(0, siM + piM − di )] i=1



5.2 Experimentation The application of the proposed parallel hybrid approach to the Flow-Shop problem has been experimented on one of the instances proposed by [11]. More exactly, it is the second instance generated for problems of 50 jobs on 5 machines in which only the makespan1 is considered. The instance has been extended with the tardiness2 as the second objective. Such instance has never been solved exactly in its bi-objective formulation. Our experimentations allow to solve this instance for the first time. Its exact Pareto front is composed by: (2834, 2770), (2836, 2549), (2837, 2518), (2838, 2345), (2839, 2343), (2840, 2316), (2844, 2285), (2845, 2270), (2848, 2065), (2849, 2058), (2851, 2025), (2857, 2020), (2859, 1980), (2862, 1961), (2865, 1943), (2866, 1891), (2872, 1884), (2876, 1843), (2877, 1838), (2879, 1806) and (2902, 1792).



Table 1 The experimentation computational pool



CPU (GHz)



Domain



Role



Number



P4 3.06 P4 1.70 P4 2.40 P4 2.80 P4 3.00 AMD 1.30 Celeron 2.40 Celeron 0.80 Celeron 2.00 Celeron 2.20 P3 1.20 P4 3.20 P4 1.60 P4 2.00 P4 2.80 P4 2.66 P4 3.00 Total



Polytech’Lille(R) FIL



Farmer



Polytech’Lille(E)



Worker



1 24 48 72 26 14 35 14 8 28 12 12 12 13 45 7 41 412



IUT-A



1 http://www.eivd.ch/ina/Collaborateurs/etd/default.htm 2 http://www.lifl.fr/OPAC/
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Table 2 Execution time obtained with and without hybridization Deployments



Meta. (60 isl.)



B&B



Meta.+B&B



Only Meta. Only B&B. Meta. and B&B in Relay Meta. and B&B in Cooperation



1h43 0 1h43 1h44



0 152h3 116h26 128h40



1h43 152h3 118h9 128h40



The first component of each point is the makespan value and the second is the tardiness one. The proposed parallel hybrid method presented has been experimented according to various parameters. These parameters concern the three parallel models and the two hybridization types. These parameters and their associated values are the following: – Hybridization between the GA and the MA: The default parameters associated to the AGMA in [1] are reused. – Hybridization of the AGMA with the B&B: In either relay or co-evolutionary mode, an island process is stopped if no new Pareto solution is found after 20 minutes. Moreover, in order to fully exploit the computational grid power, a B&B process is deployed in its place. – The parallel island model: The migration operator and the checkpointing mechanism are triggered in each island every 2 min. The exchange of individuals is done according to the random topology. The migrants is the whole Pareto front if it does not contain more than 20 solutions, and only 20 solutions randomly selected from the Pareto front otherwise. – The multi-start model: Each exploration consists in visiting the neighborhood of 11 solutions at the same time. – The parallel tree exploration: The B&B process contacts the tuple space every 3 minutes in order to save the state of its work and to read the solutions deposited by the other island or B&B processes. The experimentation material platform is the computational pool detailed in Table 1. It is made up of over 400 machines distributed across four administrative domains belonging to four education departments of the Université de Lille1 – the two education (E) and research (R) Gigabit Ethernet domains of Polytech’Lille, the 100 MegaBit Ethernet domain of IUT-A and the Gigabit Ethernet domain of



Table 3 Total execution time according to the number of islands



No. of islands



Time (s)



1 10–50 60 70 80 90 100



7,200 7,200 6,231 6,242 6,244 6,247 6,231
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No. of islands



S-metric



1 10 20 30 40 50 60–100



1,086,366 1,123,495 1,123,602 1,123,519 1,123,617 1,123,617 1,123,654(Exact)



the FIL department. These domains are inter-connected by the Gigabit network of the university. The software grid middleware used for implementation is XtremWeb [2]. This latter is a Dispatcher–Worker middleware developed at Université Paris Sud. It is basically dedicated to the deployment of multi-parametric applications. We have extended it with the our Linda-like coordination model to deal with parallel cooperative multi-objective optimization [8]. Table 2 summarizes the results obtained with four different experiments. Each experiment corresponds to one raw in the table. The three last columns report, respectively, the execution time of the two metaheuristics (AGMA), the execution time of the B&B, and their sum. The first experiment (first raw in Table 2) consists in deploying the AGMA algorithm without B&B. A critical parameter of such deployment is the determination of the convenient number of islands. A trade-off between efficiency and
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Fig. 4 The exact obtained Pareto Front
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effectiveness has to be found. To do that a series of experiments have been conducted with different values of such parameter. Tables 3 and 4 illustrate respectively the execution times and S-metric values obtained with the different numbers of islands. The S-metric measures the hyper-volume delimited by a reference point and a Pareto front. It allows to evaluate the quality of a Pareto front provided by an algorithm in terms of convergence and diversity. The results show that 60 islands allow to provide efficiently the best Pareto front. The second experiment (second raw in Table 2) consists in deploying only the B&B processes without any hybridization. As it can be seen in Table 2, the exact Pareto front, plotted in Fig. 4, has been found after more than 152 h (over 6 days) of computation. The last two experiments (raws 3 and 4 in Table 2) concern the hybridization of AGMA with a B&B in the relay and co-evolutionary modes. The objective of the hybridization is to obtain an optimal solution with proof of optimality with the near-optimal solution provided by the AGMA. In both cases, 60 islands are used as it is the right number of islands to provide efficiently effective solutions. Table 2 shows that the relay mode is faster than the co-evolutionary mode. Indeed, the relay deployment resumes after approximately 118 h of computation, while the co-evolutionary one ends ten hours later. Moreover, in both cases the execution is faster than the execution of B&B executed alone. This demonstrate that metaheuristics allow by far to speed up the execution of exact methods.



6 Conclusions and Future Work We have proposed a parallel hybrid combinatorial optimization approach which combines two metaheuristics – a genetic algorithm and a memetic algorithm, and an exact method – a B&B algorithm. In addition to their efficiency in finding the optimal solutions, both metaheuristics bring to the new method their capabilities of exploration and intensification of the search process. On the other hand, the B&B algorithm contributes with its ability to provide optimal solutions. Both metaheuristics are combined in a high level co-evolutionary mode in order to obtain a new hybrid metaheuristic, called AGMA [1]. This latter is combined with the B&B algorithm either in a relay mode or in a co-evolutionary mode in order to build a new exact method. The parallelization of this method on a grid is performed by exploiting three well-known parallel models – the island model for the GA, the multi-start model for the local search part of the MA and the parallel tree exploration model for the B&B algorithm. The implementation of the three parallel models is based on the coordination model proposed in [8]. The method has been experimented on a computational grid composed of more than 400 machines belonging to four distinct domains. The experiments lasted several days allowing to solve a bi-objective permutation flow-shop instance which has never been solved. The experimental results demonstrate the effectiveness of the approach and its efficient mechanisms: load balancing, fault-tolerance, granularity management and termination detection. The analysis of these results raises new interrogations on hybridization and parallel computing. Indeed, regarding hybridization we plan to evaluate the separate contribution of each individual method to the effectiveness. Moreover, it is important to study in the co-evolutionary mode the distribution of resources between the
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two methods: exact methods and metaheuristics. On parallel computing, questions concern the behavior and limits of the method on a larger computational grid and more complex instances. To provide answers to these questions, we plan to use the Grid5000 (http://www.grid5000.fr) experimental grid in the near future. Acknowledgements We would like to thank the technical staffs of the IEEA-FIL, IUT-A and Polytech’Lille for makting their clusters accessible and fully operational.
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