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Combining STRONG with Screening Designs for Large-Scale Simulation Optimization Kuo-Hao Chang Ming-Kai Li Dept. of Industrial Engineering and Engineering Management National Tsing Hua University Hsinchu 30013, Taiwan Hong Wan School of Industrial Engineering Purdue University West Lafayette, IN 47907-2023, USA April 20, 2012 Abstract Simulation optimization has received a great deal of attention over the decades due to its generality and solvability in many practical problems. On the other hand, simulation optimization is well-recognized as a diﬃcult problem, especially when the problem dimensionality grows. STRONG is a newly-developed method built upon the traditional response surface methodology (RSM). Like the traditional RSM, STRONG employs eﬃcient design of experiments and regression analysis, hence it can enjoy computational advantages for higher-dimensional problems. Superior to the traditional RSM that requires human involvements in the search process and is a heuristic algorithm, STRONG is an automated algorithm and has provable convergence guarantee. This paper exploits the structure of STRONG and propose a new framework that combines STRONG with eﬃcient screening designs to enable the solving of large-scale problems, e.g, hundreds of factors. We prove that the new algorithm is convergent. Numerical experiments show that the new framework is capable of handling problems with hundreds of factors and its computational performance is far more satisfactory than other existing approaches. Two illustrative examples are provided at the end to show the viability of the new framework in practical settings. Keywords: STRONG, simulation optimization, large-scale problems, screening designs.
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Introduction



Simulation optimization is concerned with identifying optimal design parameters for a stochastic system, where the objective function is expressed as an expectation of a function of response variables associated with a simulation model. Mathematically, the optimization problem can be written as: minimize g(x), x ∈ Rp , 1



(1)



where g(x) = E[G(x, ω)] is the objective function (e.g., the expected waiting time); G(x, ω) is the response variable, i.e., the stochastic output generated by the simulation model (e.g., the averaged waiting time); ω refers to the stochastic eﬀect of the system, and x is a controllable factor (possibly a vector). Although many real-world problems can be cast in the framework of simulation optimization, three common features in these problems create signiﬁcant challenges for acquiring quality solutions: (1) large number of factors—many practical simulation models include many factors, e.g., hundreds or thousands of factors; (2) complex factor interactions—the interacting relationship among factors is nonlinear, complex and unknown. The only way to estimate it is through Input/Output (I/O) of a simulation model, and (3) randomness—the simulation output is stochastic in nature. The objective function is evaluated with random errors. The goal of this paper is to develop eﬃcient frameworks that are capable of handling practical problems with the above three characteristics simultaneously. We assume the simulation model is a black box; namely, there is no way to obtain a closed-form expression for the objective function, or derive an eﬀective gradient estimator for purposes of optimization. Contemporary methodologies for handling this class of problems include stochastic approximation (SA), response surface methodology and the many metaheuristics (such as genetic algorithms, tabu search and simulated annealing) (Fu, 2002) (Tekin and Sabuncuoglu, 2004). SA (Robbins and Monro, 1951) is one of the most well-known algorithms for simulation optimization. It is a stochastic counterpart of the renowned steepest descent method in (deterministic) nonlinear programming. Depending on how the gradient is estimated in the algorithm, SA has several versions; for example, FDSA (ﬁnite-diﬀerence stochastic approximation) and SPSA (simultaneous perturbation stochastic approximation) correspond to the SA algorithms where ﬁnite-diﬀerence method and simultaneous perturbation method are used to estimate the gradient, respectively (Spall, 2003). The advantages of SA are that the algorithm is easy to understand and implement. Moreover, under appropriate regularity conditions, SA can be proved to converge to the (local) optima (Kushner and Yin, 2010). In spite of these advantages, SA also has several disadvantages. First, the algorithm performance is very sensitive to the gain sequence, i.e., the step size of the algorithm, but the selection of a good gain sequence is never an easy task. Second, SA usually works well for unimodal-structured response surfaces; however, when the response surface is multimodal, the performance is not satisfactory. Response surface methodology (Myers et al., 2009) (RSM) is another method that prevails in 2



the simulation community. Fundamentally, RSM is a metamodelling-based approach that employs a sequential experimentation strategy to build a series of polynomials to approximate the local response surface. The applications of the many well-established statistical tools, such as design of experiments and regression analysis, enables RSM to enjoy considerable computational advantages compared to other approaches, especially when the problem dimensionality grows. However, RSM is essentially a heuristic algorithm—that is, even when inﬁnite computation is allowed, there is no guarantee that the ﬁnal solution will be the true optimal solution of the original problem, which is a serious concern from the computational perspective. Another undesirable feature of RSM is that it requires intensive human involvements in the search process; for example, experimenters are required to deﬁne the region of interest and select an appropriate design for each iteration, which is impractical when the number of iterations is large. Chang et al. (2011a) proposed a new RSM-based algorithm called Stochastic Trust-Region Response Surface Method (STRONG) that introduces the concept of “trust region” developed in Trust Region Method (Conn et al., 2000) to replace the “region of interest” in the traditional RSM. Because the “trust region” is automatically adjusted by the algorithm, the required human involvement in the traditional RSM is eliminated. Furthermore, the concept of “trust region” allows STRONG to be proved to converge to the optimum of the original problem with probability 1, which is never achieved by the traditional RSM. STRONG, although attractive due to its automation property, guaranteed convergence and computational superiority, has some limitations. The main point is that, STRONG employs a central composite design (CCD) (Montgomery, 2009) to ﬁt the second-order model and as a result, when dealing with large-scale problems, the required computational cost is too high to aﬀord. For example, a CCD-based second-order model for problems with 100 factors would require at least 5000 observations, which is not aﬀordable in practical settings. This paper intends to address this issue, extending the applicability of STRONG to large-scale problems that frequently arise in practical environment. One of the examples is the Newsvendor Problem (Shapiro et al., 2009). Many companies in their daily or monthly operations need to determine the ordering quantities of products, under unknown demand, to achieve the minimal total cost. When the type of products is large, for example, hundreds or thousands, and the demand for each product is stochastic and correlated, a simulation-based methodology that can 3



handle large-scale problems is appropriate to apply and ﬁnd the optimal solution. However, most of the existing methods can only deal with small- or medium-scale problems with dozens of factors. For large-scale problems with more than hundreds of factors, either their convergence speed is extremely slow, or they require too much computations and cannot be applied. We propose to combine STRONG with eﬃcient screening designs to handle large-scale problems. We call the new framework STRONG-S, where “S” denote screening designs. The basic idea of our approach is described as follows. For each iteration, we select a subset of factors, among others, that can most inﬂuence the response variable, called important factors. Then, a local model based on these important factors is built and optimized. By iteratively optimizing a series of local models built with diﬀerent factors, it can be shown that this framework can ﬁnally converge to the optimal solution of the original problem. Moreover, because the local model is built with only a subset of factors, it is more amenable to computations. This framework, although looks promising, raises two major challenges. First, the identiﬁcation of factors may be incorrect, i.e., the truly important factor can be identiﬁed as unimportant and vice versa. As a result, the local model may not have suﬃcient ﬁdelity to represent the response surface, causing the algorithm unable to ﬁnd an improved solution. Second, the algorithm can fail to converge because some factors are never selected (and hence are not optimized) due to sampling error. In Sections 2 and 3, we will show how to handle the two issues by employing eﬀective and eﬃcient screening designs. The rest of this paper is organized as follows. In Section 2, we present the main framework of STRONG-S. In Section 3, we discuss the screening designs employed in the STRONG-S. In Section 4, we prove that STRONG-S can converge with probability one. In Section 5, we evaluate the performance of STRONG-S under a variety of scenarios. Finally, in Section 6, we provide two illustrative examples to show the viability of STRONG-S in practical settings. We conclude with future research in Section 7.
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Main Framework



In this section, we provide a schematic representation of the new framework STRONG-S. The detailed algorithm of STRONG-S is provided in Figures 5 and 6 in the appendix. STRONG-S is a metamodel-based framework. The optimization work is done through sequentially building and 4



optimizing a series of metamodels (i.e., local models) within the “trust region,” which represents a region where the local model is “trusted” to well represent the underlying response surface. Speciﬁcally, suppose the current solution is xk and the trust-region radius is ∆k . The trust region is deﬁned as B(xk , ∆k ) , {x ∈ Rp : ∥x − xk ∥ ≤ ∆k }, where ∥ · ∥ denotes the Euclidian norm. In contrast with STRONG where all factors are used when building local models, STRONG-S iteratively selects a subset of (important) factors and builds local models with these selected factors. An optimal solution (called new solution) of the local model, subject to the trust region, is then solved. According to the quality of the new solution, the algorithm updates the size of trust region: if the new solution is satisfactory, the trust region is enlarged; otherwise, the trust region is shrunk or remains the same size. The main framework of STRONG-S consists of an outer loop and an inner loop. There are two stages, Stages I and II, in the outer loop. In Stage I, which is usually employed at early iterations when the algorithm is far from the optimum, STRONG-S constructs and optimizes a ﬁrst-order model; in Stage II, which typically occurs when the ﬁrst-order model is insuﬃcient to represent the response surface, STRONG-S constructs and optimizes a second-order model. In both Stages I and II, the algorithm only uses a ﬁxed number of design points to construct the local models. However, if the constructed local model cannot result in a satisfactory solution in Stage II, the algorithm will initiate the inner loop where more simulation eﬀorts are allocated to construct better second-order models until a satisfactory solution is found. For each iteration, STRONG-S selects Stage I or Stage II based on the size of trust region. If the trust region is large, it implies the solutions found in previous iterations are satisfactory; therefore, a ﬁrst-order model may be suﬃcient to represent the response surface, and the algorithm will select Stage I. On the other hand, if the trust region is small, it implies the solutions found based on ﬁrstorder models are poor; therefore a more complicated model, i.e., a second-order model, becomes necessary, and the algorithm will select Stage II. If the algorithm cannot ﬁnd a satisfactory solution in Stage II, as we mentioned, the inner loop is initiated where some mechanisms are designed and employed to guarantee a satisfactory can be found. More details about the steps of outer loop and inner loop will be presented in Section 2.1 and 2.2, respectively.
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2.1



Outer Loop



Let k denote the iteration counter of outer loop. For each iteration k, STRONG-S conducts the following ﬁve steps: Step 1. Identify the important factors. Step 2. Construct a local model rk (x) around the current solution xk . Step 3. Solve x∗k ∈ argmin{rk (x) : x ∈ B(xk , ∆k )}. Step 4. Simulate several observations at x∗k and estimate g(x∗k ). Step 5. Examine the quality of x∗k and update xk+1 and the size of trust region ∆k+1 . The framework of outer loop, in fact, is composed of screening designs (Step 1) and STRONG (Steps 2-5). In Step 1, STRONG-S identiﬁes the factors that have most inﬂuence on the response variable by employing screening designs, which will be introduced in Section 3 in detail. It is worth noting that what are important factors can vary as the algorithm moves to diﬀerent locations of the parameter space. As an illustrative example, consider a queueing system where there are multiple servers with service rates to be adjusted for achieving maximized throughputs. In this example, servers with high service rates (called group A) are less important than servers with low service rates (called group B), because the adjustment of service rates of group B can make more contributions to throughputs than group A. In Step 2, the local model is constructed with the selected factors. STRONG-S employs fractional factorial design (Resolution III) and CCD to construct ﬁrst- and second-order models in Stage I and II, respectively. In Step 3, an optimal solution based on the constructed local model, subject to the trust region, is solved. When the local model is a second-order model, in general, it is a diﬃcult problem. Fortunately, a suboptimal solution, called Cauchy point, developed in nonlinear programming (Nocedal and Wright, 1999) is suﬃcient for the algorithm to achieve convergence. In Step 4, several observations are sampled at x∗k to estimate g(x∗k ). And in Step 5, the quality of x∗k is examined based on the comparison between x∗k and xk . Speciﬁcally, if the distribution of response variable is known normal, two tests, including ratio-comparison (RC) and suﬃcient-reduction (SR) tests are used to determine whether the new solution should be accepted. If a new solution passes 6



both the RC and SR tests, it implies that the new solution can yield “suﬃcient reductions” to the objective value compared to the current solution. In this case, it is a satisfactory solution and is used to replace the current solution. Otherwise, it is rejected and the algorithm will ﬁnd another solution. Details about Steps 2-5 can see Chang et al. (2011a). It is worth mentioning that, if the distribution of response variable is unknown or is any general distribution rather than normal, STRONG-X (Chang and Wan, 2012) is suggested to replace STRONG. Instead of using the RC and SR tests, STRONG-X employs a diﬀerent testing scheme, which uses RC test alone and requires that the sample size of the center point (i.e., the current solution) follow a developed sample size scheme. In this paper, we are focused on the normal case; however we stress that STRONG-S can achieve convergence when response variables is generallydistributed if STRONG is replaced by STRONG-X in STRONG-S.



2.2



Inner Loop



When the new solution cannot pass the RC or SR tests in Stage II, the inner loop is initiated. To develop eﬀective mechanisms that can help the algorithm to ﬁnd a satisfactory solution, we ﬁrst investigate the reasons as follows: Reason 1. The constructed local model is of poor quality. This is either because some important factors are yet considered or because the number of design points is not suﬃcient to ﬁt a good local model. Reason 2. The response variable is too noisy and as a result, a satisfactory solution is wrongly rejected due to the sampling error. Reason 3. The optimization step is too large. The predicability of the constructed local model is insuﬃcient. We develop the following strategies to address these issues accordingly: Strategy 1. Include more factors and increase the number of design points when building a local model. The aim is to improve the quality of local model. Strategy 2. Increase the number of replications for both the current and new solutions. The aim is to enhance the correctness of the RC and SR tests. 7



Strategy 3. Shrink the trust region. The aim is to restrict the optimization step in a smaller area. Let ki denote the ith inner loop of the k th iteration. The following steps are taken in inner loop: Step 1. Include more important factors and increase the number of design points. Step 2. Construct a local model rki (x) around the current solution xk . Step 3. Solve x∗ki ∈ argmin{rki (x) : x ∈ B(xk , ∆ki )}. Step 4. Simulate more observations at x∗k and x∗ki ; estimate g(x∗k ) and g(x∗ki ). Step 5. Examine the quality of x∗ki . If it is not satisfactory, shrink the trust region. Otherwise, let xk+1 = x∗ki ; update the size of trust region and return to the outer loop. In Step 1, STRONG-S includes more factors and employs more design points in order to result in a local model of better quality. Chang et al. (2011a) proved that, for a suﬃciently small trust region, the gradient of the constructed local model will converge to the true gradient of the underlying response surface when orthogonal designs are employed with suﬃcient design points. Steps 2-5 are similar as the outer loop, except that the iteration counter k is replaced by ki . In Section 4, we will show that STRONG-S can always ﬁnd a satisfactory solution in inner loop, if it is not at a stationary point. This validates that the mechanisms employed in inner loop are indeed eﬀective.
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Eﬃcient Screening Designs



In the literature, many screening strategies have been proposed to identify the important factors, for examples, Trocine and Malone (2000), Trocine and Malone (2001) and Morris (2006). These screening strategies, although useful, are designed for physical experiments. Controlled Sequential Bifurcation (CSB) (Wan et al., 2006), is a new group screening method speciﬁcally designed for stochastic simulation experiments. CSB takes full advantage of sequential nature of simulation experiments and screens a large number of factors in groups: if the group eﬀect is unimportant, all factors in the group are considered unimportant; if the group eﬀect is important, the factors in the group will be split into two smaller subgroups for further testing. The advantages of CSB are that the Type I error, i.e, the probability of an unimportant factor being classiﬁed as important, is controlled; moreover, it requires much less simulation runs compared to traditional screening 8



designs, especially when the number of factors is large and the fraction of important factors is small. A series of further studies have been conducted and several improved versions of CSB are developed, such as CSB-X (Wan et al., 2010), CSFD (Shen and Wan, 2009), and FF-CSB (Sanchez et al., 2009). Among these approaches, CSB-X and CSFD are found to have a complementary relationship, i.e., the advantage of CSB-X is the disadvantage of CSFD and vice versa. Shen et al. (2010) therefore proposed a hybrid method that combines CSB-X and CSFD to enjoy the beneﬁts from both sides. STRONG-S employs fractional factorial designs (Resolution III) to identify the important factors in Stage I and the hybrid method in Stage II and inner loop. The error control of the hybrid method is given as follows. Theorem 1. (Shen et al., 2010) Given a prescreening method and a qualiﬁed testing procedure, the hybrid method guarantees that Pr {Declare eﬀect k important| |βk | ≤ ∆0 } ≤ α, and Pr {Declare eﬀect k important| |βk | ≥ ∆1 } ≥ (1 − ζ)γ, for each eﬀect where α and γ are the user-speciﬁed target Type I Error and power rates and ζ =Pr(a critical eﬀect is not assigned to IMP group), which depends on the prescreening procedure. Theorem 1 guarantees that the probability that an unimportant factor is misclassiﬁed as important is less than a user-speciﬁed α. This allows for computational gains for STRONG-S when handling large-scale problems.



3.1



Screening Designs for Stages I and II



The screening designs employed in Stage I are fractional factorial designs (Resolution III), where the main eﬀects can be estimated simultaneously and the important factors can be identiﬁed. In Stage II, STRONG-S employs the hybrid method to identify the important factors. The general framework of the hybrid method is presented in Figure 1. Details about the hybrid method can be found in Shen et al. (2010). In Phase 1, the hybrid method performs the prescreening procedure to obtain the eﬀect estimate of each factor and determine whether CSB-X or CSFD should be used 9



for further testing based on the eﬀect estimates. In Phase 2, CSB-X and CSFD are performed separately based on the assignment of Phase 1. Two values, ∆0 and ∆1 , corresponding to the eﬀect thresholds of important and unimportant factors, need to be determined. Speciﬁcally, if the eﬀect of one factor is less than ∆0 , the factor is considered unimportant; on the other hand, if the eﬀect is greater than ∆1 , the factor is considered important. Note that, the choice of ∆1 and ∆0 will result in diﬀerent numbers of important factors being selected. For example, if a large value of ∆1 is chosen, fewer factors will be identiﬁed as important. Similarly, if a large value of ∆0 is chosen, more factors will be identiﬁed as unimportant. The determination of ∆0 and ∆1 , however, is not an easy task. This is attributed to that the factor eﬀect can change as the algorithm moves to diﬀerent locations and moreover, the true eﬀect is unknown and can only be estimated. Let the eﬀect estimate of p factors be τˆj , j = 1, 2, . . . , p. In Stage II, we propose to select ∆0 and ∆1 as follows: ∆0 = max{0, mean(|ˆ τj |) − s ∗ std(|ˆ τj |)} and ∆1 = max{0, mean(|ˆ τj |) + κ ∗ std(|ˆ τj |)},



(2)



where mean(|ˆ τj |) and std(|ˆ τj |) correspond to the mean and standard deviation of the absolute values of eﬀect estimates, respectively; s and κ are constants selected by users, e.g., s = 0.5, and κ = 1.5. In light of Equation (2), if κ = 1.5, roughly 7% factors are selected as important. Note that Equation (2) allows the eﬀect thresholds being determined based on the distribution of eﬀect estimates. Also, since the eﬀect τˆj , j = 1, 2, . . . , p can change iteration by iteration, so are the important factors.
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Figure 1: The hybrid method.



3.2



Screening Designs for Inner Loop



In inner loop, like Stage II, STRONG-S utilizes the hybrid method to identify the important factors. However, inner loop requires to include more factors for purpose of enhancing the quality of local model, as a means to ﬁnally result in a satisfactory solution. We propose to select ∆0 and ∆1 as follows: ∆0 = max{0, mean(|ˆ τj |) − si ∗ std(|ˆ τj |)} and ∆1 = max{0, mean(|ˆ τj |) + κi ∗ std(|ˆ τj |)},



(3)



where i refers to the counter of inner loop, si is an increasing sequence and κi is a decreasing sequence. For example, we can let si = s · 1.1i and κi = κ · 0.9i where s and κ are constants selected in Stage II. This selection makes ∆0 , ∆1 → 0 as i → ∞ and ∆0 < ∆1 for all i. Consequently, as the number of inner loop increases, more factors will be identiﬁed as important, as desired.



4



Convergence Analysis



To show that STRONG-S can achieve convergence, we need a few assumptions. Let G1 (x), . . . , Gn (x) denote independent and identically distributed (i.i.d.) random variables of G(x). Further let the average 11



1∑ Gi (x). n n



G(x, n) =



(4)



i=1



In outer loop, STRONG-S estimates the function values of the current and new solutions, gbk (xk ) and gbk (x∗k ), by G(xk , Nk ) and G(x∗k , Nk ), respectively. In inner loop, the estimation of the function values are the same as outer loop, except that k is replaced by ki . In Assumption 1, ∇g(x) and H(x) denote the gradient and Hessian at x. Assumption 1. The objective function g(x) is bounded below, twice diﬀerentiable, and there exist two positive constants, α1 and β1 , such that the gradient ∥∇g(x)∥ ≤ α1 and the Hessian ∥H(x)∥ ≤ β1 , for all x ∈ Rp . b m (x) Assumption 1 requires that g(x) has uniformly bounded gradient and Hessian. Let ∇g denote the gradient estimator with sample size m. Assumption 2. The estimators of g(x) and ∇g(x) satisfy supx∈Rp G(x, n) − g(x) → 0 w.p.1 as 



b



n → ∞ and supx∈Rp ∇gm (x) − ∇g(x) → 0 w.p.1 as m → ∞. b m (x) follow Uniform Law of Large Numbers Assumption 2 requires that both G(x, n) and ∇g (ULLN). Chang et al. (2011a) provided a DOE-based strongly consistent gradient estimator, which can be shown to satisfy Assumption 2 if some conditions given in Andrews (1992) are satisﬁed. In addition to the black-box estimation, if the problem is a white-box type, i.e., a uniformly consistent gradient estimation can be derived by, for example, IPA or LR/SF (Fu, 2006), STRONG-S can also accommodate these gradient estimators and improve the computational eﬃciency. Theorem 2. Suppose that Assumptions 1 and 2 hold. Then, for any xk ∈ Rp and given k, if ∥∇g(xk )∥ > 0, STRONG-S can always ﬁnd a new satisfactory solution in iteration k. In Theorem 2, we show that the algorithm can always ﬁnd a satisfactory solution and thus will never get stuck at a nonoptimal solution. The proof is given in the appendix. Theorem 3. If STRONG-S has inﬁnitely many successful iterations, then lim inf k→∞ ∥∇g(xk )∥ = 0 w.p.1. Theorem 3 assures that STRONG-S can achieve convergence. The proof of Theorem 3 is similar as STRONG, thus is skipped here. 12



5



Numerical Experiment



In this section, we use a variety of scenarios to evaluate the performance of STRONG-S. Speciﬁcally, 60 scenarios, constituted by 5 types of test functions, 3 types of problem dimensions, 2 types of variances and 2 types of fractions of important factors are created. The performance of three competing algorithms, STRONG-S, Simultaneous Perturbation Stochastic Approximation (SPSA) and the modiﬁed Nelder-Mead method (MNM), under 60 scenarios are compared. SPSA is a widely-used algorithm and is renowned for the advantage of requiring only two observations for gradient estimation, regardless of problem dimensions (Spall, 2003). Nelder-Mead simplex method (NM) is originally a direct-search-based heuristic method for deterministic nonlinear optimization but later evolved to be a stochastic optimization algorithm when proper modiﬁcations are employed (Barton and Ivey, 1996).



5.1



Test Problems



The test problem is composed of a deterministic function with added noise, i.e., G(x) = g(x) + ϵx . For each test problem, we consider three types of dimensionality: 100D, 200D and 500D. The added noise ϵx is generated from N (0, σ 2 (x)) with two types of variances: ﬁxed (σ(x) = 100) and varying (σ(x) = 0.1 · g(x)). Note that in the latter setting, when the initial solution is selected far from the true optima, the function value g(x) will be large and the response variable becomes grossly noisy. This allows us to test the stability of algorithms. Two types of fractions of important factors are considered: 5% and 100%. As stated in Montgomery (2009), “in real world, most systems are dominated by some of the main eﬀects and loworder interactions, and most high-order interactions are negligible” (so-called sparsity of eﬀects principle). Thus, we use the 5% setting to represent the problems where sparsity of eﬀects principle holds and use the 100% setting to represent the case where all factors matter. Five types of test functions are used. The ﬁrst type is the quadratic function: p ∑ g(x) = (xi − 1)2 , i=1



The second to ﬁve types of functions are selected from literature in nonlinear optimization (More et al., 1981). They are considered diﬃcult problems even in deterministic settings. Speciﬁcally, the
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second one is the extended Rosenbrock function, g(x) =



p−1 ∑



[100(xi − x2i+1 )2 + (1 − xi )2 ].



(5)



i=1



Note that the “extended” Rosenbrock function is diﬀerent from the standard Rosenbrock function in its functional form and the number of optimal solutions. The standard Rosenbrock function is a unimodal function, but the extended Rosenbrock function is a multimodal function when dimensionality is greater than or equal to 4 (Shang and Qiu, 2006). The third type is the Freudenstein and Roth function: g(x) =



p/2 ∑



[−13 + x2i−1 + ((5 − x2i )x2i − 2)x2i ]2 + [−29 + x2i−1 + ((x2i + 1)x2i − 14)x2i ]2 ,



i=1



which is also a multimodal function (More et al., 1981). The fourth type is the Powell badly scaled function, g(x) =



p−1 ∑



[104 xi xi+1 − 1]2 + [exp(−xi ) + exp(−xi+1 ) − 1.0001]2 ,



(6)



i=1



and the ﬁfth type is the Beale function, g(x) =



p/2 ∑



[1.5 − x2i−1 (1 − x2i )]2 + [2.25 − x2i−1 (1 − x22i )]2 + [2.625 − x2i−1 (1 − x32i )]2 .



(7)



i=1



5.2



Performance Measure



We randomly select the initial solution because of the consideration that in practice users usually have no knowledge about the location of optimum. We use “Optimality Gap” (OG), deﬁned as below, to evaluate the performance of algorithm: g(x∗k ) − g(x∗ ) , g(x0 ) − g(x∗ ) where x0 , x∗ , and x∗k correspond to the initial solution, the true optima of the underlying response surface and the best solution before the algorithm terminates, respectively. When the test function has more than one local optimum, x∗ is deﬁned as the the local optimum that is closest to the solution that the running algorithm produces. The “OG” measures the percentage that the “distance” that the running algorithm has not achieved relative to the initial total “distance.” When it is close to zero, the algorithm is close the optima; on the other hand, when it is close to one or even greater than one, the algorithm diverges. Note that when the initial solution is randomly 14



selected, a relative performance measure, such as OG, makes more sense than an absolute performance measure, such as the true function value, because the algorithm can obtain a good absolute performance simply because of “good luck,” i.e., the initial solution is selected close to the true optima. We run 20 macroreplications for each algorithm (STRONG-S, SPSA and MNM) for 60 scenarios. For each macroreplication, the algorithm is terminated after 8000 observations are exhausted, except for the 200D and 500D problems with the varying variance setting, where 20,000 and 100,000 observations are given, respectively. We report the performance measure as well as the associated standard deviation (given in the parenthesis). When there is at least one macroreplication that fails to converge, i.e., OG≥ 1, we report the ratio of successful macroreplications.



5.3



Results



Tables 1-4 show the results produced by three competing algorithms under 60 scenarios. Overall speaking, STRONG-S is remarkably successful, giving results that are much better than the other two algorithms in most of the test problems. By contrast, SPSA works well only for the quadratic function—an unimodal function—under the setting of ﬁxed variance. For multimodal functions, as observed in Chang et al. (2011a), SPSA is sensitive to the initial solution and can fail to converge if the initial solution is selected far from the true optimum. MNM, on the other hand, have satisfactory performance for low-variance problems. When the response surface is grossly noisy, however, the performance of MNM is appalling. This is because MNM determines the moving direction based on the rank of a set of solutions. When the variance is high, the random error can corrupt the relative ranks of solutions, leading the algorithm to an incorrect direction and ﬁnally causing failure of convergence. Further, because the group screening designs employed in Stage II and inner loop are more computational eﬃcient when sparsity of eﬀects principle holds, to evaluate the computational gains, we compare the performance of STRONG-S under diﬀerent fractions of important factors, 5% and 100%. We use the extended Rosebrock function as the test function and run STRONG-S for 100-, 200- and 500-dimensional problems with ﬁxed and varying variances. Figure 2 shows that STRONG-S obtains substantial computational gains when the fraction of important factors is low. Moreover, the computational gains, i.e., the gap between the trajectories of 5% and 100%, are
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increasing as the problem dimension grows, especially in the setting of varying variance. This validates that the group screening designs can signiﬁcantly reduce the required computations in the scenario that sparsity of eﬀects principle holds. Table 1: Performance comparison for problems with ﬁxed variance and 5% important factors.



Quadratic 100D 200D 500D Rosenbrock 100D 200D 500D Freudenstein and Roth 100D 200D 500D Powell badly scaled 100D 200D 500D Beale 100D 200D 500D



STRONG-S



Competing Algorithms SPSA



MNM



2.16E-03(4.13E-04) 1.95E-02(1.76E-03) 5.74E-01(4.26E-05)



2.83E-02(4.18E-03) 3.22E-02(4.22E-03) 4.40E-02(4.35E-03)



3.81E-02(6.44E-02) 1.88E-01(6.18E-02) 6.93E-01(2.53E-02)



2.46E-05(6.95E-21) 2.54E-05(1.48E-08) 2.55E-01(1.71E-09)



(0%) (0%) (0%)



5.96E-02(2.80E-02) 1.47E-01(4.09E-02) 5.63E-01(4.42E-02)



3.89E-06(4.44E-07) 5.78E-06(7.25E-09) 1.46E-01(1.09E-10)



(0%) (0%) (0%)



4.72E-02(5.62E-02) 1.29E-01(4.26E-02) 4.24E-01(5.24E-02)



1.25E-05(3.55E-14) 1.08E-02(1.28E-13) 4.23E-01(3.99E-15)



(0%) (0%) (0%)



1.02E-06(1.40E-06) 3.85E-05(5.60E-05) 4.74E-03(1.62E-03)



1.07E-08(4.25E-13) 1.22E-06(4.27E-12) 1.92E-01(2.89E-12)



(0%) (0%) (0%)



3.09E-03(1.30E-02) 6.67E-03(4.33E-03) 3.00E-01(4.61E-02)
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Table 2: Performance comparison for problems with varying variance and 5% important factors.



STRONG-S Quadratic 100D 200D 500D Rosenbrock function 100D 200D 500D Freudenstein and Roth 100D 200D 500D Powell badly scaled 100D 200D 500D Beale 100D 200D 500D



Competing Algorithms SPSA



MNM



5.56E-01(1.20E-02) 8.11E-01(6.84E-02) 8.57E-01(1.14E-16)



(25%) (10%) (0%)



(60%) (50%) (75%)



3.87E-05(1.39E-20) 1.61E-01(1.28E-01) 4.20E-01(5.13E-02)



(0%) (0%) (0%)



(75%) (65%) (75%)



3.50E-06(2.60E-07) 4.06E-06(6.47E-08) 2.36E-01(5.57E-02)



(0%) (0%) (0%)



(55%) (75%) 3.37E-01(3.67E-01)



2.15E-01(1.92E-03) 4.94E-01(1.17E-01) 6.55E-01(1.14E-16)



(0%) (0%) (0%)



(95%) (90%) (90%)



1.88E-08(3.39E-24) 5.00E-08(6.83E-09) 1.72E-01(2.85E-17)



(0%) (0%) (0%)



(60%) (65%) (80%)



Table 3: Performance comparison for problems with ﬁxed variance and 100% important factors.



Quadratic 100D 200D 500D Rosenbrock function 100D 200D 500D Freudenstein and Roth 100D 200D 500D Powell badly scaled 100D 200D 500D Beale 100D 200D 500D



STRONG-S



Competing Algorithms SPSA



MNM



1.77E-04(4.09E-05) 3.72E-04(2.74E-05) 6.80E-01(4.40E-07)



6.66E-04(9.88E-05) 7.11E-04(8.59E-05) 8.32E-03(9.31E-04)



3.31E-02(4.49E-02) 1.93E-01(4.43E-02) 7.71E-01(1.02E-02)



1.53E-05(3.48E-21) 1.94E-04(1.17E-08) 2.95E-01(5.49E-11)



(0%) (0%) (0%)



5.36E-02(3.43E-02) 1.53E-01(3.54E-02) 6.36E-01(2.62E-02)



3.46E-06(4.35E-22) 3.13E-06(1.96E-12) 1.65E-01(5.20E-14)



(0%) (0%) (0%)



6.07E-02(4.46E-02) 1.22E-01(4.27E-02) 4.76E-01(2.55E-02)



1.91E-05(6.30E-15) 5.43E-03(5.93E-14) 5.01E-01(6.38E-16)



(0%) (0%) (0%)



9.67E-07(1.54E-06) 4.43E-05(4.53E-05) 4.82E-03(1.19E-03)



1.13E-08(5.09E-24) 17 3.54E-08(4.10E-13) 2.26E-01(5.17E-13)



(0%) (0%) (0%)



2.32E-03(7.66E-03) 1.50E-02(2.47E-02) 3.71E-01(3.19E-02)



Table 4: Performance comparison for problems with varying variance and 100% important factors. Competing Algorithms STRONG-S SPSA Quadratic 100D 200D 500D Rosenbrock function 100D 200D 500D Freudenstein and Roth 100D 200D 500D Powell badly scaled 100D 200D 500D Beale 100D 200D 500D



MNM



8.14E-01(2.28E-16) 9.47E-01(2.74E-02) 9.74E-01(3.69E-03)



(5%) (0%) (0%)



(70%) (70%) (80%)



2.45E-05(8.68E-07) 5.71E-01(1.27E-01) 6.98E-01(1.14E-16)



(0%) (0%) (0%)



(85%) (70%) (80%)



4.04E-06(8.69E-22) 4.61E-06(8.69E-22) 4.72E-01(1.14E-16)



(0%) (0%) (0%)



(80%) (85%) (85%)



3.05E-01(0.00E+00) 6.87E-01(1.12E-01) 8.44E-01(1.14E-16)



(0%) (0%) (0%)



(95%) (95%) 4.52E-03(1.95E-02)



1.70E-08(6.79E-24) 1.52E-08(6.79E-24) 3.78E-01(1.71E-16)



(0%) (0%) (0%)



(70%) (70%) (70%)
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Figure 2: Comparing the performance of STRONG-S between low and high fractions of important factors.
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Two Illustrative Examples



In this section, we apply the developed STRONG-S algorithm to solve two practical problems. The ﬁrst problem is the Newsvendor problem, where a closed-form optimal solution is available and the second problem is the Multiproduct Assembly problem, where there exists no closed-form optimal solution. Both problems are obtained from Shapiro et al. (2009).
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6.1



The Newsvendor Problem



The determination of optimal ordering quantity faced by many companies in their daily operations can be characterized by the Newsvendor Problem. Speciﬁcally, the problem is to determine the ordering quantity x = (x1 , x2 , ...xp ) of a variety of products to satisfy the demand d = (d1 , d2 . . . , dp ). Let the cost of order be c = (c1 , c2 , . . . , cp ) > 0 per unit. If the demand is larger than the ordering quantity, the company makes an additional order with the unit price bp ≥ 0 if dp > xp and is 0 otherwise. On the other hand, if dp < xp , then a holding cost of hp (xp − dp ) ≥ 0 is incurred. Let b = (b1 , b2 , . . . , bp ) and assume that b > c, i.e., the backorder penalty cost is larger than the ordering cost. The total cost is then equal to G(x, d) = max{(c − b)x + bd, (c + h)x − hd}.



(8)



Now suppose the ordering decision should be made before the demand becomes known and the demand is viewed as a random variable. We use capital D to denote the random variable. Suppose the probability distribution D is known. Our goal is to choose the ordering quantity x that can minimize the expected total cost: min g(x) = E[G(x, D)].



(9)



x≥0



Let H(x) := Pr(D ≤ x) be the cumulative distribution function of the random variable demand D. The optimal solution of problem (9) can be derived as: x∗ = H −1 (κ) with κ =



b−c . b+h



(10)



For evaluation purposes, we now use STRONG-S to solve the problem and benchmark with the true optimum as given in Equation (10). Our numerical evaluation uses the following settings: p = 200, c = [1, 2, 3, . . . 200], b = [3, 6, 9, . . . , 600], h = [4, 8, 12, . . . , 1200] and D ∼ Nor(4, 0.25). Note that based on this setting, the Newsvendor Problem has 200 products with ordering quantities needing to be determined. We run STRONG-S 20 times and the results are similar. Figure 3 is one typical sample path, which shows that STRONG-S can converge in less than 6000 observations.
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Figure 3: Performance of STRONG-S when solving the Newsvendor Problem.



6.2



The Multiproduct Assembly Problem



Suppose a manufacturer produces n products; m diﬀerent parts are needed to be ordered from third-party suppliers. A unit of product i requires aij units of part j, where i = 1, . . . , n and j = 1, . . . , m. The demand for the products is a random vector D = (D1 , . . . , Dn ). Before the demand is materialized, the manufacturer needs to preorder the parts from the supplier at a cost of cj per unit of part j. After the demand is observed, the manufacturer may decide which portion of the demand is to be satisﬁed, so that the available numbers of parts will not be exceeded. It costs additionally li to satisfy a unit of demand for product i, and the unit selling price of this product is qi . The parts not used have salvage values sj < cj and the unsatisﬁed demand is lost. Let the number of parts ordered be xj , j = 1, . . . m. After the demand D becomes known, we need to determine how much of each product to make. Let zi , i = 1, . . . , n and yj , j = 1, . . . , m denote the numbers of units produced and the numbers of parts left in inventory, respectively. Let d = (d1 , . . . , dn ) denote one particular realization of D. Introducing the matrix A with entries aij , the best production plan can be obtained by solving the following linear programming problem (expressed in matrix form):



min (l − q)T z − sT y z,y



s.t. y = x − AT z, 0 ≤ z ≤ d, y ≥ 0. 21



(11)



Let Q(x, D) denote the optimal value of problem (11). The quantities of parts to be ordered can be determined from the following optimization problem: min cT x + E [Q(x, D)] ,



(12)



x≥0



where the expectation is taken with respect to the probability distribution of the random demand vector D. Note that this problem is an example of a two-stage stochastic programming problem. The ﬁrst stage is to determine the ordering quantity while the second stage is to determine the production plan. Due the complexity of the problem, no closed-form optimal solution exists. One way to deal with the problem is to treat E [Q(x, D)] as a black and apply simulation optimization algorithms. The stochastic response Q(x, D) can be obtained by evaluating the objective value of problem (11) where one realization d is generated and plugged. We apply STRONG-S to solve the problem. The problem settings are given in Table 5. Based on the settings, the problem has 200 parts whose ordering quantities need to be determined. Figure 4 represents a typical sample path of STRONG-S. Clearly, the algorithm can converge with around 7000 observations. Table 5: Problem settings Parameter Setting



m 200



n 100



aij ∼ Unif(0, 10)



5



1.8



cj 50



dj ∼ Unif(0, 5)



li ∼ Unif(20, 30)



qi ∼ Unif(200, 300)
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Figure 4: Performance of STRONG-S when solving the Multiproduct Assembly Problem
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Conclusion



In this paper, we proposed a new framework STRONG-S that combined STRONG with eﬃcient screening designs for handling large-scale simulation optimization problems. STRONG-S possesses nice convergence guarantee. Our extensive numerical evaluations show that STRONG-S can eﬃciently handle problems with hundreds of factors and its computational performance is far more satisfactory compared to other existing algorithms, especially when the fraction of important factors is low. Two illustrative examples validate the viability of STRONG-S in practical problems. Two extensions of this research are possible. First, STRONG-S is currently focused on unconstrained problems. In practice, however, many problems can have either soft and/or hard constraints. It is of interest to extend the framework of STRONG-S to handle constrained problems. Second, more eﬃcient experimental designs, as well as the variance reduction techniques, that can improve the computational eﬃciency of STRONG-S should also be investigated.
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Appendix



8.1



The STRONG-S Algorithm



The main framework of STRONG is provided in Figure 1, and the details of Stages I and II and inner loops are provided in Figure 6. Step 0. Set the iteration count k = 0. Select an initial solution x0 , initial sample size of the center point ˜ satisfying n0 and of the gradient estimator m0 , initial trust region size ∆0 , the switch threshold ∆ ˜ ∆0 > ∆ > 0, and constants η0 , η1 , γ1 , and γ2 satisfying 0 < η0 < η1 < 1 and 0 < γ1 < 1 < γ2 . ˜ go to Stage I ; otherwise, go to Stage II. Step 1. Let k = k + 1. If ∆k > ∆, Step 2. If the termination criterion is satisﬁed, stop and return the solution. Otherwise, go to Step 1.



Figure 5: STRONG-S-Main Framework



8.2



Proof of Theorem 2



Proof. First note that what diﬀers STRONG and STRONG-S is that STRONG-S employs group screening designs to identify the important factors. Without loss of generality, we can assume the worst case that the selected factors are incorrect and STRONG-S cannot ﬁnd a satisfactory solution. According to the framework of STRONG-S, in this case, STRONG-S will continue to iterate in inner loop and include more factors by updating ∆0 and ∆1 as follows: ∆0 = max{0, mean(|ˆ τj |) − si ∗ std(|ˆ τj |)} and ∆1 = max{0, mean(|ˆ τj |) + κi ∗ std(|ˆ τj |)},



(13)



In Equation (13), it can be observed that as i → ∞, both ∆0 and ∆1 → 0. In other words, eventually all factors will be selected, and in which case STRONG-S will converge to STRONG. Since Lemma 4 of Chang et al. (2011a) has been proved that STRONG can always ﬁnd a satisfactory solution, as long as it is not currently at a stationary point, the conclusion of Theorem 2 follows.
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Stage I. First-order polynomial (for kth iteration) 1. Identify the important factors by performing fractional factorial designs (Resolution III). 2. Build a ﬁrst-order polynomial based on the selected factors. 3. Solve the subproblem and obtain a new solution x∗k . 4. Take n0 replications at the new solution x∗k . 5. Conduct the ratio comparison and suﬃcient reduction tests and update the size of trust region. • if ρk < η0 , let xk+1 = xk , ∆k+1 = γ1 ∆k and return to Step 1 in the main framework. • if η0 ≤ ρk < η1 , perform the suﬃcient reduction test with Type I error αk . If the test is passed, let xk+1 = x∗k and ∆k+1 = ∆k , and return to Step 1 in the main framework. Otherwise, let xk+1 = xk , ∆k+1 = γ1 ∆k and return to Step 1 in the main framework. • if ρk ≥ η1 , perform the suﬃcient reduction test with Type I error αk . If the test is passed, let xk+1 = x∗k and ∆k+1 = γ2 ∆k , and return to Step 1 in the main framework. Otherwise, let xk+1 = xk , ∆k+1 = γ1 ∆k and return to Step 1 in the main framework. Stage II. Second-order polynomial (for kth iteration) 1. Identify the important factors by performing group screening designs (the hybrid method). 2. Build a second-order polynomial based on the selected factors. 3. Solve the subproblem and obtain a new solution x∗k . 4. Take n0 replications at the new solution x∗k . 5. Conduct the ratio comparison and suﬃcient reduction tests and update the size of trust region. • if ρk < η0 , go to inner loop. • if η0 ≤ ρk < η1 , perform the suﬃcient reduction test with Type I error αk . If the test is passed, let xk+1 = x∗k and ∆k+1 = ∆k , and return to Step 1 in the main framework. Otherwise, go to inner loop. • if ρk ≥ η1 , perform the suﬃcient reduction test with Type I error αk . If the test is passed, let xk+1 = x∗k and ∆k+1 = γ2 ∆k , and return to Step 1 in the main framework. Otherwise, go to inner loop. Inner Loop (for ith loop in kth iteration) 1. Set subiteration count i = 0. Let nk0 = n0 , mk0 = m0 , and ∆k0 = ∆k . 2. Let i = i + 1. Increase the sample sizes for the current and new solutions as Section 3.4 of Chang et al. (2011a) describes. 3. Include more factors and increase the sample size of the gradient estimator as Section 3.4 of Chang et al. (2011a) describes. 4. Build a second-order polynomial based on the selected factors. 5. Solve the subproblem and obtain a new solution x∗ki . 6. Conduct the ratio comparison and suﬃcient reduction tests and update the size of trust region. • if ρki < η0 , let ∆ki+1 = γ1 ∆ki , and go back to Step 2 in inner loop. • if η0 < ρki < η1 , perform the suﬃcient reduction test with Type I error αk . If the test is passed, let xk+1 = x∗ki and ∆k+1 = ∆k , and return to Step 1 in the main framework. Otherwise, go back to Step 2 in inner loop. • if ρki > η1 , perform the suﬃcient reduction test for x∗ki with Type I error αk . If the test is passed, let xk+1 = x∗ki and ∆k+1 = γ2 ∆k , and return to Step 1 in the main framework. Otherwise, go back to Step 2 in inner loop.



27 Figure 6: STRONG-S algorithm
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