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Abstract A prominent feature of the Kiyotaki and Wright (1989) model of commodity money is the multiplicity of dynamic equilibria. We show that the frequency of search is strongly related to the extent of multiplicity. Holding fixed the average number of meetings in a given unit of time, we vary the frequency of search by altering the interval between search opportunities. To isolate the role of frequency of search in generating multiplicity, we focus on symmetric dynamic equilibria in a symmetric environment, a class for which we can sharply characterize several features of the set of equilibria. For any finite frequency of search this class retains much of the multiplicity, but when agents search continuously there is a unique dynamic equilibrium. For each frequency we are able to characterize the entire set of equilibrium payoffs, strategies played, and dynamic paths of the state variables consistent with equilibrium. Indexed by any of these features, the set of equilibria converges uniformly to the equilibrium of the continuous search limit. We conclude that when search is frequent, the unique limiting equilibrium is a good approximation to any of the more exotic equilibria. JEL classification: E00, E40, D83, C73. Keywords: Commodity Money, Search, Multiple Equilibria, Sunspots.
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Introduction



A fundamental question in monetary economics is what patterns of trade are consistent with different monetary models. Characterizing equilibria of these models is essential to analyzing and differentiating among them. While multiplicity is in some sense a natural feature of monetary models, it limits our ability to distinguish among models and to make sharp predictions. We explore a source of multiplicity in the Kiyotaki and Wright (1989) model of commodity money. This seminal contribution introduced a search theoretic model of commodity money in which goods can function as a medium of exchange, sparking a voluminous literature exploring the microfoundations of money. Kehoe, Kiyotaki, and Wright (1993) extended the original model to allow mixed strategies and dynamics and showed that the model features a large multiplicity of dynamic equilibria that includes cycles, sunspots, and other non-Markovian equilibria. We show that despite this multiplicity, when search is frequent, we can sharply characterize features common to all equilibria. We first demonstrate a tight connection between the extent of multiplicity and the frequency of search. We adapt the model parameters so that one can vary the frequency of search without altering other features of the economy such as the frequency of actually meeting trading partners in a given unit of time. In other words, with increased frequency of search, there are more points on the timeline in which it is possible for an individual to encounter another trader, although at each of those points the agent is less likely to find a potential trading partner. Consequently, the average number of times an agent finds a potential trading partner in a fixed unit of time, say a year, remains constant across models. By varying the interval of time between search opportunities, we can study economies with different search frequencies. We focus on the set of symmetric equilibria in an economy with symmetric parameters and initial conditions. As such, we focus on agents’ decisions of whether to accept commodity money in trade, abstracting from the question of which goods are used as commodity money. Within this class of equilibria, the role of the frequency of search is especially stark. With any strictly positive interval between search opportunities, the set of symmetric equilibria retains much of the multiplicity. We show that as search becomes more frequent the set of equilibria shrinks in several well defined ways. As a special case, in the limit in which agents search continuously there is a unique dynamic equilibrium. Consequently this limiting equilibrium is a good approximation to every equilibrium when search is frequent.



1



We characterize the set of payoffs consistent with a symmetric equilibrium for all points in the state space. The size of this set varies directly with the probability of meeting a trading partner within a single period, decreasing monotonically as search becomes more frequent. While the strategy played within any particular period is indeterminate, we show that the average strategy played within any interval of time converges uniformly to the strategies of the continuous search limit. Lastly, we show that the set of equilibrium paths of the economy converges uniformly to the equilibrium path of the continuous search limit. These results imply that if search is frequent, all dynamic equilibria are well approximated by the unique equilibrium of the continuous search limit. The connection between multiplicity and frequency of search is a subtle one. To get at this relationship, we first describe the forces driving strategic decisions. Commodity money arises because there is no double coincidence of wants. An individual may be willing to trade for a commodity hoping to later meet a trading partner who desires that commodity.1 In this way, if an individual accepts commodity money, he is acting as a middleman between his current and future trading partners. Individuals’ strategies of whether to accept commodity money are linked temporally. If others who produce the good that agent j desires are willing to accept commodity money (the good j produces) in the future, then there is a weaker incentive for j to trade for commodity money (the good those others want) now. In other words when others will be middlemen in the future, it weakens the incentive to become a middleman now. In this sense, trading for commodity money in one period and others accepting commodity money in future periods are strategic substitutes. This provides the key to understanding the source of multiplicity. As an example, consider a two period cycle in which all individuals alternate between accepting commodity with high and low probabilities. The fact that others are likely to accept commodity money next period rationalizes the strategy of not accepting commodity money this period (and vice versa).2 The strategic substitutability weakens as search becomes more frequent. When search is infrequent, agents are more likely to find a trading partner and act on her trading strategy within each period. As a consequence, the strategy played within a single period has more influence on payoffs in subsequent periods. More frequent search corresponds to weaker strategic substitutability, and 1



In some other contexts, the term commodity money is used to describe a tradable asset yielding a positive dividend with a common value. 2 Multiplicity is often associated with strategic complementarities (see Cooper and John (1988)). One can think of the strategies of accepting commodity money this period and others not accepting commodity money in future periods as strategic complements.
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hence a smaller set of dynamic equilibria. Continuous search is special only in that the strategic substitutability disappears completely. Our contribution is threefold. First, we point to little understood features of a model that has served as a blueprint for the extensive literature exploring the microfoundations of money. While multiplicity is an important feature of these models, we paint a more full picture of the forces driving it. Second, for this class of models, we provide reassurance that when agents have frequent opportunities to search, little is lost when writing the model with agents searching continuously, as the dynamic equilibria of the discrete versions are well approximated by the continuous search model. This is useful because characterizing dynamics under continuous search can be considerably easier than in the discrete counterparts. Third, we make a methodological contribution by providing an approach to studying several features of the set of symmetric dynamic equilibria in environments where multiplicity is driven by strategic substitutability using easily accessible tools. Our results are related to the findings of Abreu, Milgrom, and Pearce (1991), who study a continuously repeated prisoner’s dilemma with imperfect monitoring. The forces determining the size of the set of equilibria in the two models are similar. In Abreu, Milgrom, and Pearce (1991), lengthening the period over which actions are held fixed increases the possibilities for cooperation, expanding the set of feasible equilibrium payoffs. Similarly, in a model of commodity money with infrequent search, the fact that strategies are held fixed for an entire period is a key feature that drives the large multiplicity of equilibria. While the game studied by Abreu, Milgrom, and Pearce (1991) is a repeated two-player game, the Kiyotaki and Wright (1989) model is an anonymous sequential game3 in which strategic concerns and precommitment play no role. The strategic substitutability that generates multiplicity is driven by compositional effects: real changes in the distribution of holdings. The relationship between period length and determinacy has also arisen in the real business cycle literature. Several departures from the standard growth model lead to indeterminacy.4 In some of these models, the continuous time limit features a unique equilibrium. While superficially similar, these and the Kiyotaki and Wright (1989) models have disparate sources of multiplicity, and consequently the relationship between period length and multiplicity differ. In versions of the RBC model with external effects that generate increasing returns, there is typically a critical period length below which multiplicity disappears.5 Determinacy for a short enough time period (i.e., large 3



See Jovanovic and Rosenthal (1988). See Benhabib and Farmer (1999). 5 See Hintermaier (2005). 4
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enough discount factor) is also a property of growth models that use an overlapping generations framework.6 Another example is the Lagos and Wright (2003) model with money that pays a positive dividend, in which there are two period cycles that disappear when the period length falls below a threshold. In contrast, in the Kiyotaki and Wright (1989) model, there is a continuum of dynamic equilibria for any positive period length. Section 2 lays out the economic environment while Section 3 describes symmetric equilibria. Section 4 gives examples of the many types of equilibria that can arise and shows that these exist for any finite frequency of search. Section 5 contains our main results: we characterize the set of perfect foresight equilibria and show how this varies with the frequency of search. Section 6 extends these results to include sunspot equilibria and we conclude in Section 7.
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Model



There are three types of goods, labeled 1, 2, and 3, and a unit mass of infinitely lived individuals that specialize in consumption and production. There are three types of individuals, with equal proportions, indexed by the type of good they produce and like to consume: an individual of type i derives utility only from consuming good i, and produces only good i + 1 (mod 3). Goods are indivisible and storable, but individuals can only store one good (and hence one type of good) at a time. Storage is costless.7 Time is discrete with h being the length of time elapsed between periods. Each period, individuals search for trading partners. Search is successful with probability α(h).8 When an individual finds a potential trading partner, the two may exchange goods. If a type i individual is able to acquire and consume good i, she derives instantaneous utility u > 0. Immediately after consumption she produces a new unit of good i + 1. When two individuals meet, it will never be the case that each desires the good produced by the other. Even though there is never a double coincidence of wants, an individual may accept a good that she does not want to consume in order to exchange it later for the good she desires. In this way, the intermediate good acts as a medium of exchange. Specifically, individual i may use 6



See Boldrin and Montrucchio (1986). Kiyotaki and Wright (1989) allow for storage costs to vary by good and by type. We will eventually specialize to a symmetric economic environment in which the storage cost is the same for all goods. In that environment the level of the storage cost is not relevant for any economic decisions or outcomes, so we avoid the extra notation by setting the storage cost to 0. 8 If α(h) = 1 − e−α0 h ≈ α0 h then the frequency of meeting a potential trading partner in a given unit of time is roughly independent of h. We leave the functional form unspecified for greater generality. 7
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good i + 2 as commodity money. Individuals discount future flows with the discount factor β(h) < 1. We assume that β(h) is strictly decreasing and that limh↓0 β(h) = 1 (e.g. β(h) = e−rh ). In addition, we assume that α(h) is strictly increasing, and that limh↓0



α(h) h



= α0 so that the continuous time limit is well defined.



Let I = {1, 2, 3} be both the set of goods and the set of types, and T = {nh}∞ n=0 denote the set of times when individuals can search.



2.1



Strategies and Equilibrium



A strategy for individual i is a function τ i : I 2 → {0, 1}, where τ i (j, k) = 1 if i wants to trade good j for good k and τ i (j, k) = 0 otherwise. Following Kiyotaki and Wright (1989), Kehoe, Kiyotaki, and Wright (1993), and Renero (1999) we make the following two assumptions. First we assume that τ i (j, k) = 1 if and only if τ i (k, j) = 0, so that if an individual trades j for k she will not trade k for j. This ensures that an agent’s preferences between the good they produce and commodity money are independent of the good they are currently holding. Second, we assume that in a given period, agents of the same type choose the same (potentially mixed) trading strategy. This ensures that the agent’s willingness to exchange good j for k is independent of the type and holdings of the potential trading partner.9 Since u > 0, individuals will always want to trade for their desired good, so that τ i (j, i) = 1 for all j. Type i will never store good i; upon acquiring it, she immediately consumes it and produces a new unit of good i + 1. Consequently, a strategy can be summarized by τ i (i + 1, i + 2), an agent’s willingness to trade the good she produces for commodity money. Let si be the probability that type i wants to trade for commodity, i.e., plays the strategy τ i (i + 1, i + 2) = 1. For the most part we will focus on deterministic equilibria, but there may be equilibria in which individuals coordinate their actions using the realizations of a sunspot variable. Let {xt }t∈T be an exogenous sequence of random variables that are independent across time and uniformly distributed in the [0, 1] interval.10 Let s¯it be the strategy played by type i at time t. A history at the beginning 9 These assumptions are not without loss of generality. If the agents strictly prefer either the good they produce or commodity money, then these assumptions would in fact be equilibrium outcomes; when agents are indifferent, there is no reason for these assumptions to hold. One could easily relax the assumptions, but at the cost of more cumbersome notation. Since we will eventually focus on symmetric equilibria, additional generality at this point adds nothing of substance to our analysis. 10 The restriction to an IID sequence of random variables is without loss, as strategies will be conditioned on histories of realizations of this random variable.



5



of the period at time t, denoted by z t , can be written as zt = t



n



s¯i0 , ..., s¯it−h







; x0 , ..., xt i∈I



o



t



with z t ∈ Zt = [0, 1]3 h +( h +1) . A strategy for an individual is a sequence of functions sit : Zt → [0, 1], giving the trading strategy for each possible history. Let pit : Zt−h → [0, 1] denote the fraction of individuals of type i storing good i + 1 at the beginning of the period at time t. Following the history z t−h , the distribution of inventories can be    completely summarized by the vector Pt z t−h ≡ pit z t−h i∈I . Given the trading strategies used   at time t, sit z t i∈I , we can derive an equation describing the evolution of inventories from t to t + h. Following the accounting convention of Kiyotaki and Wright (1989), let Vti,j : Zt → R denote the present discounted value for type i storing good j at the end of the period at time t for a given   history. Given i’s strategies, sit t∈T , the strategies of others, s¯it i∈I,t∈T , and an initial condition,  P0 , Vti,j is well defined.11 We can write Vti,j z t as: ( Vti,j



z



t







=



max∞ E {sit+nh }n=1



∞ X



n



β(h)



n=1







)



uIut+nh z t



(1)







The expectation operator accounts for the uncertainty of meeting trading partners and realizations of the sunspot variable xt , and Iut is an indicator of whether the individual consumes her good at time t. Figure 1 describes the timing of the environment and the accounting of the model. The probability of trade and the expected payoff from a meeting depend on the types of individuals that meet and the goods each is storing. Table I shows the strategies of both individuals and the potential payoffs for all possible relevant meetings. We can use the probabilities of trade in Table I to produce an equation describing the evolution of inventories pit as a function of the strategies chosen sit . Assuming the history z t can follow from z t−h , we have: 11



As this is an anonymous sequential game, reputation and other strategic concerns play no role.
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At the beginning of period t, Pt describes the distribution of inventories and individual i is holding good j. The individual meets a trading partner with probability α(h) and the sunspot variable xt is realized. If she meets a trading partner, each chooses a trading strategy st and trade may take place. If there is a trade, ˜ the individuals may consume and produce new goods. Vti,j denotes the present discounted value at this point, where ˜j is the good that individual i is storing at the end of period t. Discounting occurs in between periods.



pit+h (z t )



=



pit z t−h



h



1−



α(h) i+1 3 pt



i  z t−h sit (z t )



 α(h) 



1 − pi+1 z t−h t



+ 1 − pit z t−h + 1 − pit z



 t−h



3 α(h) 3







1 − pi+2 t



  1 − si+1 (z t ) + pi+2 z t−h t t   z t−h 1 − sit (z t ) 



(2)



The first term is the probability that an individual of type i was storing good i + 1 at t and is still storing good i + 1 at t + h. The second and third terms sum to the probability that she was storing good i + 2 at t and is now storing i + 1 at t + h. We can also rewrite the sequential problem in equation (1) with a recursive representation. For an individual of type i, there are two relevant cases, one for each good that would be stored. The value of storing good i + 1 is Vti,i+1 z t







i,i+1 = β(h)E{Vt+h +



α(h) i+1 i i,i+2 3 [pt+h st+h (Vt+h



i,i+1 − Vt+h )



i+2 i+2 t +(1 − pi+1 t+h )u + pt+h st+h u]|z }



(3)



while the value of holding i + 2 is Vti,i+2 z t







=



n i,i+2 β(h)E Vt+h + +pi+2 t+h



α(h) 3



   i,i+1 i,i+2 1 − pi+1 1 − si+1 u + Vt+h − Vt+h t+h t+h    i,i+1  t i,i+1 i,i+2 i,i+2 u + Vt+h − Vt+h + 1 − pi+2 1 − sit+h Vt+h − Vt+h |z t+h 



(4)



i,j Here we suppressed the arguments of pit+h , sit+h , and Vt+h , and the expectation is taken only



over realizations of the sunspot variable xt+h .
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Table I Strategies and Payoffs from Encounters Trading Partner



Strategy of i j



j = i + 1 holding i + 2



sit



j = i + 1 holding i



1



j = i + 2 holding i j = i + 2 holding i + 1



Trading Partner



Strategy of i j



j = i + 1 holding i + 2



0



i holding i + 1 Probability Conditional of Trade Payoff



  sit Vti,i+2 − Vti,i+1



sit



Vti,i+2 − Vti,i+1



1



1



u



u



1



si+2 t



si+2 t



u



si+2 t u



0



0



0



0



0



1



0



i holding i + 2 Probability Conditional of Trade Payoff 0



Expected Payoff



0



j = i + 1 holding i



1



1 − si+1 t



1 − si+1 t



u + Vti,i+1 − Vti,i+2



j = i + 2 holding i



1



1



1



u + Vti,i+1 − Vti,i+2



1 − sit



1



1 − sit



Vti,i+1 − Vti,i+2



j = i + 2 holding i + 1



Expected Payoff



0  i+1



1 − st



u + Vti,i+1 − Vti,i+2







u + Vti,i+1 − Vti,i+2   (1 − sit ) Vti,i+1 − Vti,i+2



This table describes the strategies and payoffs from the perspective of an individual of type i. The top panel describes these when the individual is storing good i + 1 while the bottom panel describes these when storing i + 2. Column 1 lists the trading partner. Columns 2 and 3 give the strategies of the individual and the trading partner respectively. Column 4 gives the probability of trade, the product of columns 2 and 3. Column 5 gives the payoff to the individual if the trade happens. Column 6 gives the expected payoff to the individual from the encounter, the product of columns 4 and 5.



If holding good i + 1 is more valuable than holding i + 2, the strategy si = 0 is optimal (and si = 1 for the opposite case). If holding either good is equally valuable then any strategy can be    optimal. Define ∆it : Zt → R so that ∆it z t ≡ Vti,i+1 z t − Vti,i+2 z t . ∆i denotes the difference in value between storing i + 1 and storing i + 2, or equivalently the gain from exchanging i + 2 for i + 1. An optimal trading strategy sit therefore satisfies     {0} if ∆it z t > 0     sit z t ∈ [0,1] if ∆it z t = 0     {1} if ∆i z t  < 0 t



(5)



We now define an equilibrium. Definition 1 For an initial condition, P0 ∈ [0, 1]3 , an equilibrium is a sequence of inventories pit , trading strategies sit , and value functions Vti,i+1 , Vti,i+2 denoted by n o i,i+1 i,i+2 pit , sit , Vt−h , Vt−h



t∈T,i∈I
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such that (i) equations (2), (3), (4), and (5) are satisfied, and (ii) the transversality conditions h i limt→∞ E−h β(h)t/h Vti,j = 0 holds for all i, j.
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Symmetric Equilibria



We focus on symmetric equilibria in a symmetric environment: given a symmetric initial condition P0 = {p0 , p0 , p0 }, we study equilibria in which trading strategies are symmetric (sit = st for all i) and as a consequence inventories remain symmetric (pit = pt for all i). In this case, the evolution of inventories in equation (2) reduces to pt+h z t







 = pt z t−h − + α(h) 3



α(h) 2 3 pt



  z t−h st z t      1 − pt z t−h 2 1 − pt z t−h 1 − st z t + pt z t−h



(6)



  t z  



(7)



and the evolution of ∆t is



 ∆t z t = β(h)E



  



∆t+h + − α(h) 3 [pt+h st+h



α(h) 3 u[st+h



− pt+h ]



+ 2(1 − pt+h )(1 − st+h ) + pt+h ]∆t+h



The following lemma will assist in the characterization of equilibria. Of particular use, we show that if {∆t }t∈T corresponds to value functions that satisfy the sequence problem, then it must have a uniform bound. Lemma 1 Given an initial condition p0 ∈ [0, 1], a sequence {pt , st , ∆t−h }t∈T represents a symmetric equilibrium if and only if (i) equations (5), (6), and (7) are satisfied and, (ii) there exists   B > 0 such that for every t, Pr ∆t−h z t−h ≤ B = 1. Proof. See Appendix A. Lemma 1 implies that we can look for equilibria in the space {pt , st , ∆t−h }t∈T .



3.1



Symmetric Steady State Equilibrium



In this section we show existence and uniqueness of symmetric steady state equilibria. Kehoe, Kiyotaki, and Wright (1993) shows that with asymmetric storage costs there are a finite number of steady state equilibria. We show that with symmetric costs there is a unique symmetric steady state.
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    In any steady state equilibrium pt z t−h , st z t , ∆t−h z t−h = {pss , sss , ∆ss } for all t ∈ T and z t ∈ Zt . In this case equation (7) can be rearranged to get ∆ss =



u [sss − pss ] 1−β(h) β(h)



h



α(h) 3



i−1



+ pss + 2(1 − pss )(1 − sss ) + pss



Since the denominator is positive, the value of ∆ss and hence the optimal trading strategy sss depend on the sign of sss − pss . Consider first the possibility that ∆ss < 0: this would imply sss = 1 and hence ∆ss ≥ 0, a contradiction. Consider next ∆ss > 0: this would imply sss = 0 and hence ∆ss ≤ 0, also a contradiction. The only remaining possibility is ∆ss = 0 which holds if and only if sss = pss which would be consistent with the optimal choice of the trading strategy given in equation (5). Using the evolution of inventories, equation (6), together with pt = st = pss for all t ∈ T provides pss = sss = 32 .12



3.2



The Zero Equilibrium



We next consider a special dynamic equilibrium and label it the the Zero Equilibrium. As we will show below, an equilibrium of this type will be the unique surviving equilibrium as the interval between search opportunities, h, goes to zero. The strategies of the Zero Equilibrium will also be helpful in characterizing the set of equilibria for any fixed h.  For any h and initial condition p0 ∈ [0, 1], there exists a unique equilibrium for which ∆t z t = 0 for all t, zt . This equilibrium is Markovian, and the strategy played is always st = pt . This condition implies that the probability of being able to obtain the desired good within the period is independent of the good the agent is currently holding.13 It is easy to see that equation (5) and equation (7) are both satisfied. For any initial condition p0 , one can find the sequence of inventories by iterating equation (6). Such a sequence {pt , st , ∆t−h }t∈T satisfies the conditions of Lemma 1 and is therefore an equilibrium. We construct the Zero Equilibrium by finding a sequence of strategies and inventories so that individuals are indifferent between accepting and rejecting commodity money every period. When choosing a current strategy, individuals are concerned with three quantities: the fraction of people 12



Note that all the three goods circulate as commodity money in this equilibrium. This differs from the pure strategy steady state equilibria of the asymmetric economy described by Kiyotaki and Wright (1989) in which either one or two goods are used as commodity money. 13 If individual 1 is holding good 2 her probability of trading for good 1 with a type 2 is 1 − p2 and with type 3 is 3 3 p s , so that the probability of trading for the desired good is 1 − p2 + p3 s3 . If the individual 1 is holding good 3 her probability of trading for good 1 with a type 2 is (1 − p2 )(1 − s2 ) and with type 3 is p3 , so that the probability of trading for the desired good is (1 − p2 )(1 − s2 ) + p3 . In a symmetric equilibrium these values are equated when s = p.
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holding the commodity money; the strategies chosen by others; and the future relative value of holding commodity money. In the Zero Equilibrium, the future relative value is zero by construction. If a larger fraction of people are holding the good they produce (p ↑), trading for commodity becomes more advantageous. If others are more willing to accept commodity money (s ↑), there is less of a need to accept commodity money; others will accept the produced good in exchange for the desired good. In the Zero Equilibrium these two forces balance perfectly: when fewer people hold commodity money, more are willing to accept it. The same logic explains why there is a unique symmetric steady state, as this is the Zero Equilibrium for a particular initial condition.
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Indeterminacy



In this section we provide examples of several types of equilibria. We show that for any fixed frequency of search, there is a large multiplicity of dynamic equilibria. Several examples are taken from Kehoe, Kiyotaki, and Wright (1993), who worked with a model with asymmetric parameters and allow for asymmetric strategies. The purpose of this section is to demonstrate that many of these types equilibria are still present in an environment with symmetric parameters, even with the restriction of symmetric strategies. First we provide examples of deterministic equilibria that eventually converge to the steady state. Figure 2 shows the evolution of the trading strategy s and inventories p as a function of the elapsed time t for a particular equilibrium. The economy starts with p0 = pss . We are interested in rationalizing an equilibrium with s0 > sss . Since some traders will be acquiring commodity money, the fraction of individuals holding their own produced good falls, ph < pss . From period h onward, the traders play the strategies of the Zero Equilibrium. Each period, s and p move together, balancing the incentives to accept and reject commodity money. At the end of the initial period, these incentives are also balanced, regardless of the high value of the initial trading strategy, s0 .14 Therefore this is, indeed, an equilibrium. In fact, any s0 can be rationalized by playing sh = ph and then following the strategies of the Zero Equilibrium. This argument can be formalized and generalized. Notably, the argument is independent of the initial value of p0 and, given a particular p0 , the initial strategy chosen, s0 . Given the initial con14 It is true that both the trading strategy during the initial period and the lower fraction of individuals holding their own good in future periods make commodity money less useful during the initial period. But the only implication of this is that coming into the initial period, traders would have preferred to have been holding their own produced good, ∆−h > 0.
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Figure 2 Rationalizing Deterministic Equilibrium Paths
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An example of a deterministic equilibrium that converges to the steady state.



dition p0 , choose any s0 . This gives ph . From ph there exists strategies consistent with equilibrium such that ∆t = 0 for all t ∈ T (the strategies of the Zero Equilibrium). Since ∆0 = 0 the choice of s0 is optimal, a fact that is independent of the value of ∆−h . Because the choice of s0 was arbitrary, each different s0 corresponds to a different dynamic equilibrium. There is therefore a continuum of such deterministic dynamic equilibria.15 We can also construct cyclical equilibria. We provide an example for the following parametriza tion: α(h) = 0.1, β(h) = 0.98, and u = 1. The economy cycles between two triples pnh , snh , ∆(n−1)h . When n is odd the economy lies at {0.6737, 1, 0}, and lies at {0.6659, 0.3174, −0.0114} when n is even. In contrast to the Zero Equilibrium, cyclical equilibria are rationalized by the balance between current and future incentives. In odd periods, more traders are willing to accept commodity money and more are holding their own good. Both of these make it easy to get the desired good using only the produced good, reducing the relative value of commodity money. In even periods, it becomes harder to get the desired good using the produced good, increasing the relative value of commodity money. One can show that these cycles persist as the period length shrinks to zero, a claim that we formalize in Appendix B. Finally, we can also construct non-Markovian equilibria, combining the two previous examples. For the first 2N − 1 periods, individuals play the strategies associated with the cyclical equilibrium described above. From period 2N on, all individuals play the strategies associated with the Zero 15



The idea for this type of equilibrium originates with a construction by Aiyagari and Wallace (1992) with fiat money.
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Figure 3 Example of a cyclical equilibrium



 O



p



E The equilibrium is characterized by {pt , st , ∆t−h }. In this case: E = {0.6659, 0.3174, −0.0114} and O = {0.6737, 1, 0}. Parametrization: α(h) = 0.1, β(h) = 0.98 and u = 1.



Equilibrium, so that ∆t = 0. In fact, we can construct an equilibrium in which every odd period the realization of the sunspot x(2n+1)h determines whether the individuals continue to play the cyclical strategies or the economy reverts to the Zero Equilibrium.
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Perfect Foresight Equilibria



In this section we discuss perfect foresight equilibria. While individuals still face uncertainty in terms of meeting trading partners, pt , st and ∆t are no longer functions of the sunspot variables {xt } and follow deterministic paths. We can therefore drop the expectation operator in equation (7).



5.1



Continuous Search



The dynamics of the limiting model in which agents search continuously are simple and easy to describe. There is a unique equilibrium, in which agents choose st = pt for all t > 0. For the continuous time model to be well defined, recall that we assume the following limits   1 exist: Let r = limh↓0 h1 β(h) − 1 be the instantaneous discount rate and α0 = limh↓0 α(h) h be the instantaneous meeting rate. As h → 0, we approach the continuous search limit. Using equation (6) and equation (7) we ˙ t exist and satisfy: can show that p˙t and ∆ p˙t =



 α0  2 −pt st + (1 − pt ) (2(1 − pt )(1 − st ) + pt ) 3
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(8)



and ˙ t + α0 u [st − pt ] − α0 [pt st + 2(1 − pt )(1 − st ) + pt ] ∆t r∆t = ∆ 3 3



(9)



It is straightforward to show the only symmetric equilibrium is the Zero Equilibrium, i.e., ∆t = 0 for all t ≥ 0 and the optimal strategy must be st = pt . One can extend the definition of symmetric equilibrium and Lemma 1 to the continuous case and show that for any equilibrium, {∆t }t≥0 must ˙ t > r∆t and similarly ∆t < 0 implies have a uniform bound. First, note that ∆t > 0 implies ∆ ˙ t < r∆t . Together, these imply that if there is a t at which ∆t 6= 0 then |∆| will grow exponentially ∆ and without bound, violating Lemma 1. Lastly, observe that if ∆t = 0, it must be that st = pt for almost every t. These dynamics are summarized by the phase diagram in Figure 4. Note also that the paths of pt and ∆t are continuous as the time derivatives of these objects are uniformly bounded. This is an important difference between discrete and continuous time as it restricts the acceptable strategies that are consistent with equilibrium. Figure 4 Phase diagram for the model in its continuous time formulation







1



2



2
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p



The unique equilibrium strategy sets st = pt such that ∆t = 0 for all t. The equilibrium converges to the unique steady state with pss = 23 .



5.2



Properties of the Set of Perfect Foresight Equilibria



In this section we will characterize the set of state-payoff combinations that are consistent with a symmetric equilibrium for a fixed interval between search opportunities h. In order to do this, it is helpful to discuss the timing of the model. A strategy at a given point in time, st , affects both the fraction of individuals storing each type of good and the relationship between current and future 14



present discounted values. Inspection of equation (6) and equation (7) reveals that st+h is relevant for the relationship between ∆t and ∆t+h on the one hand, and pt+h and pt+2h on the other. In other words, st+h determines the relationship between (pt+h , ∆t ) and (pt+2h , ∆t+h ). We now characterize the set of points that are consistent with a symmetric equilibrium. Proposition 1 Let {pt , st , ∆t−h }t∈T be a sequence that satisfies equations (5), (6), and (7). This an equilibrium for an economy with initial condition p0 if and only if   ∆t ∈ ∆(pt+h ), ∆(pt+h ) where ∆(p) ≡ −β(h)γ(h)p and ∆(p) ≡ β(h)γ(h)(1 − p) with γ(h) ≡



α(h) 3 u.



Proof. See Appendix E. Figure 5 Phase diagram for the model in its discrete time formulation for step size h
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Figure 5, a partial phase diagram for a given interval between search opportunities, h, gives a graphical representation of the main ideas in the proof of Proposition 1. Note that on the vertical axis we plot



∆ β(h) .



both pt+h and



This corresponds to the value at the beginning of the next time period, so that



∆t β(h)



refer to values at the beginning of period t + h. n  o ∆ The shaded area represents Γ(h) ≡ (p, β(h) ) such that ∆ ∈ ∆(p), ∆(p) , the set of possible



∆t state-payoff combinations of (pt+h , β(h) ) that are consistent with a symmetric equilibrium. One ∆ notable feature is that any point (p, β(h) ) in the shaded area is consistent with an equilibrium in
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which (i) pt+h = p and ∆t = ∆ and (ii) ∆t+h = 0. In other words, the economy can go from that point to ∆ = 0 in one period. ¯ (pt ) then the value today of holding the produced good (relative Put differently, if ∆t−h > ∆ to commodity money) is so high that no matter what happens this period, the individual will still prefer to hold the produced good going into next period. Therefore refusing commodity money (st = 0) is a dominant strategy. Similarly, ∆t−h < ∆ (pt ) guarantees that accepting commodity money (st = 1) is a dominant strategy. Why are the thresholds declining in p? When more traders are holding their produced good, a given individual holding her produced good has fewer potential trading partners. As a consequence, a larger portion of the relative value of holding the produced good must be expected to arrive in future periods, hence ∆t is more likely to be positive. Therefore the threshold for ∆t−h at which one can guarantee that ∆t is positive must be decreasing in p. For analogous reasons, ∆ is also decreasing in p.16 If ∆t−h > ∆ (pt ) then two things happen. First, the relative advantage of not holding commodity money increases (∆t ≥ β(h)−1 ∆t−h ): since others are refusing to accept commodity money this period, any advantage of holding the produced good instead of commodity money could not have come from expected utility flow within period t; the strategy can only be rationalized by expected gains in future periods. For this to happen, the future relative value of holding the produced good must increase by at least the discount rate. Second, the fraction of individuals holding commodity money falls (pt+h > pt ). This means that next period there will be even fewer potential trading partners for those without commodity money, making it even harder to get utility flows next period. As a consequence, we can guarantee ∆t > ∆ (pt+h ).17 The same reasoning holds in each future period, so that {∆t } grows exponentially and eventually violates the uniform bound implied by Lemma 1. Such a path is not consistent with equilibrium because this unboundedly large future value never arrives. When ∆t−h < ∆ (pt ), the analysis is similar, with one slight complication. Here the relative value of commodity money is so high that no matter what happens accepting commodity money (st = 1) is the dominant strategy. By an identical argument one can show that ∆t ≤ β(h)−1 ∆t−h : 16



From the opposite perspective, when more traders are holding their produced good, refusing to accept commodity money now makes it difficult to obtain the desired good in the future. It therefore becomes even more difficult rationalize this refusal, and hence it is more difficult to sustain such an equilibrium. As a consequence, ∆(p) is decreasing in p. 17 This can be seen graphically. If s = 0 is played, then the changes in ∆ and p are both positive, which means that the next point in the sequence is also above ∆(p) (this can be seen from the slope of ∆(p)).



16



since others will be accepting commodity money, the value of already having commodity money is low this period, and this must be made up in future periods. The change in the fraction of people holding commodity money is trickier. Among those holding commodity money, some will be able to trade their commodity money for their desired good, so there is a natural force increasing the fraction not holding commodity money (p). If every trader is accepting commodity money, then the fraction holding their produced good would fall when p >



1 2



and rise when p < 12 . If p is falling,



then by the same reasoning as above, we can guarantee that ∆t < ∆ (pt+h ). When p is rising, commodity money is more likely to deliver the desired good next period, so one might think it is possible that even with the increased relative value of commodity money (|∆t |) that the relative value the following period (∆t+h ) need not be negative. However we can show algebraically that the increase in magnitude of ∆ is large enough to dominate the rise in p, and hence we can guarantee that ∆t < ∆ (pt+h ) in this case as well. In either case, {|∆t |} grows exponentially and eventually violates the uniform bound.



5.3



Frequency of Search and the Set of Perfect Foresight Equilibria



The height of set of points consistent with symmetric equilibrium Γ(h) is given by γ(h) =



α(h) 3 u.



As



h decreases, the area of this set shrinks in proportion to α(h). In the limit, α(h), and hence γ(h), approaches zero. In this case Figure 5 coincides exactly with the phase diagram of the continuous search model depicted in Figure 4. The only surviving equilibrium is the Zero Equilibrium. The set of possible equilibrium payoffs is increasing with α(h) as individuals are more likely to find a trading partner each period. This means that a larger fraction of the payoff comes from expected utility from a single search, and less from future flows. As a consequence the set of future payoffs consistent with an initial value of ∆t−h is larger, and in particular it is less likely that the sign of ∆t , and hence the strategy st , is pinned down. The set of points in the state-payoff space Γ(h) are precisely the combinations for which the sign of ∆h is not pinned down. We can also derive some properties of the sequence of inventories and trading strategies that are consistent with equilibrium. We show that for any equilibrium, the sequence of inventories is “close” to that of the Zero Equilibrium. More formally, the set of sequences of inventories that are consistent with equilibrium converges uniformly to the sequence of inventories of the Zero Equilibrium.  Proposition 2 For any h > 0 and p0 ∈ [0, 1], let p0t t∈T denote the sequence of inventories of
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the Zero Equilibrium. For any equilibrium, for all t ∈ T pt − p0t ≤ π(h)



(10)



where limh→0 π(h) = 0. Proof. See Appendix D.1. This proposition follows from the fact that both ∆t and ∆t+N h must be within bounds that shrink as search becomes more frequent and h falls. Given ∆t , this puts a restriction on the strategies that can be played between periods t and t + N h. As the bounds on ∆ shrink, the evolution of p implied by those strategies within those N periods is increasingly constricted and converges to that of the Zero Equilibrium. To get further insight into this restriction on strategies, we can also show that the strategies played will also be “close” to those of the Zero Equilibrium. The next proposition shows that as search becomes more frequent, the local average of the trading strategies converges to the strategies of the Zero Equilibrium. Proposition 3 For ε > 0, let N be the largest integer such that ε ≥ (2N + 1)h. Then in any equilibrium, ! N X 1 st+nh − pt ≤ σ(h, ε) 2N + 1 



(11)



n=−N



holds for all t ∈ T, with the property that limε→0 (limh→0 σ(h, ε)) = 0 Proof. See Appendix D.2.
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Sunspot Equilibria



Our main result in the previous section discussed deterministic, perfect-foresight equilibria. Sunspot equilibria can occur if particular strategies that are chosen depend on random variables that have no intrinsic effect on the economy; individuals may use the realizations of the random variable to coordinate their strategies. Remarkably the set of state-payoff combinations that are consistent with sunspot equilibria coincides exactly with those of perfect foresight equilibria.
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    Proposition 4 Let pt z t−h , st z t , ∆t−h z t−h z t ∈Zt ,t∈T be a sequence that satisfies equations (5), (6), and (7). This an equilibrium for an economy with initial condition p0 if and only if      =1 Pr ∆t z t ∈ ∆ pt+h z t , ∆ pt+h z t where ∆(p) = −β(h)γ(h)p and ∆(p) = β(h)γ(h)(1 − p) with γ(h) =



α(h) 3 u



Proof. See Appendix E. The idea behind the proof is similar to that of the perfect foresight case. We show that if ∆t−h is above ∆ then we can guarantee that there is a positive probability that agents play the strategy st = 0. With this, we can show if ∆ is above ∆ with positive probability, then there must be a positive probability that the sequence of ∆’s eventually violate the uniform bound given by Lemma 1. For any perfect foresight equilibrium, a special case, these positive probabilities are equal to 1. We can also extend Proposition 2 and Proposition 3 to the set of all equilibria by adding expectations operators to the left hand sides of equation (10) and equation (11).18
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Conclusion



The literature following Kiyotaki and Wright (1989) has studied economies with explicit search frictions to learn how these frictions affect economic behavior. We study how a feature of the environment, the frequency of search, interacts with these search frictions to shape potential equilibrium outcomes. In particular, we shed light on economic forces in the model that can generate multiplicity, and show how these change as search becomes more frequent. An individual will trade for commodity money to make it easier to obtain her consumption good in the future. She finds this desirable when others will be unwilling to accept her produced good as medium of exchange in future periods. Trading for commodity money now and others trading for commodity money in the future are strategic substitutes which generate the dynamic multiplicity discussed in Kehoe, Kiyotaki, and Wright (1993). As search becomes more frequent this strategic substitutability disappears. We characterize the set of dynamic equilibria and show that with more frequent search this set shrinks uniformly 18 One might think it would be possible to give a uniform bound on |pt − p0t | for almost every z t . However, one can find sunspot equilibria in which there is an arbitrarily small probability of an arbitrarily long sequence of any trading strategies, as long as the ∆ at the end of the sequence is within the bounds at the end of the sequence. Because there were no restrictions on the sequence of trading strategies, there are no restrictions on p at the end of the sequence.



19



in three dimensions: (i) equilibrium payoffs associated with a given state of the economy; (ii) the average strategy played over any given unit of time; and (iii) dynamic paths of the state variables. To do this, we focus on symmetric equilibria in a symmetric environment. This restriction allows us to sharply characterize several dimensions of the set of dynamic equilibria. While symmetric equilibria are often the object of interest19 a natural question is how our results generalize to asymmetric equilibria or environments. In these more general environments characterizing the set of equilibria is considerably more difficult technically. While there may not be a unique dynamic equilibrium, we conjecture that the set dynamic equilibria shrinks uniformly as agents search more frequently (indexed by the characteristics we describe above). We further conjecture that when search is frequent every equilibrium can be approximated by an element of the set of continuous search equilibria. In other words, when search is frequent, much of the multiplicity will not matter.
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Appendix A



Proof of Lemma 1



 We first show that for any equilibrium that satisfies the conditions of Definition 1, {∆t z t }z t ∈Zt ,t∈T has a uniform bound with probability 1. It is straightforward to show that value functions Vti,j (z t ) can be bounded above and below by bounds that are independent of z t and t. For the upper bound, we can assume that the individual is able to consume at every chance meeting. For the lower bound we can assume that the individual never consumes. The value function Vti,j (z t ) can therefore be α(h)u bounded by 0 ≤ Vti,j (z t ) ≤ 1−β(h) . It follows that ∆t (z t ) is bounded above and below by bounds that are independent of z t and t. The other conditions of Definition 1 are trivially satisfied. Second, we show that if a sequence {pt , st , ∆t−h }t∈T (i) satisfies equation (5), equation (6), and equation (7) and (ii) {∆t (z t )}z t ∈Zt ,t∈T is uniformly bounded, then we can construct a sequence of i,i+2 i,i+1 }t∈T that is a symmetric equilibrium. We need to show that one can construct , Vt−h {pt , st , Vt−h a sequence of value functions that satisfy the symmetric versions of equation (3), equation (4), and transversality. For a given sequence, define Mt1 (z t ) and Mt2 (z t ) to be Mt1 (z t ) = β(h) and



α(h) [pt (z t−h )(−∆t (z t )) + (1 − pt (z t−h ))u + pt (z t−h )st (z t )u] 3



    1 − pt (z t−h) 1 − st (z t ) u + ∆t (z t )  Mt2 (z t ) = β(h) α(h) 3  +pt (z t−h ) u + ∆t (z t ) + 1 − pt (z t−h ) 1 − st (z t ) ∆t (z t )



Iterating equation (3) and equation (4), and taking the limit as N → ∞ gives h i P∞  i,i+1 −h nM 1 N +1 V i,i+1 V−h (z ) = E−h β(h) + lim E β(h) N →∞ −h n=0 nh Nh h i  P∞ i,i+2 −h i,i+2 n 2 N +1 V−h (z ) = E−h β(h) M + lim E β(h) V N →∞ −h n=0 nh Nh  where Et (·) = E · | z t . The fact that {∆t (z t )} is uniformly bounded implies that the terms P∞ P∞   1 (z nh ) and E 2 (z nh ) are finite. If we set V i,i+1 (z −h ) = E−h β(h)n Mnh β(h)n Mnh −h n=0 n=0 −h P∞  n M 1 (z nh ) , then transversality must be satisfied. Since equation (3) and equa−E−h β(h) n=0 nh tion (4) are satisfied by construction, this is an equilibrium.



B



Two Period Cycles



In this section we show that in a neighborhood around h = 0, we can always construct a two period cycle: in even periods the economy is at {∆e , pe , se }, and in odd periods at {∆o , po , so }. We can evaluate equation (5), equation (6), and equation (7) at the values of odd and even periods to obtain 21



a system of four unknowns and two restrictions. We will look for cycles in which so = 1 and ∆e = 0, so the four equations become, 0 ∆o po pe



= = = =



α(h) ∆o + α(h) 3 u[1 − po ] − 3 2po ∆o β(h) α(h) 3 u[se − pe ] α(h) 2 pe − 3 pe se + α(h) 3 (1 − pe )[2(1 − pe )(1 − se ) + pe ] 2 + α(h) (1 − p )p po − α(h) p o o o 3 3



These four equations will then determine the values of the unknowns, se , ∆o , po , and pe . To verify that such cycle exists, we must show that (i) ∆o ≤ 0 (so that so = 1 is optimal), and (ii) that se ∈ [0, 1] (so that the cycle is feasible). The first equation implies that ∆o ≤ 0, and with this the second equation implies that se ≤ pe ≤ 1. We must now verify that se ≥ 0. We can eliminate ∆0 and reduce the system to the following three equations h i α(h) 1−po i se = S(po ) ≡ po 1 − α(h) − h α(h) p + (1 − p ) o o 3 3 pe = P (po ) ≡ 0 = g(po ) ≡



1− α(h) α(h) 2 po − 3 po + 3 (1 − po )po 2 P (po ) − α(h) 3 P (po ) S(po ) − po α(h) + 3 (1 − P (po )) [2 (1 − P (po )) (1 −



3



2po β(h)



S(po )) + P (po )]



The third equation defines candidate values of po consistent with the specified cycle, while the functions S and P give the corresponding values of se and pe respectively. We can show that se is strictly increasing in po , S 0 (po ) = 1 − α(h)po +



α(h) (1 − po ) + h 3



1 − 2 α(h) 3 >0 i2 α(h) 1 − 3 2po β(h)



Let p¯o solve S(¯ po ) = 0. The inventory level p¯o is useful as it provides a lower bound for the  1 , 1 , since S(1) = 1 − α(h) required level of p for a cycle to exist. There is a unique p ¯ ∈ o o 2 3 ∈ (0, 1), " # S( 21 ) =



1 2



1−



h



1−



1 i



α(h) 3



β(h)



< 0, and S 0 (p) > 0.



Because S is strictly increasing, if we can find a po ∈ [¯ po , 1) that satisfies g(po ) = 0 then we can guarantee that se ∈ [0, 1]. We show first that g(1) < 0 (using P (1) = S(1)): 



α(h) 3



−1



3 3 2 g(1) = − α(h) 3 − P (1) + 2[1 − P (1)] − P (1)



= −3P (1)3 + 5P (1)2 − 6P (1) − α(h) 3 +2  α(h) 2 = α(h) − 4α(h) + 12 − 2 9 which is negative for any α(h) ∈ (0, 1]. We next show that in a neighborhood around h = 0, g(¯ po ) > 0. By the mean value theorem, this will guarantee that there is a solution po ∈ [¯ po , 1), and consequently the existence of a two point cycle. We can use the definition of P along with the fact that po ≥ p¯o > 12 to get P (po ) − po =



α(h) po (1 − 2po ) 3 22



and therefore P (po ) < po . Now we turn to evaluate g(¯ po ), g(¯ po ) = P (¯ po ) − p¯o + This can be reduced to 



α(h) 3



α(h) [1 − P (¯ po )][2 − P (¯ po )] 3



−1 g(¯ po ) = [1 − P (¯ po )] [2 − P (¯ po )] − p¯o (2¯ po − 1)



We can construct a lower bound for this object. Noting that p¯o > P (¯ po ), 



If p¯o ∈







1 2,



α(h) 3



−1



g(¯ po ) > − p¯2o + 2¯ po − 2







 p (3) − 1 then we can guarantee that g(¯ p0 ) > 0, and that there is a cycle. Now, from



the definition of S, we can see that limh→0 p¯o = 21 , so along with the continuity of S, this implies that in a neighborhood around h = 0 this condition will be satisfied.



C



Proof of Proposition 1



We develop the proof as a sequence of claims. Let {pt , st , ∆t−h }t∈T be a sequence that satisfies equation (5), equation (6), and equation (7). Claim 1 If ∆t > ∆(pt+h ) then ∆t+h > ∆(pt+2h ) and ∆t+h ≥ ∆t /β(h). Similarly, if ∆t < ∆(pt+h ) then ∆t+h < ∆(pt+2h ) and ∆t+h ≤ ∆t /β(h). Proof. Rearranging the perfect foresight version of equation (7) gives ∆t+h =



∆t − β(h) α(h) 3 u(st+h − pt+h ) β(h)Ωt+h



where Ωt = 1 − α(h) 3 [pt st + 2(1 − pt )(1 − st ) + pt ] ∈ (0, 1]. ∆t > ∆(pt+h ) guarantees that ∆t+h > 0 and hence st+h = 0. Similarly, ∆t < ∆(pt+h ) guarantees that ∆t+h < 0 and hence st+h = 1. Another rearrangement of equation (7) gives β(h)∆t+h − ∆t = −β(h)



α(h) u(st+h − pt+h ) + β(h)(1 − Ωt+h )∆t+h 3



If ∆t+h > 0, then st+h = 0 and hence β(h)∆t+h ≥ ∆t . Similarly, if ∆t+h < 0, then st+h = 1 and hence β(h)∆t+h ≤ ∆t . We can also rearrange equation (6) to be pt+2h − pt+h =



α(h) {pt+h (1 − 2pt+h )st+h + (2 − pt+h )(1 − pt+h )(1 − st+h )} 3



If st+h = 0 then pt+2h ≥ pt+h . If st+h = 1 then the sign of pt+2h − pt+h depends on whether pt+h ≷ 1/2. Consider first the case of ∆t > ∆(pt+h ). We have shown that ∆t+h ≥ ∆t and that pt+2h ≥ pt+h . These, along with the fact that ∆ is decreasing in p imply that ∆t+h > ∆(pt+2h ). 23



Now consider ∆t < ∆(pt+h ). We have shown that ∆t+h ≤ ∆t . If in addition pt+h ≥ 1/2, then pt+2h ≤ pt+h . These along with the fact that ∆ is decreasing in p imply that ∆t+h < ∆(pt+2h ). If, however, pt+h < 1/2 then we cannot rely on this argument because pt+2h > pt+h . Instead we check algebraically that ∆t+h < ∆(pt+2h ). We can write h i α(h) α(h) (1 − β(h))∆ − β(h) u(1 − p ) − 2p ∆ t+h t+h t+h t+h 3 3 ∆t+h − ∆t = α(h) pt+2h − pt+h pt+h (1 − 2pt+h ) 3



β(h)u(1 − pt+h ) < − pt+h (1 − 2pt+h ) α(h) < −β(h)u 3 = −β(h)γ(h) 1 2



where the last inequality follows because pt+h < along with ∆t < −β(h)γ(h)pt+h , we have that



implies



1−pt+h pt+h (1−2pt+h )



> 1 >



α(h) 3 .



Using this



∆t+h < −β(h)γ(h)pt+2h + β(h)γ(h)pt+h + ∆t < −β(h)γ(h)pt+2h = ∆(pt+2h ) which completes the proof Claim 2 Let {pt , st , ∆t−h }t∈T be a sequence that satisfies equations (5),  (6), and (7). This an equilibrium for an economy with initial condition p0 if and only if ∆t ∈ ∆(pt+h ), ∆(pt+h ) .   Proof. If ∆ ∈ 6 ∆(p ), ∆(p ) for some t, then the previous claim implies that ∆t+N h 6∈ t t+h t+h   ∆(pt+(N +1)h ), ∆(pt+(N +1)h ) for all N > 0. Therefore |∆t+N h | ≥ β(h)−N |∆t |. This would violate the uniform bound on {∆t }, so the sequence cannot be an equilibrium.  If, however, ∆t ∈ ∆(pt+h ), ∆(pt+h ) for all t ∈ T then the sequence {∆t } has a uniform bound. By Lemma 1, the sequence is consistent with equilibrium.



D



Proofs of Proposition 2 and Proposition 3



We first prove a preliminary result that will help us prove Proposition 2 and Proposition 3. Let {pt , st , ∆t−h }t∈T be a sequence consistent with equilibrium. Lemma 2 For any N > 0, the following inequality holds: N X 1 − β(h) (1 − α(h)) ωt,n,N (st+nh − pt+nh ) ≤ 2 1 − [β(h) (1 − α(h))]N n=1



where



Qn−1 ωt,n,N = P N



n ˜ =1







and ρt = β(h) 1 −



α(h) 3



j=1 Q



ρt+jh



n ˜ −1 j=1 ρt+jh



 [pt (1 + st ) + 2 (1 − pt ) (1 − st )] .
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Proof. Under perfect foresight equation (7) can be written as ∆t = β(h)



α(h) u (st+h − pt+h ) + ρt+h ∆t+h 3



We can iterate this equation to get   N n−1 X Y α(h)  u ∆t = β(h) ρt+jh  (st+nh − pt+nh ) + 3 n=1



where



Q0



j=1



j=1



N Y



! ρt+nh



∆t+N h



n=1



is defined to be 1.



Reordering terms, dividing by



PN



n=1



Q



n−1 j=1 ρt+jh







, and using the definition of ωt,n,N provides



Q  N N ∆ − ρ ∆t+N h X t t+nh n=1 α(h) Q  u ωt,n,N (st+nh − pt+nh ) = β(h) P N n−1 3 ρ n=1



n=1



j=1



t+jh



  Since ρt ∈ β(h) 1 − 23 α(h) , β(h) , we can bound the right hand side of this equation. The  n−1 P 2 denominator is greater than N , while the magnitude of the numerator is n=1 β(h)(1 − 3 α(h)) less than 2β(h)γ(h). These give the following bound: N  X 1 − β(h) 1 − 23 α(h) ωt,n,N (st+nh − pt+nh ) ≤ 2 (12) N  1 − β(h) 1 − 2 α(h) n=1



3



We can also use the bounds on ρ to bound each individual ω ωt,n,N ∈



!  N 1 − 32 α(h) 1 ,  N N N 1 − 2 α(h)



(13)



3



which completes the proof.



D.1



Proof of Proposition 2



In any equilibrium, the sequence of inventories follows the equation pt+h = pt +



 α(h)  2 −pt st + 2(1 − pt )2 (1 − st ) + pt (1 − pt ) 3



Similarly, the sequence of inventories for the Zero Equilibrium must also follow the law of motion. Combining these equations give pt+h − p0t+h = Φt (st − pt ) − λt (pt − p0t ) where Φt and λt are defined and bounded as follows    Φt = 1 − α(h) − 3(pt + p0t ) − 4 p0t − 3 + (pt + p0t ) + p2t + 2(1 − pt )2 3 ∈ 1 − 53 α(h), 1 − 32 α(h)
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(14)



and



   α(h)  2 2 2 2 λt = pt + 2(1 − pt ) ∈ α(h), α(h) 3 9 3



We can iterate this equation over N periods to get   N −1 N −1 X Y  pt+N h − p0t+N h = Φt+jh  λt+nh (st+nh − pt+nh ) + n=0



N −1 Y



(15)



! Φt+nh



(pt − p0t )



(16)



n=0



j=n+1



QN −1 where again the product n=N is defined to be one. We now provide a bound on the divergence of inventories from those of the Zero Equilibrium among the first N periods. Since p0 = p00 and |st − pt | ≤ 1 we can use equation (16) and the upper bounds on Φ and λ given by equation (14) and equation (15) to get: N −1 



X 2 α(h) 3



pN h − p0 ≤ Nh



n=0



n  N 2 2 1 − α(h) = 1 − 1 − α(h) 3 3



 N Define π ˜0 (h, N ) ≡ 1 − 1 − 32 α(h) to be this bound. We next provide a bound on the subsequent divergence of inventories from those of the Zero Equilibrium. We can write equation (16) as   PN −1 λt+nh Q −1 Φ 1− N pt+N h − p0t+N h = t+nh χt,N n=0 n=0 λt φt,n,N (st+nh − pt+nh )  Q (17) N −1 0 + n=0 Φt+nh (pt − pt ) where χ and φ are defined by PN −1 QN −1 χt,N = λt



j=˜ n+1 Φt+jh



n ˜ =0



1−



QN −1 n=0







Φt+nh



QN −1



j=n+1 Φt+jh   φt,n,N = P N −1 QN −1 Φ n ˜ =0 j=˜ n+1 t+jh



PN −1 λt+nh We will show that the term χt,N n=0 by a function λt φt,n,N (st+nh − pt+nh ) can be bounded π ˜1 (h, N ). This is useful because equation (17) would then imply that if pt − p0t ≤ ε for some ε ≥ π1 (N, h), then we also have pt+N h − p0t+N h ≤ ε. To do this, we first show that |χt,N | ≤ 1. Since χ is increasing in each Φt , we can use the upper bounds on λ and Φ to get n PN −1 2 2 1 − α(h) 3 |χt,N | ≤ α(h) n=0 =1  N 2 3 1 − 1 − α(h) 3



Next we can bound



PN −1 n=0



λt+nh λt φt,n,N (st+nh



λt+nh φt,n,N = λt







− pt+nh ) by decomposing it into three parts using



λt+nh − λt φt+nh λt
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+ (φt,n,N − ωt,n,N ) + (ωt,n,N )



Using |st − pt | ≤ 1 and φt,n,N > 0 gives −1 NX λt+nh φ (s − p ) t,n,N t+nh t+nh ≤ λt n=0



N −1 X



N −1 X λt+nh − λt φt,n,N + |φt,n,N − ωt,n,N )| λt n=0 n=0 −1 NX + ωt,n,N (st+nh − pt+nh ) n=0



We will bound each of these three terms separately. First, note that equation (6) implies α(h) 2 |(1 − 2pt ) pt st + (2 − pt ) (1 − pt ) (1 − st )| ≤ α(h) 3 3  and hence |pt+nh − pt | ≤ n 32 α(h) . We can also use the definition of λ to write  α(h) λt+nh − λt α(h) n 23 α(h) 4 (p − p ) (3(p + p ) − 4) t t t+nh t+nh 3 = 3 ≤ 4N α(h) ≤ 2 λt λt 9 α(h) |pt+h − pt | =



Since



PN −1 n=0



φt,n,N = 1, we have N −1 X λ − λ t t+nh φt,n,N ≤ 4N α(h) λt n=0



We can use the bound on Φ given by equation (14) to get upper and lower bounds for φ:  !N !N  5 2 1 1 − 3 α(h) 1 1 − 3 α(h)  , φt,n,N ∈  2 N 1 − 3 α(h) N 1 − 53 α(h) This, in combination with the bounds on ω from equation (13) imply that ιN  1− 2 α(h) ιN 1 2 3 |φt,n,N − ωt,n,N | ≤ N maxι∈{−1,1} 1 − 3 α(h) − 1− 5 α(h) 3 h i N −N 2 5 = 1 − 3 α(h) 1 − 3 α(h) −1 Lastly, the third term can be bounded using Lemma 2. In total, these give the result that χt,N



N −1 X n=0



λt+nh φt,n,N (st+nh − pt+nh ) ≤ π ˜1 (h, N ) λt



with π ˜1 (h, N ) ≡ 4N α(h) + 1 −



N 2 3 α(h)







1−



−N 5 3 α(h)



 −1 +2



1−β(h)(1− 23 α(h)) N



1−[β(h)(1− 23 α(h))]



At this point we have shown that for any N , inventories in the first N periods are within π ˜0 (h, N ) of those of the Zero Equilibrium. We have also shown that if inventories in the first N periods are within ε of those of Zero Equilibrium for any quantity ε ≥ π ˜1 (h, N ), then inventories in all subsequent periods are as well. We can combine these two statements to arrive at a uniform 27



bound for the entire sequence. Define π ˜ (h, N ) = max{˜ π0 (h, N ), π ˜1 (h, N )}. We therefore have that for any N > 0 and any t ∈ T, inventories are within π ˜ (N, h) of those of the Zero Equilibrium: pt − p0t ≤ π ˜ (h, N ) Let π(h) = minN π ˜ (h, N ). This will be a bound for pt − p0t . Lastly, we can show that limh→0 π(h) = 0. Let ν(h) = h−1/2 . From the definitions of π ˜0 and π ˜1 it is straightforward to show that limh→0 π ˜0 (h, ν(h)) = limh→0 π ˜1 (h, ν(h)) = 0. Since π(h) ≤ π ˜ (h, ν(h)), these imply that limh→0 π(h) = 0.



D.2



Proof of Proposition 3



In a similar way, we can show that, at least locally, the average trading strategy played converges to that of the Zero Equilibrium. For ε > 0, let N be the largest integer such that ε ≥ (2N + 1)h. We can form a bound on the local average trading strategy:   PN 2N1+1 n=−N st+nh − pt ≤



P   N n=−N 2N1+1 − ωt−N,n+N,2N +1 (st+nh − pt+nh ) P N + n=−N ωt−N,n+N,2N +1 (st+nh − pt+nh ) PN + 2N1+1 n=−N (pt+nh − pt ) 



The first sum can be bounded using the bound on ω given by equation (13) P   N n=−N 2N1+1 − ωt−N,n+N,2N +1 (st+nh − pt+nh ) ≤ ≤



1 − ω t−N,n+N,2N +1 n=−N 2N +1  −(2N +1) 2 −1 1 − 3 α(h)



PN



The second summation can be bounded using equation (12). The third term can be bounded using the fact that |pt+h − pt | ≤ α(h), which can be seen from equation (6). This implies that N 1 X (p − p ) t ≤ N α(h) t+nh 2N + 1 n=−N



We can combine these to form a single bound for a fixed ε:  σ(ε, h) =



 −ε/h 1 − β(h) 1 − 23 α(h) 2 ε −1+2 1 − α(h) + α(h)   ε/h 3 2 1 − β(h) 1 − 2 α(h) 3



For a fixed ε, each of these three bounds goes to a finite number as h → 0: 2 ε lim σ(ε, h) = e 3 α0 ε − 1 + α0 h→0 2



It follows that limε→0 (limh→0 σ(ε, h)) = 0.



E



Proof of Proposition 4



We develop the proof as a sequence of claims. For ease of exposition we drop the argument z from pt , st , and ∆t . 28



Let {pt , st , ∆t−h }z t ∈Zt ,t∈T be a sequence that satisfies equation (5), equation (6), and equation (7). Also, Let Gt,n be the event that ∆t−jh 6∈ [∆(pt−(j−1)h ), ∆(pt−(j−1)h )] for all j ∈ (0, ..., n). We can make the following claims about the sequence:   |∆t | Claim 3 If Pr (Gt,n ) > 0 then Pr Gt+h,n+1 and |∆t+h | ≥ β(h) >0 Proof. The following definitions will assist in the exposition of the proof. Let Ωt = α(h) 3 [pt st + 2(1 − pt )(1 − st ) + pt ]. Note that Ωt ∈ [0, 1]. Also let Xt+h = −∆t + β(h)∆t+h + α(h) β(h) 3 (st+h − pt+h )u − β(h)Ωt+h ∆t+h . equation (7) can be rewritten as 0 = Et [Xt+h], where Et (·) = E(· | z t ). This implies both that Pr Xt+h ≥ 0|z t > 0 and also that Pr Xt+h ≤ 0|z t > 0 for  all z t . We therefore have that if Pr (Gt,n ) > 0 then either Pr Gt,n and ∆t > ∆(pt+h ) and Xt+h ≥ 0 > 0 or Pr (Gt,n and ∆t < ∆(pt+h ) and Xt+h ≤ 0) > 0. We will show that in either case   |∆t | >0 Pr Gt+h,n+1 and |∆t+h | ≥ β(h) . First, consider the event in which ∆t > ∆(pt+h ). If ∆t+h ≤ 0, then it must be that Xt+h < 0, because ∆t > ∆( pt+h ) ≥ β(h) α(h) 3 (st+h − pt+h )u. Consequently, if Xt+h ≥ 0, then ∆t+h > 0 and ∆t therefore st+h = 0. The combination of Xt+h ≥ 0 and st+h = 0 imply that ∆t+h ≥ β(h) and pt+2h > pt+h . Since ∆(p) is decreasing in p, these also imply that ∆t+h > ∆(pt+2h ). We therefore have that in the event that ∆t > ∆(pt+h ) and Xt+h ≥ 0, then ∆t+h 6∈ [∆(pt+2h ), ∆(pt+2h )] and |∆t | |∆t+h | ≥ β(h) . Now we turn to the event in which ∆t < ∆(pt+h ), Xt+h ≤ 0, and ∆t+h < 0. We will show that in this case ∆t+h < ∆(pt+2h ). This is more difficult because the change in p is not a monotonic function of p. If ∆t < ∆(pt+h ) then in a similar manner as above we can show that ∆t+h < 0 and st+h = 1. This means that we can write   α(h) ∆t ≥ β(h) ∆t+h + u(1 − pt+h ) − Ωt+h ∆t+h 3 and



α(h) pt (1 − 2pt ) 3 We take two cases separately. For each we will show that if ∆t is below the bound, than ∆t+h is below the bound as well. (i) If pt+h ≥ 12 , then we can show this in a similar manner as above. Since pt+2h ≤ pt+h and ∆t+h < ∆t < 0, the fact that ∆(p) is decreasing in p implies that ∆t+h < ∆(pt+2h ). (ii) If pt+h < 1/2 then we can write i h α(h) (1 − β(h))∆ − β(h) u(1 − p ) − Ω ∆ t+h t+h t+h t+h 3 ∆t+h − ∆t ≤ α(h) pt+2h − pt+h pt+h (1 − 2pt+h ) pt+h = pt +



3



β(h)u(1 − pt+h ) < − pt+h (1 − 2pt+h ) α(h) < −β(h)u 3 = −β(h)γ(h) where the last inequality follows because pt+h < 29



1 2



and



α(h) 3



< 1. Using this along with ∆t 



−β(h)γ(h)pt+h , gives ∆t+h < −β(h)γ(h)pt+2h + β(h)γ(h)pt+h + ∆t < −β(h)γ(h)pt+2h = ∆(pt+2h ) For both cases we also know that Xt+h ≤ 0. This, in combination with st+h = 1, implies that ∆t ∆t+h ≤ β(h) . If ∆t+h ≥ 0 then we know that Xt+h > 0 because ∆t < ∆(pt+h ) ≤ β(h) α(h) 3 (st+h − pt+h )u. This implies that if Xt+h ≤ 0, then ∆t+h < 0. We have therefore shown that if ∆t < ∆(pt+h ) and |∆t | Xt+h ≤ 0, then ∆t+h 6∈ [∆(pt+2h ), ∆(pt+2h )] and |∆t+h | ≥ β(h) .   Claim 3 shows that if ∆t 6∈ ∆(pt+h ), ∆(pt+h ) , then the following ∆ is outside the bounds with positive probability and the magnitude grows exponentially.     Claim 4 Let pt z t−h , st z t , ∆t−h z t−h z t ∈Zt ,t∈T be a sequence that satisfies equations (5), (6), and (7). This an equilibrium for an economy with initial condition p0 if and only if      =1 Pr ∆t z t ∈ ∆ pt+h z t , ∆ pt+h z t . Proof. Let B be the uniform bound implied by Lemma 1. Assume that there exists a t0 such that Pr ∆t0 6∈ [∆(pt0 +h ), ∆(pt0 +h )] > 0. This implies that there exists  > 0 such that Pr ∆t0 6∈ [∆(pt0 +h ), ∆(pt0 +h )], |∆t0 | >  > 0. Iterating Claim 3 gives the result    |∆t0 | ≥ >0 Pr ∆t0 +nh 6∈ [∆(pt0 +(n+1)h ), ∆(pt0 +(n+1)h )], |∆t0 +nh | ≥ β(h)n β(h) Since there exists an N > 0 such that



 β(h)N



> B, we have Pr (|∆t+N h | > B) > 0.
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