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Abstract This paper deals with information acquisition and communication in networked organizations. Agents receive private signals about a payoff-relevant parameter and may communicate it to other players to whom they are linked. We derive a key condition that ensures truthful communication and show that it is only satisfied if the original networked information structure belongs to either the regular or core-periphery topologies. Since the degree of substitution between the information one acquires and the information one obtains from his acquaintances depends on the truthfulness of communication, it turns out that information acquisition is not monotonic on centrality. Finally, we show that the qualitative results hold independently of the number of rounds of communications that are allowed, if players stop communicating as soon as they undertake their action.
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Introduction



Scholars have long recognized the acquisition and transmission of information between individuals as one of the key objectives of organizations (Arrow, 1974.) Indeed, organizations take over the role of prices when these fail to accomplish their mission of aggregating disperse information and encouraging individuals to take the appropriate actions. Mimicking the role of prices in market transactions, organizational design should Please, e-mail me at [email protected]. I am indebted to Antonio Cabrales for useful comments and the insights that led to this research. I would also like to thank Jesper Rudiger for his detailed comments on an earlier draft. Finally, I thank various audiences at EEA Annual Meeting Glasgow and XXV Jornadas de Economía Industrial, as well as participants in the LSE Theory of Organizations reading group . Needless to say that I am the sole responsible of all remaining errors.
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enable efficient information transmission within the organization and provide the right incentives to create and maintain information flows from outside. While these two elements have been separately studied in different papers1 , ours is the first attempt to analyze their interrelation and their implications for organizational design. We argue that this missing link is potentially important for understanding the structure and development of many real-world organizations. A good example of an organization in which information transmission is important is the stock market. Most information is conveyed through prices, but it is also wellknown that word-of-mouth communication and other networked activities are ubiquitous in those environments. Shiller and Pound (1989) showed that most trading decisions involved interpersonal communication, and very few agents make their own research. Similarly, Hong, Kubik and Stein (2005) finds strong correlation in the positions of traders based on the same city, controlling for the location of the assets. This evidence suggests a strong use of personal contacts in information acquisition. This has been neglected in the majority of papers studying financial markets, where the information structure is a reduced-form stochastic process. In particular, no explicit distinction is made about the sources originating the signals2 . Our study highlights a bidirectional interaction between information acquisition and communication. First, smooth information transmission helps to disseminate relevant information and coordinate behavior, while reducing the duplication of efforts in information acquisition. But we also show that differences in the information available to different agents will hamper their (mutual) communication, since it introduces a wedge between the conditional expectations received after some signal is observed. Agents communicate their signals before obtaining all the relevant information and use interim beliefs which depend on the amount of information that they expect to receive. For instance, more informed agents rely less on every particular signal than less informed agents. This implies that their second-order beliefs will differ from their first order beliefs and information transmission will be noisy. Players have an incentive to become conservative when communicating information to less informed ones and aggressive when communicating to more informed ones3 . This pattern seems intuitive but, to the best of our knowledge, ours is the first model able to generate it endogenously. 1 Bergemann and Valimaki (2006) provides a general framework to study information acquisition. For studies in communication, see Crawford and Sobel (1982). 2 Two recent studies constitute an exception to that rule, in that they address the impact of exogenous networked information structures on trading behavior. Xia (2007) studies a model with "behavioral" communication through simple topological structures and their results in trading. Ozsoylev (2007) studies a rational-expectations model in which agents communicate truthfully through an exogenous network. See Section 5.2 for a relation of our study with this literature. 3 In the jargon of Gordon (??) players hold an outward bias if they expect to receive less information and an inward bias if they expect to receive more.
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To get a grasp of the implications of this trade-off, we study a standard beautycontest type of game (Morris and Shin, 2002,) where every agent must take a decision facing a trade-off between adaptation to global uncertainty and coordination with the rest of players. We allow them to choose the amount of information they acquire (Hellwig and Veldkamp, 2008, Myatt and Wallace, 2009) and to report this information to their peers through a discrete (undirected) network. In our benchmark model, this communication takes the simple form of a round of messages in which every agent chooses a profile of reports to each of his peers conditional on the information he owns.



1.1



Applications



As already mentioned, this model seems to capture well the environment faced by communities of financial analysts. First, beauty contests are a useful, albeit simple, tool for trying to model financial markets and asset prices4 . Second, information about financial assets is disperse and different traders may differ in the amount of information they have access to. Finally, information transmission among traders does not occur through a "market" but rather under bilateral, stable relations which we characterize using the network device. However, the model may well be applied to many different settings in which communication is strategic and unverifiable. For instance, the model may be applied to firms operating in similar markets who may share information about their costs or demand in environments with strategic complementarities (Raith, 1996.) Pairwise communication is potentially less costly and more difficult to detect but may create problems in terms of credibility. Similarly, our framework may be applied to the study of complex organizations5 whenever information is disperse and coordination is key for performance. In these organizations, decisions must be taken rapidly6 and communication is informal. For instance, coordination, information acquisition and good communication are the key factors underlying the design of Intelligence Agencies (Garicano and Posner, 2005.) In this model we argue that their interaction may indeed reduce performance.



1.2



Overview of the Results



In this paper, we highlight the fact that differences in the amount of information different agents have access to difficulties the communication among them and that more 4



See, for instance, Allen, Morris and Shin (2006). A recent literature in the economics of organizations, starting from Dessein and Santos (2004) has used similar specifications. See Calvo, de Marti and Prat (2009) for a discussion of the relation with this literature and a deeper analysis of its implications to organizational design. 6 See Section 5 for a brief analysis of the cost of delay in decision-making and its implications for communication. 5
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information acquisition generates an external effect which may be positive or negative. It is because of this externality that information and communication should be restricted or promoted. Our results show that truthful information transmission depends on both the network topology and the information acquisition technology. In particular, very centralized structures (formally, core-periphery networks) or very decentralized (regular networks) yield efficient communication, while hybrids typically don’t. We also show that, in line with previous literature, information acquisition is monotonic in the centrality of the player if communication is truthful, but it may be not monotonic otherwise. Indeed, in networks with inefficient communication, better located agents have higher incentives to acquire information since they are able to coordinate better the activities of other members but have lower incentives whenever they are better informed than others. The intuition for this result stems from the fact that the degree of substitutability of information between players is endogenous to the structure of communication. In this sense, information is a non-rival good if and only if the organization allows for truthful revelation. Finally, we show that our qualitative results extend to an environment with more rounds of communication, as long as players leave the network once they take their actions. In particular, we identify network structures for which, independently of the number of rounds of communication, information cannot be truthfully revealed between two linked players because they will use it differently. In this sense, the fact that our results rely on the use of interim beliefs does not imply that the assumption of one round of communication is crucial7 .



1.3



Related Literature



We contribute to a couple of strands in the literature. First, there is a small but influential literature on communication in networked organizations started by Geannakopoulos and Milgrom8 (1991) and Radner (1993), within the realm of team theory. There are no strategic issues and the problem is simply to choose the optimal organization of workers to minimize time processing, due to bounded rationality. The typical finding of this literature is that hierarchical organizations are likely to be optimal for information transmission purposes. Adding strategic incentives to the transmission of information, we find that hierarchies are likely to be suboptimal since they yield a very unequal distribution of information and, therefore, weak incentives for truth-telling. Second, there is a growing literature of game-theoretical views of networked organizations. De Marti, Calvó and Prat (2009) study information acquisition and truthful and costly communication in networks. They show that information acquisition is in7 8



The crucial assumption is that agents may take actions after each round of reports. See also Bolton and Dewatripont (1994)



4



creasing in centrality in a linear quadratic model of network formation. However, ours is the first paper that addresses information acquisition and strategic communication jointly. On the other hand, a couple of recent contributions deal with strategic information transmission in networks. Hogenbach and Koessler (2009) analyze a game in which signals are strategic complements and agents differ on their preference relation over outcomes, but there is no information acquisition and the preference divergence is exogenous to the network structure. Galeotti, Ghiglino and Squintani (2009) analyze a similar game, but their focus is on competing signals and analyze the effect of congestion and other network characteristics on the amount of information transmitted. Finally, two recent contributions analyze repeated communication in societies. Anderlini, Gerardi and Lagunoff (2008) consider an organization composed by one-periodlived agents who send reports to their successors regarding some underlying uncertainty. They show that the existence of an exogenous preference bias impedes common learning of the parameter of interest. Acemoglu, Bimpikis, and Ozdaglar (2009) is somewhat closer to our spirit and they consider the case of large societies transmitting over time information relevant to the decision of whether to undertake or not a project. They highlight an strategic motive to lie to induce agents to transmit their information, but they concentrate mostly on truthful communication.
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Model



Consider a set N of agents. Let 2



n < 1 be the cardinality of N . Every agent is



concerned with the realization of some aggregate uncertainty . In the case of financial analysis, would be the fundamental value of an asset. We assume that v N (0;



1



)



However, agents do not observe the realization of . They only receive a signal xi = +



i,



with i



where



i



v N (0;



1 i



)



is the precision the signal held by agent i. Notice then that fxi gi2N are inde-



pendent conditional on but may not be identically distributed, since we allow agents to choose some precision



i



2 R, by paying some cost c( i ) 2 R+ . For the moment, we



only assume the cost function to be increasing and convex. Let acquisition strategy of agent i when playing on network g. Let



i (g) be the information



= ( 1;



2 ; ::; n )



be the



profile of precision choices for each player, which is known at the end of the first period
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period9 Agents are linked through an undirected and discrete network g, so that i and j have a link if and only if ij 2 g. A link is interpreted as the existence of a communication



channel between two players. Alternatively, one can define the network by using a ma-



trix G of zeroes and ones, such that the coefficient Gij = 1 , ij 2 g 10 . Define a walk from i to j as a collection fk1 ; k2 ; ::; km g such that k1 = i, km = j and kl kl



1



2 g for



all l = 2; 3; ::; m. A path is the shortest walk between two players, i; j, so that we write p(i; j). Let jp(i; j)j be its length. If such a path does not exist jp(i; j)j = 1. A network is



connected if and only if for all i, supj jp(i; j)j < 1: A network is minimally connected if for every i; j 2 N , there exists one and only one path linking them. A component g s



g is a subnetwork of g such that the nodes of g s , N s , is a set of



players satisfying for all i; j 2 N s , p(i; j) < 1 and for all k 2 N n N s we have that p(i; k) = 1. Let ns be its cardinality.



We are concerned with one round of simultaneous communication among linked



players, contingent on their private signals. Denote by Ni (g) = fj 2 N : ij 2 gg the set of neighbors of agent i, so that every agent submits a message profile mi = fmij gj2Ni (g)



and learns a message profile mi = fmji gj2Ni (g) . For simplicity, we shall assume that



mij 2 R, so that a reporting (pure) strategy for agent i is a mapping mi : R ! RjNi (g)j



denote as Nij (g) = Ni (g) \ Nj (g) the set of common neighbors of i and j, and Ni



1 :We j



=



Ni (g) n Nij (g) the set of neighbors of i who cannot communicate with j. Finally we let



Ni (g) = Ni (g) [ fig be the neighborhood of agent i augmented to himself11 . We allow for mixed strategies in reporting so that



j x) is the probability of R1 sending report mij = y conditional on signal x. We shall require that 1 ij (y j x)dy =



1. Let m ^ ij (x) = y :



ij (y



j x) > 0 and m ^ ij1 (y) = x :



ij (y



ij (y



j x) > 0 .



In the last stage, players must take an action ai 2 R, conditional on all the informa-



tion available to maximize U=



(ai



)2



1 n



1



X



(ai



aj )2



c( i )



(1)



j6=i



According to (1) every agent wants to match a weighted average of the underlying uncertainty and the actions of other players. However, it also implies that they would be trying to lead other agents to take the same action as they expect to take themselves when making their report. Let ai : R



RjNi (g)j



gent on her information. 9



1



! R be the strategy of agent i contin-



This assumption may be relaxed by imposing that agents get to know a noisy signal of the precision of other agents. For instance, one could allow the technology of information acquisition to be random and only the cost would be observed. 10 For the most part we use the set-theoretic definition, since we find it more intuitive. However, some definitions are better presented in matrix form. 11 We extend analogously the remaining concepts, so that, for instance, Nij = Nj \ Ni
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Figure 1: The Timing of the Game



One important assumption is that we do not allow contingent transfers between the players. First, information is assumed to be unverifiable. Second, once information has been acquired, players would like to communicate it at any cost -so that prices for reports may be negative (people are paid to listen.) Because of this, the market would be unable to encourage research by pricing it in the absence of further commitments. Third, the price of research of every agent should depend on both his position in the network and the effort of every other player, so this would lead to very complicated schemes. Finally notice that prices for information are usually in the form of consulting and other forms of external contracting, where the sources of information have no intrinsic interest in the decision. Indeed, consulting or financial analysts are not allowed to make priced reports on assets on which they have interest. To end this section, we shall recall the timing of events, as displayed in Figure 1. In the first stage, nature draws a state of the world and every agent chooses some information acquisition . Signals are then drawn conditional on the state of the world according to the chosen distributions. In the second stage, every player communicates to her peers through an undirected network g. Finally, conditional on all her information, she chooses an action ai and payoffs are realized.
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Truthful Revelation of Information



In this section, we shall identify the conditions under which it exists an equilibrium in which all signals are credibly revealed. That is, the conditions under which there exists
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a Perfect Bayesian Equilibrium12 with mij (xi ) = xi for all i 2 N , j 2 Ni (g), xi 2 R Notice that, should all information be revealed, there exists a linear equilibrium in the last stage13 , where actions will satisfy. X



ai = bii xi +



bij mj =



P



0 and



bij xj



j2Ni (g)



j2Ni (g)



for some weights where bij



X



1. In general, the weight that i puts on



j bij



signal xj will depend on the total precision of the report of agent j - that is, the accuracy of both its signal and its message -, the total amount of information i has access to and the weight that others put on that signal14 . Suppose ij 2 g and consider the incentives of agent i to truthfully reveal his type to j whenever everybody else does so. Using the envelope theorem, we can write his indirect utility in the last stage as 2



E [Vi ] = E 4(



1



X k6=i



3



bij xj



j2Ni (g)



1



n



X



2



E 4(



X



)2 5 +



X



bih xh



h2Ni (g)



l2Nj (g)nfig



First order condition for truthful revelation is then 2 X X bji xi = E 4 bih xh h2Ni (g)



2



= bii xi + 4



X



l2Nj (g)nfig



bih



h2Ni (g)



bjl xl



X



bji mi )2 5



3



bjl xl j xi 5



l2Nj (g)nfig



3



(2)



3



bjl 5 E [xk j xi ]



Definition 1 A networked information structure fg; g is balanced if for every i, and for 12



We use the standard concept of PBE (as in Fudenberg and Tirole (1996).) Equilibrium selection is not an issue since we are only interested in pointing out the conditions under which truthful revelation is feasible and the implications it has over information acquisition. 13 See Lemma 1 in Appendix A for a proof of existence of linear equilibrium. Notice that if communication is truthful our model reduces to a standard beauty-contests with agents receiving a number of signals equal to their degree and with endogenously determined precision. See Myatt and Wallace (2008) for such a model. 14 See Lemma 1 in Appendix A



8



every j 2 Ni (g); such that



i



+



>0



j



X



l



=



l2Ni (g)



X



(3)



k



k2Nj (g)



With a slight abuse of notation, and whenever there is no confusion, we shall say that a given network g is balanced, to refer to a given network for which there exists a profile



such that fg; g is balanced. We can now state and prove the following propo-



sition.



Proposition 1 There exists an equilibrium with truthful revelation at every relevant link if and only if either



= 0 or the networked information structure is balanced.



Proof. The proof is a straightforward application of the results in the literature. If X = 0; E [xk j xi ] = xi and bij = 1 for all i 2 N . Hence condition (2) holds. If not, j2Ni (g)



then we need that



(bji



2



bii )xi = 4



X



X



bih



h2Ni (g)



l2Nj (g)nfig



3



bjl 5 E [xk j xi ]



Clearly, if the network is regular, this holds under if balanced, because bji = bii and X X bjl = bik . Now, assume that the network is not regular and suppose that l2Nj (g)



k2Ni (g)



the exists a pair ij 2 g, jNi (g)j > jNj (g)j, I shall show that if the network is balanced P j cannot make any information acquisition effort and that l2Ni j l = 0: In particu-



lar, and without loss of generality, assume that Ni (g) = Nj (g) [ fkg. Notice that since P the network is balanced it must be the case that k = 0. However, since l2Ni (g) l = P = Ni (g), there must exist another k 0 2 l2Ni (g) l , if i > 0, there must exist and k 2 P P Nk (g) \ [N n Nj (g)] such that k0 = i . However, again l2N 0 (g) l = l2Ni (g) l : Hence, k



either



j



= 0 or jNk0 (g) \ [N n Nj (g)]j > 1. Finally notice that the total amount of agents



is assumed to be finite, so that there must exist some k t such that Nkt



hence, a contradiction with the network being balanced. Therefore either j



Nk t i



1



and



= 0 or



= 0, so that bji = bii . To see that it never holds if the condition holds does not hold notice that bji the



only source of discrepancy between players is the amount of information received. In particular, i and j agree about the degree of agent j so that there is no bias generated in asymmetric networks per se. However, if i holds more information than j P



i



k2Nj (g)



k



>P



i



k2Ni (g)
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k



and so bii 6= bji . But then



X



h2Ni (g)



bih



X



l2Nj (g)nfig



bjl 6= 0



so that truthful revelation will not be part of any equilibrium. The intuition for the result is simple. Truthful revelation requires that hierarchies of beliefs are ex-ante aligned. This holds if the prior does not convey any information or if information is symmetric (total precision of the signals received by every agent is the same.) The reason is that an informative prior creates a wedge between the expectation of the underlying state conditional on a given signal and the signal. Hence, second order beliefs - the belief of i about the belief of j about - conditional on i’s signal will differ with the current belief of i. This generates an incentive to i to lie her information and align those beliefs. Notice that in our model cheap-talk equilibria does not rely on an exogenous preference bias. Ex-post, all agents would be better off if they had communicated perfectly their signals. However, in the interim, if the networked communication structure is not balanced, they have an incentive to misreport their information. In particular, wellconnected agents have an incentive to make conservative reports about the state of the world, while badly connected ones have incentives to make aggressive reports. In equilibrium, these biases are understood by the receiver and they result in a reduction of the amount of information conveyed. Thus, differences in ex-post information, introduces vagueness in communication and reduces welfare. We know that the maximal revelation equilibria of such a game entails some pooling (see, e.g. Kawamura (2008)). That is, equilibria is characterized by a partition of the set of signals, where a given report m is to be understood simply as x 2 [mk ; mk+1 ]. However, given the Gaussian structure of our uncertainty the equilibrium of this game is not tractable. In general, networks in which agents with different information communicate, are unable to share all their private information. This generates a twofold effect on the marginal value of information. First, it encourages information acquisition since agents have access to less information. Second, it discourages information acquisition since they lose ability to affect other players’ behavior and thus reduce the coordination value of information. In this sense, information is less valuable if it is difficult to transmit. In other words, if a network can attain an efficient communication equilibrium, information does not endogenously depreciate in its spread through the network. More generally, the degree of depreciation (or substitution among signals) will depend on the amount of information acquired by each agent and the degree distribution of the network15 . 15



See Section 4 for a more detailed analysis on the amount of information acquired.
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gT



We let T = fi 2 N :



i



> 0g be the set of agents who acquire information. Define



= fij 2 g : ij \ T 6= ;g as a the subnetwork in which all the links which did not allow



any information flow (



i



+



Corollary 1 Assume that gkT holds



j



= 0) are deleted.



g is an balanced component of g \ T . Then, the following



i) for all i; j 2 NkT ; Ni (g T ) = Nj (g T ) or



ii)9J



NkT such that Ni (g T ) = J if i 2 = J and Ni (g T ) = NkT



1 if i 2 J



Notice that the corollary implies that each component of an balanced networked organization must be either a regular (every agent has the same number of links) or a core-periphery network (core players are linked to everyone, while the rest are only linked to the core players.) In particular, if the network is a line and every agent acquires information, there is no agent who can communicate truthfully to all of his neighbors. Indeed, we have the following result Proposition 2



16 Let



0 for all i. For all i 2



fully with j



g T be a line with more than three individuals and assume that gT ,



there exists j 2 Ni



(g T ),



i



>



such that i cannot communicate truth-



Proof. In Appendix B. The intuition is again straightforward. Terminal nodes (agents with only one neighbor) are disadvantaged in terms of the information they expect to receive. Therefore, when communicating they tend to be very aggressive and thus, equilibrium communication is vague. Because of this, their neighbors now are disadvantaged when communicating with others and are very aggressive with their neighbors. Following this reasoning one can show that vagueness in communication between two agents (under some conditions on the network structure) implies that vagueness will spread through every node of the component. This gives a new rationale for dense networks in organizational design, since adding links may not only increase the amount of information transmitted through new connections but also soften the incentive constrains in the communication with previously existing links.
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Information Acquisition and Communication



So far we have seen that regular and core-periphery networks can support efficient communication equilibria for a given pattern of information acquisition. However, we 16 This result could be extended by allowing for more general networks although some conditions are necessary. In particular take g to be the complete network and delete the link fijg, it is easy to see that among the rest of agents communication does not change. On the other hand, it is clear that symmetric trees could be included in this Proposition (a symmetric tree is such that all agents have the same number of links except the terminal nodes, who only have one)
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would like to know whether indeed the pattern of information acquisition would lead to such networked information structures. That is, starting with a given network g, is there an equilibrium in the information acquisition stage-game such that the resulting fg; g allows for truthful communication?



To answer this question we shall use a standard concept in the network literature.



Definition 2 (Centrality) The vector of (Bonacich) centralities for a network g is B = (I



aG)



1



where a is a positive scalar such that the inverse is well defined and G is the matrix-form representation of the network. This measure adds for every individual all the paths (direct and indirect, including self-loops) that go through her. Denote by B i the i



th component of the vector, which



represents the measure for agent i. Proposition 3 Assume that the networked information system g T is connected and that communication is truthful in the continuation game. Then the profile of information acquisition satisfies i) ii)



i



is increasing in the centrality of the agent. i



and



j



are strategic complements if and only if j 2 = Ni (g). Alternatively



i



and



j



are strategic substitutes if and only if j 2 Ni (g). Proof. In Appendix B.



This result highlights the importance of studying the interaction between communication and information acquisition, even in the case of truthful information transmission. The literature on information acquisition in Beauty Contests have shown that if there is need for coordination, information acquisition satisfies strategic complements. On the other hand, if there is communication, information becomes a public good and information acquisition must satisfy strategic substitutes. Finally notice that a similar result holds in Calvo, De Marti and Prat (2010) but in their framework each agent is concerned with the realization of a local random variable and the information of others is only relevant to predict their action. Given this result, consider a regular network. Clearly if the network is balanced, there exists a symmetric equilibrium in which every agent acquires the same amount of information. Thus, under mild conditions, regular networks allow truthful revelation in organizations. On the other hand, given Corollary 1, if the network is balanced and not regular, it must be of the core-periphery form. In this case, an equilibrium with truthful revelation 12



requires that only core agents acquire information. Since information acquisition is increasing in centrality this is clearly possible. Let Vi ( ) be the expected utility of an agent located in position i if the vector of information acquisition patterns is . Thus if g belongs to the core-periphery class, a necessary condition for a to be such that fg; @ Vj ( ) @ j



equilibrium profile



g is balanced is that c0 ( j )



0



@ Vi ( ) @ i



c0 (0), where j 2 T , i 2 N n T



(4)



Corollary 2 Assume that c( ) is linear. If g can be partitioned so that g T = [gkT , where for each k = 1; 2; :::K, with 0 < K



T is either regular or core-periphery subN; and gK



network. Then, there exists an equilibrium truthful information transmission. Corollary 2 is the obvious counterpart of Corollary 1. However, it is important to notice how the requirement that g is balanced is not as stringent as it could be. In particular, whenever the information technology is linear and the original network can be partitioned into a union of regular subnetworks by deleting links in which no information is transmitted, there exists an equilibrium profile of information acquisition of the original network that is balanced.
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Welfare and Information Acquisition



There are two important questions for which we do not have a definite answer. First of all, if we do not have full information transmission, can we still say something about the pattern of information acquisition? The answer depends on whether the equilibrium of the communication game exhibits monotonicity in the information transmitted. In particular, if the information transmitted among two agents whose residual uncertainty is closer in some well-defined sense are able to communicate better then, one can actually show that information acquired is not monotonic. However, a more modest result can be readily seen. Proposition 4 Let a component g 0 all i 2



g0.



g T be a connected line, and assume that



There exists some n ^ > 3 , such that if



n0



i



> 0 for



>n ^ , the effort in information acquisi-



tion will be not monotonic in their centrality. In particular, extreme players acquire more information than their neighbors. This follows from the fact that if the residual uncertainty of the extreme player is always larger than or equal to that of the extreme one, and if the network is sufficiently large, this implies higher incentives for information acquisition. In general, different communication structures would lead to different patterns of information acquisition. In many studies information acquisition is treated as any 13



other public good (see, for instance, Galeotti and Goyal (2010)) so that, the signals one agent collects and the signals others collect are perfect substitutes. However, in our model, the degree of substitutability is endogenous. In particular, if communication is truthful, those signals received by the neighbors of i are perfect substitutes from the signals coming from j 17 . This implies that the effort of i decreases in the effort of his neighbors. On the other hand, if the communication equilibrium were characterized by full babbling, information acquisition efforts become strategic complements (see Hellwig and Veldkamp, 2008.) Our strong conjecture is that there is a monotonicity in the degree of substitution between information acquisition strategies of different players and the quality of their communication. This link highlights the importance of considering both problems simultaneously. Another important issue is that of welfare. That is, which networked information structures yield better outcomes in terms of coordination and adaptation? Clearly, among minimally connected networks, either the star or the circle can be optimal. The star provides better coordination but only one agent acquires information. In a circle, every agent aggregates two signals which may offset the coordination losses from decentralized information. This depends on the cost of information acquisition and the environmental uncertainty. A somewhat more important question is whether adding links is always optimal. The following example shows that this is not the case Example 1 Suppose that g T is formed by two star components with sufficiently many agents and the most revealing equilibrium is being played. Adding the link between both hubs is welfare detrimental. An example of such a network is depicted in Figure 2. In the most revealing equilibrium of the game generated by the original network, two agents acquire information and they communicate it truthfully to their neighbors, each of which receives one signal and suffer small coordination losses (only from miscoordination with the other component.) If both hubs link to each other, now in any equilibrium welfare is lower. First, assume that the pattern of information acquisition does not change. Now, coordination only improves between the hubs and worsens between every other linked agents. Further, adaptation also decreases at every other player. Thus, if there are sufficiently many agents, welfare decreases. Now it may also be that either 2 or 6 (or both) cease to acquire information. In this case the comparison is even simpler. Each of the agents linked to the hub who ceases to acquire information would increase his information acquired and there would be wasteful duplication of effort, while each of the spokes would still obtain one signal. 17



Note that in this model, Gaussian signals imply that all that matters is total precision. See Proposition



3.
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Figure 2: Welfare Comparisons



6



The Role of Hierarchies



Most of the previous literature on communication in organizations agreed that hierarchies are an efficient way to transmit and process information. Radner (1992) shows that a hierarchical structure (a tree in the jargon of graph theory) is the most efficient structure for an organization that tries to process and summarize a large amount of disseminated information. Bolton and Dewatripont (1994) extended this logic to environments with an infinite stream of signals that have to be processed with minimal delay. Milgrom and Genakopoulos (1994) showed that, under bounded rationality of managers, hierarchical organizations are the most efficient way to use a group to overcome the limitations of its members. Garicano (2000) shows that a hierarchy is the natural organization for a firm that must solve problems in order to produce if workers cannot identify those problems that they cannot solve. A common feature of all these models, however, is that they assume that the members of those organizations are not strategic. In particular, they acquire the information they are told to acquire, they transmit it truthfully and they take the action that the organizations wants them to take, conditional on the information available. In our model, however, agents are rational, strategic players who try to maximize their payoffs in a coordination game under uncertainty. Under these conditions, we highlight the fact that within a tree, different agents hold different amounts of information and this inequality will lead to strategic information transmission. In the real world this problem is solved in the following way. Information is acquired by peripherical agents who communicate it upwards to managers. These managers aggregate information and pass it back to the periphery in the form of "recommendations" or "commands". Therefore, although hierarchies are efficient in terms of
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information handling they require some source of "power relation" among agents in order to conveniently achieve the organizational goal. Our model lacks this power relation since every agent is entitled to "decide" and information does not move backwards once it has been aggregated.



7



Repeated Communication



One of the main driving forces of the results presented above is the use of interim beliefs and one round of communication. That is, since agents only communicate once, they rely heavily on the beliefs they hold after observing their signal, when making their reports. This is the source of their intrinsic bias. We shall explore now this assumption by constructing a dynamic environment in which the game presented above is (potentially) infinitely repeated. We construct the game following the ideas in Acemoglu, Bimpikis and Ozdaglar (2009). The game is as follows. At time zero, every agent makes some investment in information. Then, both and the signals are drawn from the appropriate distributions. At time t = 1, agents report through the network g 1 = g T some messages conditional on their signals and their positions in the network m1ij (xi ) 2 R [ f;g 18 . Let mi1 be the



profile of reports received by agent i in period 1. Then, agents take actions ai;1 2 R [ ;



where ai = ; is defined as inaction. After that, actions are realized and agents who took an action leave the game19 . Agents who decided to stay inactive keep move into the next period by losing > 0. At time t = 2, g 2 = g 1 \ fi 2 N : ai;1 = ;g and again chose a



report mij (xi ; mi1 ) 2 R [ f;g where ij 2 g 2 and an action ai;2 2 R [ ;. Whenever at the



end of time t, the set fi 2 N : ai;t = ;g = ; the game ends and every agent receives his payoff according to the original payoff net of the corresponding loss for delay ti , where ai;ti 6= ;. Proposition 5 Suppose that



; g 1 is balanced. Then there is an equilibrium of the re-



peated game in which every agent reports truthfully and makes an action in the first period. Proof. Trivial and thus omitted. This implies that the positive results in the previous section survive into this extended game. However, do the negative ones survive? A qualified answer would be yes. In particular, there are some networked information structures at which information cannot be transmitted at any round. 18



We allow for explicit witholding of information. This is the main restriction of the framework since it will not be optimal for them to leave (for sufficiently small ) and clearly their information is still valuable for others. However, since their actions are now taken, there is no hope that their reports are truthful. Indeed, it is easy to construct examples in which overall welfare is lower if all agents stay until everyone took their actions. 19
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Proposition 6 Suppose that g 1 ;



is a line, and assume that



i



> 0 for all i. Then for



every t = 1; 2; ::t, there exists an equilibrium in which all agents leave at period t. Further, no equilibrium involves perfect communication. Proof. In Appendix B. The intuition is simple. Suppose that one agent has only one neighbor. Suppose further that his neighbor has access to more information than her. Then, whenever his neighbor will leave the network before transmitting all the relevant information to her and therefore persistent differences in information obtains. This results highlight that although our results rely on interim beliefs they are somewhat stronger than they would appear at first glance. In this natural extension of the game, as long as players leave the network after taking their actions with positive probability the qualitative features of the static equilibrium remains. In other words, whenever communication takes place between agents who "expect to learn more on the future", our results are likely to hold. However, in most studies, the assumption is that players are either informed ex-ante or ex-post but they never get "some information" in the interim. Repeated communication games, for instance, assume that players have acquired all the relevant information at stage zero. We argue that this assumption has deep implications in the results, and it is not clear why this possibility should be ruled out. An exception in this literature is Acemoglu, Bimpikis and Ozdaglar (2009). They allow for strategic communication of signals using interim beliefs. However, in their model the strategic interaction is different, since a given player does not care about the action taken by others. In particular, an agent would only want to lie if that induces other agents remain in the network and keep communicating with him. To manage so, she is willing to misreport her true signal in order to "confuse" her peer and make him stay. This is not possible in our model since the residual variance does not depend on the "content" of the reports. Proposition 7 Suppose g 1 ;



is not balanced, and assume that



exists i 2 N such that Ni (g)



Nj (g), Ni (g) 6= Nj (g), then either both agents hold the



i



> 0 for all i. If there



same information (and take the same action) or there is no equilibrium with perfect information transmission between them. Proof. In Appendix B.



This result20 highlights the fact that poorly informed individuals (in that they have access to a subset of the sources of their neighbors) will also have problems to communicate with those sources, independently of how many rounds of communications are 20



The proof is very similar to that of Proposition 6 -it can be seen as an extension in which the possibility of full communication is not there since all the information that i receives comes through i 1
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allowed. This may seem counterintuitive, since an agent who talks to a poorly informed agent has a very good posterior belief over the belief of his neighbor. The problem is that this second order belief may be far away from the belief he holds! This yields a novel intuition that was not present in the static game. Namely, since agents are willing to wait only if waiting yields new and useful information, communicating with agents who have access to that information is not only more useful, but easier (in the sense that it reduces the vagueness in communication) than to those who have no new information. Equilibrium behavior depends (discontinuously) in the discounting of players, as it is the case in many dynamic games. If the cost of continueing in the game is very high, the equilibrium unravels and players leave. If players leave earlier, perfect communication breaks down and thus both coordination and information sharing decreases sharply. Absent any cost, the network structure is not relevant since information would travel frictionlessly and eventually coordination would be achieved. In this sense, it is the cost of time that gives a specific content to the network itself. Moreover, the following result holds Proposition 8 Fix a cost , a networked information structure fg; g and a truthful equi-



librium profile (m ; a ). There exists a networked information structure fg 0 ; g such that (m ; a ) is an equilibrium in the static game21 .



Proof. First notice that we do not have to vary the pattern of information acquisition, only the links between agents. Take a network g and a (truthful) equilibrium for that network, the result is established by constructing g 0 such that incentives are unaltered in the equivalent static game. First of all, it is obvious that if a given agent i eventually obtains information generated at node k; then ik 2 g 0 : The converse is also true, so that if i does not obtain information generated at node k 0 , ik 0 2 = g 0 . This defines the only candidate for g 0 . Notice that the equilibrium is truthful, and so apply Proposition 7. The result follows directly. This result clarifies the main assumption of the model. Namely, that there is some cost of communicating that precludes information to be transmitted fast enough throughout the network that the result is equivalent to one in which information is publicly shared instantaneously. Since the reduction of costs in information processing and transmission are one of the main objectives of organizations (Arrow, 1969), this assumption seems the most natural one. Finally notice that one can see the resulting game as an optimal stopping game where stage-game payoffs are supermodular in the other players’ strategies. Indeed, conditional on a given communication equilibrium, each player’s continuation value 21



I am indebted to Francesco Squintani for suggesting this result.
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increases (weakly) in the continuation probability of the remaining players. However, the number of periods that a player is expected to stay also influences the efficiency in communication now, and thus payoff complementarities may be reverted. Hence, it is difficult to provide general statements about path of play using the tools of dynamic games.



8 8.1



Conclusion Summary



In this paper we have argued that modelling carefully the information acquisition and transmission may be important to understand the functioning of many organizations and markets. We have shown how the topology of the communication network and information acquisition technology affect the quality of information transmission within the organization. We have fully characterized the set of networked information structures that support perfect communication as an equilibrium and the pattern of information acquisition they generate. Our results highlight the role of information asymmetries in communication and the way in which different network topologies generate those asymmetries endogenously. We also show that whenever information revelation is not truthful, the pattern of information acquisition effort may change dramatically. For instance, in the line with sufficiently many players, no agent can communicate truthfully with all of her neighbors and the information acquired in equilibrium is not monotonic in centrality. This result is in sharp contrast with the previous literature, which highlighted the role of centrality in the intensity of the effort. Finally we have extended the model to allow for more rounds of communication. We have shown that our results are qualitatively robust to such an extension, as long as players abandon the network as soon as they make their decisions. If an agent expects to receive more information in the future, she will use her interim beliefs when forecasting the actions that their communication partners are going to undertake. If she expects to received a different amount of information in the future (compared with her communication partners) she will be biased, and truthful communication will not be an equilibrium. By looking into the process of information acquisition and transmission we have obtained two characteristics that the network literature assumed to be exogenous. First, in networked organizations where communication is not truthful, information transmission exhibits decay or endogenous depreciation. This depreciation depends on the density of the network because more links reduce average distance between two links and also because it allows for better information transmission. Second, in most or19



ganizations, the amount of information acquired by one agent may be increasing or decreasing in the total amount of information acquired by others. In a setting where information flows perfectly, information would be non-rival and the effort in information acquisition would become strategic substitutes. However, in our setting agents need to "be like their peers" in order to extract information from them. Moreover if information transmission is noisy, they need to "know what others know" in order to predict their behavior.



8.2



Discussion and Future Research



The main limitation of our study is the inability to obtain close form characterization of the equilibrium under imperfect information. This implies that we cannot perform any analysis on the effect of imperfect communication on the equilibrium decisions, nor welfare comparison across different networks22 . These issues, albeit important, have already been studied in depth in rational-expectations models23 . In this sense, we view our analysis as complementary to this literature, since they assume an exogenous information structure and non-strategic communication. They typically find that more centralized networks lead to excess volatility in prices and that denser networks lead to excess correlation across agents. Interestingly, they have given a lot of attention to the network topologies that our model predict to be more efficient in information transmission. As indicated earlier future research may shed some light on the information transmitted between players who cannot commit to truthfully reveal their information. One approach would be to allow only for all-or-nothing communication, i.e. any two links can sustain either truthful revelation or no communication at all. Another approach would be to modify the structure of the model and introduce, for instance, a simpler, discrete state space, where the information revelation strategies can be pinned down. These extensions would allow for a much clearer rank of networked information structures. Finally, we would like to mention other avenues for future research. First, it seems interesting to study the endogenous decay rate of public goods in networks. In many circumstances, the ability to appropriate from the benefits generated by one’s neighbors depends on the nature of the interaction between them. This may lead to interesting results concerning the provision of public goods in networked communities. Second, although there are many papers analyzing stopping games in networks24 , there is 22



We have an extension in which we show how linking separated components may be harmful. However, we have not obtained general results. 23 See Xia (2007) and Ozsoylev (2007) 24 For instance, marketing and industrial organization researchers use them to analyze the patterns of demand induced by word-of-mouth communication.
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no paper studying dynamic interactions between players located in a graph which may abandon it at a given point in time, triggering others to abandon it too.
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Appendix A: Linear Equilibrium



In this Appendix we show that there exists a Linear Equilibrium under Perfect Information Transmission as long as the Economy is large enough compared with the maximum degree of a given player. Lemma 1 Assume that the network is balanced. Then, a Linear Equilibrium exists. The weight that a given player puts on his neighbor’s signal is decreasing in the amount of information he has access to and increasing in the information this player provides and in the centrality measure of his neighbor. Proof. The argument is standard. Assume everyone else follows a linear strategy, and let agent i have a neighborhood Ni (g). He solves min Ei ( s:t: Ei (aj ) =



X



ai )2 +
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We can rewrite this expression as
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where the vector b may be identified through matrix algebra. P As it is well known, if = 0, bik = 1 for all i 2 N . Clearly if



network belongs to the core-periphery network (see Corollary 2) bik =



P



> 0, and the P k , bik < k+



1, which is an upper bound for the other topologies. If the network structure is regular



we have bik = b for all i; k; i 2 Ni (k). Thus, letting m be the degree of the network we have



ai = mb



X



xk



k2Ni (g)



b =



1



1



K M 2(n 1)



1 2m +



1+



M n



1



where M is the number of links in the network and K is the number of links not in the network.
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Appendix B: Omitted Proofs



Proof of Proposition 2. Order them from 1 to n, so that ii+1 2 g T :If i 2 f1; ng, the result



follows because



3; n 2



> 0. Assume then that Ni (g) = fi



1; i + 1g. I have to show



that if i can communicate truthfully with i + 1, then it cannot communicate truthfully with i



1. For a contradiction, assume it is not true. That is that i can communicate



with both. Notice that it follows that their residual variances are the same. Assume that i can communicate with i + 1. Clearly the sequence f1; 2; :::; i 23



1; ig is a path that links



i with 1. Notice that for 2 the result follows. By induction, assume that it holds for i, we n+1 2 .



show that it must hold for i + 1



For the rest of agents the prove is symmetric and



thus omitted. Notice that i + 1 if could communicate truthfully with i and with i and since i



1,



1 has lower ability to coordinate than i + 1 and the same residual variance,



so by proposition 4, i



1 should decrease her information acquisition (since all agents



acquire some information this is feasible) and hence that could not be an equilibrium. Proof of Proposition 3 . Clearly, since g T is connected and balanced, it must be the case that
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The first term in the last line of the equation measures the marginal value of information to predict the state of the world. Clearly, it is constant for all agents since all their actions are equally informed. It decreases in the effort of other players. The second term can be rewritten as Vi =
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This term measures the amount of coordination losses brought about by the dispersion and incompleteness of information. In particular, the first term measures the value of the information about when trying to predict other people’s actions -as in Hellwig and Veldkamp-. The second term measures the value of i0 s reports when trying to forecast other actions. In the case of a regular network this term is also constant through individuals. In the case of a core-periphery network is zero for core agents (who are linked to everybody else) but it is strictly positive for the rest of players. It increases in the effort of other players. Proof of Proposition 6.



There are two possibilities. First assume that no infor24



9 > = > ;



mation is withheld. Then, assume for a contradiction that information revelation is perfect. Then, it must be the case that every two individuals obtain the same amount of information at time ti where ti is such that i takes the action. Notice that in a pure strategy equilibrium ti is deterministic (in particular, it does not depend on the realizations of the signals). Clearly, 1 should leave in the same period as 2, since in the following period 1 will not receive new information25 . However, at the period in which 2 leaves, if optimal, he shall get at least one more signal. Hence, 1 is always less informed than 2 and results in Proposition 3 apply. It is also straightforward to see that every agent leaving at period t = 1; 2::: it is an equilibrium, provided sufficiently many signals are obtained. In particular t would be the minimum between the period at which the value of two more signals to the most central agent is lower than and



n+1 2 .



To conclude, we show that withholding of information does not change the results . First notice that withholding information to j for less than tj periods is never optimal (i would just reduce his own influence on other players obtaining the same amount of information.) Now, suppose that agent i conceals his information until period tj that is, the period at which j leaves, and assume that i and j have access to the same information, then we show that i



1 must have access to less information than them.



If i and j have access to the same information and t = tj they both leave. Then, if i



1



is to have the same amount of information as them, it must be that he receives a report of the same precision at period tj (or later), and then leave. However, in the line, this requires that there exists another agent i to i



tj who originated that report and now gets



1. Now, if that is the case, then at period tj , j must have received another report



coming from agent i



1



tj , and thus, j has access to more information than i.



Proof of Proposition 7 . The idea is similar as in Proposition 6. Suppose the result does not hold. Then, there exists j 2 Ni (g) such that i can communicate truthfully with



j. We know that it must be the case that their residual variances are equal, and thus they have received the same number of signals. Since i’s neighborhood is a subset of that of j, this can happen if and only if in the last round of communication whatever j learns also i does. Hence, it must be that j i) does not receive information that was not held by another agent in the neighborhood of i in the previous period and ii) decides not to leave until he gets to that stage. If is sufficiently large, he will leave before. If is sufficiently small, however, he will stay until all information is received. Since this must happen for all j 2 Ni (g) in order for i to communicate truthfully, it must be the case, that at time ti = tj for all j 2 Ni (g), no new information arrives to the neighborhood of



i so that all information must be aggregated before everyone leaves, thus establishing the claim. 25



If the equilibrium involves mixed strategies, the strategy of player 1, conditional on observing that player 2 left is to leave in the following period, but no more information is revealed to him.



25




























Communication and Information Acquisition in Networks













Public Communication and Information Acquisition













Public Communication and Information Acquisition













Information Acquisition and Exchange in Social Networks













Information Acquisition in a War of Attrition













Information Acquisition and Strategic Disclosure in ...













Information Acquisition and Strategic Sequencing in ...













Information Acquisition and Portfolio Bias in a Dynamic ...













Information Acquisition and Reputation Dynamics













Information Acquisition, Referral, and Organization













Path delays in communication networks - Springer Link













Information Acquisition in a War of Attrition













Information Acquisition in Common Pool Problems













Citizen-Editors' Endogenous Information Acquisition ...













Communication Networks IBPM - GitHub













Communication Networks













Communication, Coordination and Networks!













Communication, Coordination and Networks: Online ...













EC2402 Optical Communication and Networks 1234- By ...













Communication, Coordination and Networks! - Semantic Scholar













Information Acquisition and the Collapse of Shadow ...













communication, coordination, and networks













Communication, Coordination and Networks! - Semantic Scholar















Communication and Information Acquisition in Networks






For instance, coordination, information acquisition and good com- .... of both its signal and its message -, the total amount of information i has access to and. 






 Download PDF 



















 227KB Sizes
 0 Downloads
 311 Views








 Report























Recommend Documents













Communication and Information Acquisition in Networks 

that the degree of substitutability of information between players is .... For instance, one could allow the technology of information acquisition to be random and.




















Public Communication and Information Acquisition 

Feb 22, 2016 - show that beliefs about the aggregate economy remain common knowledge and, ...... Several lines of algebra show that the first term in paren-.




















Public Communication and Information Acquisition 

Aug 30, 2013 - âˆ—Assistant Professor, Boston College, Department of Economics. Contact at ... for policymakers to speak very precisely or with a degree of intentional vagueness? Central banks ... They define information overload as an.




















Information Acquisition and Exchange in Social Networks 

Mar 15, 2012 - 1 Nearly 80% of U.S. Internet users visited a social networking site in 2009. ... Market, the most famous prediction market, traders buy and sell ..... degree k3 % k* will acquire information and pass the information to player i. 10 ..




















Information Acquisition in a War of Attrition 

Jun 6, 2012 - â€¡University of Hong Kong, [email protected]. 1 ..... As in the standard war of attrition, at each t in the interior of the support, players must.




















Information Acquisition and Strategic Disclosure in ... 

Suppose firms have beliefs consistent with the disclosure rule Î´S, as defined in (20),. i.e. (21), (22), and (23). If a firm discloses Î¸, both firms supply xf(Î¸). If no firm disclosed information, i.e. (D1,D2)=(0,0), and firm i received signal Î˜i




















Information Acquisition and Strategic Sequencing in ... 

Apr 25, 2016 - tutes other sources of bargaining power: it is less valuable to a buyer ... 6It is conceivable that a realtor privately researches alternative uses of ...




















Information Acquisition and Portfolio Bias in a Dynamic ... 

prior information advantages, and hypothesizes that such large information ... countries for which there is an extensive amount of portfolio data available, with .... analysis, and do not speak directly to the evolution of the home bias over time.




















Information Acquisition and Reputation Dynamics 

The opportunistic type is forward looking and acts strategically, even though he prefers an exploitive action in ... summary statistics of past histories. 4. Bar-Isaac ...




















Information Acquisition, Referral, and Organization 

effort and refers, and the equilibrium allocation is ineffi cient. Referral effi ciency can be ... We study an economic system consisting of experts who provide services to clients. An expert ... A consumer needs to file a tax return. Simple returns 




















Path delays in communication networks - Springer Link 

represent stations with storage capabilities, while the edges of the graph represent com- ... message time-delays along a path in a communication network.




















Information Acquisition in a War of Attrition 

ti = tj then both players obtain eâˆ’rti l.7 Let d denote the undiscounted reward to the ... Let a distribution function Gi : R+ â†’ [0,1] represent player i's concession ...




















Information Acquisition in Common Pool Problems 

Nov 24, 2016 - Abstract. The effects of climate change are notoriously hard to estimate and generate a lot of research. With this in mind, we analyze a common pool game with uncertain damages from pollution and an informa- tion acquisition stage. Cen




















Citizen-Editors' Endogenous Information Acquisition ... 

Email: [email protected] ...... Notice that for any non-uniform distribution satisfying Condition A the mass of citizens is strictly ..... Notice that the model could indeed be seen as a special case of a commitment-free mechanism ... pref




















Communication Networks IBPM - GitHub 

Evaluation of Computer and Communication Systems (MMB) and. Dependability and Fault ... 2 These authors are with science+computing ag, Tuebingen, Germany. â–» State-of-the art communication technology for interconnection in high-performance ... Extra




















Communication Networks 

1000. 5000. 10000. Results : cost. Cost saving (%) achieved by GO best ave. ..... Algorithmâ€�, in Int. Symposium on Broadband European Networks, ZÃ¼rich, Mai ...




















Communication, Coordination and Networks! 

... University College London, Gower Street, London WC1E 6BT, UK (Email: ... events with far%reaching consequences, such as bank runs, market crashes and .... in promoting cooperation and coordination in different games and compare it to ...




















Communication, Coordination and Networks: Online ... 

July 2012. Online Appendix I - Equilibrium Constructions. I.1 Complete network. Symmetric equilibria with alternative definitions of agreement Consider the following strategy profile: â€¢ t = 1 ..... Each round starts by having the computer randomly 




















EC2402 Optical Communication and Networks 1234- By ... 

Whoops! There was a problem loading this page. Retrying... EC2402 Optical Communication and Networks 1234- By EasyEngineering.net.pdf. EC2402 Optical ...




















Communication, Coordination and Networks! - Semantic Scholar 

... of cheap talk in promoting cooperation and coordination in different games and compare it to that of ... In contrast, our paper deals with the distributional issue as well as effi ciency. .... The first number in each cell is the number of subjec




















Information Acquisition and the Collapse of Shadow ... 

Feb 25, 2017 - 10Even if early withdrawals cannot be fully covered by selling all assets, the ... banks with good assets never default: i.e. lh(p) = D2 for all p ...




















communication, coordination, and networks 

IMEBE 2009. We would like to thank Brian Wallace for writing the experimental program, Tom Rutter for helping us to ... payoffs. In the context of an organization, a hierarchical communication structure, which confers a ... meeting), while the star n




















Communication, Coordination and Networks! - Semantic Scholar 

[email protected], URL: http://sites.google.com/site/jihong33). 1 .... Pre%play communication in social networks has been studied in theoretical .... Page 10 ...


























×
Report Communication and Information Acquisition in Networks





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















