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Exercise 1 Introduction to Linear Program (LP) Solvers 1.0 Aims After finishing this exercise you should be able to formulate some of the optimization problems and to solve them with LP solvers (lp_solve, GLPK, the student version of AMPL/CPLEX and some online LP solvers ).



1.1 Definitions A linear program (LP) is a mathematical model, in which the aim is to find a set of non-negative values for the unknowns or variables which maximize or minimize a linear equation or objective function, whilst satisfying a system of linear constraints. A linear program in which some, but not all, of the variables are required to be integers, is a mixed integer (linear) program (MIP). If it is required that all the variables be integers, we have an integer (linear) program (IP). A mixed integer program may be written as :



Max



Matrix Notation z=c x+d y



Subject to



Ax+B y≤k x≥0, y≥0



Max Subject to



Sigma Notation z = ∑cjxj + ∑d j y j



∑a



j



ij



j



j



x j + ∑ bij y j ≤ k i j



xj ≥ 0 , yj ≥ 0



int x j



int x j



where c is a (cost) row vector of size n (element cj) d is a (cost) row vector of size n’ (element dj) x is a vector of integer variables of size n (element xj) y is a vector of continuous variables of size n’ (element yj) A is an m by n (constraint) matrix (element aij) B is an m by n’ (constraint) matrix (element bij) k is a column vector of constants of size m (element ki)



Note that, when n’=0 we have an IP and if n=0, there are no integer variables and the problem is reduced to a LP. MIPs or IPs, in which the integer variables are constrained to the values 0 or 1, are called zeroone MIP/IP.



1.2 lp_solve LP Solver As mentioned above, lp_solve is a free LP solver originally developed by Michel Bekelaar at the Eindhoven University of Technology. Currently it is maintained by Peter Notebaert and Kjell Eikland. The recent version is lp_solve_5.1. it is downloadable at http://groups.yahoo.com/group/lp_solve/files/ (yahoo ID is needed to access the files). The older versions are still available under ftp://ftp.es.ele.tue.nl/pub/lp_solve/ . This program is claimed to have solved problems of up to 30,000 variables and 50,000 constraints (up to the version 3.2 – depending on the problem types, recent versions MMMN Part 2 – Exercise 1 : Introduction to LP Solvers – 1



should be able to handle more variables and constraints). lp_solve can also handle (smaller) integer and mixed-integer problems. It uses a revised simplex algorithm for pure LP problems. If one or more of the variables are declared as integers, the simplex algorithm is iterated over with a branch and bound algorithm, until the desired optimal solution is found. The documentations are also available at lp_sove repository at yahoo or online at http://geocities.com/lp_solve/. To call lp_solve using an input and output file for example, just type: lp_solve < input_file.lp > output_file.out



If you want to see all intermediate valid solutions, just type: lp_solve –i < input_file.lp



The default input syntax is a set of algebraic expressions and “int” declarations in the following order:  + * 1.  is a linear combination of variables. It optionally begins by “max:” or “min: ” (case insensitive) to indicate whether it is to be minimized or maximized (maximization being the default, if nothing is specified). A semicolon (;) is required at the end of the line. 2.  is an optional constraint name, followed by a colon (:), plus a linear combination of variables and constants, followed by a relational operator, followed again by a linear combination of variables and constants, ending with a semicolon. The relational operator can be any of the following: “” “>=”. There is no semantic difference between “” and ”>=”. 3.  is of the form : “int” + “;”. Commas are allowed between variables. Comments can be placed inside the standard C-language comment characters : /* ….. */ . Example. We have the following simple problem: 2 x1 + x 2 ≤ 5 − 1.2 x1 + 2 x 2 ≤ 5 maximize z = -0.5 x1 + 2 x2 , where x2 integer This problem can be written as follows: max: -0.5 x1 + 2 x2; C1: 2x1 + x2 < 5; -1.2 x1 + 2 x2 


/* the objective function */ /* constraint 1 */ /* constraint 2 */



int x2;



/* integer declarations */



Remember that the relational operator “ ex1_data1_lpsolve.out



Then open the file ex1_data1_lpsolve.out (by simply opening the file by a text editor). This file may look like this: Value of objective function: 5.58333 Actual values of the variables: x1 0.833333 x2 3
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1.3 AMPL /CPLEX CPLEX is the state-of-the-art LP-solver for which the size of problems to work with is merely limited by the computer capacity. It is designed to solve large, difficult problems where other linear programming solvers fail or are unacceptably slow. Because of the reason, it is also very expensive. Fortunately there is a student version bundled with the modelling language AMPL, that can be freely downloaded, but it is limited to 300 variables and 300 constraints. AMPL stands for A Mathematical Programming Language that lets us use common notation and familiar concepts to formulate optimization models and examine solutions. Usually, LP solvers cover only a basic-form of input-output e.g. for each variable we have to define a separate notation because there are no possibilities to use index. As the problem size increases, this might be very inconvenient, because it is not easy to debug problems or examine solutions. A modelling language e.g. AMPL provides a more human friendly input-output process by enabling to use some usual algebraic notations. Such a modelling language works independently from LP-solvers and usually supports a wide variety of them. A FAQ as well as other documentations for AMPL are available under the website http://www.ampl.com . Some information related to CPLEX are available from http://www.ilog.com . To start AMPL, go to the install directory (by default “amplcml”) and type “ampl” or “sw ampl” on the shell console (sw is a simple program that provides a scrolling window with cut and paste – available only for Win32 platform). A limited documentation for the student version of AMPL is also available in the install directory. To show AMPL in action, in the following we will use it to solve a simple production problem. Problem. A company can produce two types of product (say A and B). Production rate for each producttype, profit per unit product and the maximum number of product can be sold in the market are given below : Product



Production-rate (units/hour)



Max. Production (units/week)



Profit (EUR/unit)



A



200



6000



25



B



140



4000



30



The company must decide, how many units of each product should be produced to bring in the greatest total profit, if only 40 hours / week of production time are available. Formulation.



∑c x



max



j



j∈P



subject to



1



∑r j∈P



j



xj ≤ b



j



0 ≤ x j ≤ u j ; ∀j ∈ P x j integer ; ∀j ∈ P



where: P is a set of products cj is the profit per unit of product j rj is the production rate of product j uj the maximum production unit of product j b is the available production time xj is the decision variable denotes the production quantity of product j



Alternative 1 : using only the model file. This approach does not take advantage of the AMPL because it lacks on scalability and modularity. Compared to the lp_solve’s lp-format, it is just another writing’s convention : var x_A integer; var x_B integer; maximize Profit : 25*x_A + 30*x_B;
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subject to Time : (1/200)*x_A + (1/140)*x_B 


Save the codes in a file called ex1_prod0.mod and start an AMPL session. From the ampl: prompt, type the following commands : ampl: model ex1_prod0.mod ampl: option solver cplex; ampl: solve; CPLEX 8.0.0: optimal integer solution; objective 192000 1 MIP simplex iterations 0 branch-and-bound nodes ampl: display x_A, x_B, Profit; x_A = 6000 x_B = 1400 Profit = 192000 ampl:



Alternative 2 : using both the model and data file. Most real-world mathematical programs consist of hundreds, thousands of variables and constraints or even more. The separation of model (– an algebraic formulation of the problem –) and data (– values of sets and parameters –) is the key to describing (very) complex linear programs in a concise and understandable fashion. This was one of the ideas behind AMPL. In the following is the improved version of the model file and the corresponding data file for our sample problem. Edit and save the files as ex1_prod1.mod and ex1_prod1.dat respectively! The model file ex1_prod1.mod #sets set PROD; #the set P in the formulation #parameters param rate {PROD} > 0; param avail >= 0; param profit {PROD}; param market {PROD} >= 0;



#the #the #the #the



parameter parameter parameter parameter



r(j) b in c(j) u(j)



in the formulation the formulation in the formulation in the formulation



#variables var Make {p in PROD} integer >= 0, 


The data file ex1_prod1.dat set PROD := A B; param : rate profit market := A 200 25 6000 B 140 30 4000; param avail := 40;
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As before, the solution of the problem can be found and displayed by typing slightly different commands: ampl: model ex1_prod1.mod ampl: data ex1_prod1.dat ampl: option solver cplex; solve; CPLEX 8.0.0: optimal integer solution; objective 192000 1 MIP simplex iterations 0 branch-and-bound nodes ampl: display Make,Total_Profit; Make [*] := A 6000 B 1400 ; Total_Profit = 192000 ampl:



1.4 GLPK GLPK stands for the GNU Linear Programming Kit. The GLPK package is a set of routines written in ANSI C and organized in the form of a callable library. It can be found at http://www.gnu.org/software/ glpk/glpk.html. This package is intended for solving large-scale linear programming (LP), mixed integer linear programming (MIP), and other related problems. GLPK is licensed under the GNU General Public License (GPL), developed and currently maintained by Andrew Makhorin, Department for Applied Informatics, Moscow Aviation Institute, Moscow, Russia. As of the current version 4.8, GLPK is a simplex-based solver is (claimed to be) able to handle problems with up to 100,000 constraints. The Mixed Integer Programming (MIP) solver currently is based on branch-and-bound, so it is unable to solve hard or very large problems with a probable practical limit of 100-200 integer variables. However, sometimes it is able to solve larger problems of up to 1000 integer variables, although the size that depends on properties of particular problem. Integer programs up to 300,000 variables and 1000 constraints could also be handled by (a modified version of) GLPK as reported in the GLPK mailing lists. It is claimed, that in many cases, GLPK is faster and more robust than lp_solve (up to the previous version of 4.0) for pure LPs as well as MIP's. In the package a standalone program called glpsol is included. GLPK presently can read input and output LP model files in three supported formats: MPS format - which is a column oriented and widely supported file format but has poor human readability, CPLEX .lp format - which is an easily readable row oriented format, and GNU MathProg - which is an AMPL like mathematical modelling language. A rather comprehensive explanation to the formats is available in the documentation of GLPK (Appendix B and C). Example. We have again the following simple problem: 2 x1 + x 2 ≤ 5 − 1.2 x1 + 2 x 2 ≤ 5 maximize z = -0.5 x1 + 2 x2 , where x2 integer In CPLEX .lp format, this problem can be written as follows: maximize -0.5 x1 + 2 x2 subject to c1: 2x1 + x2 < 5 c2: -1.2 x1 + 2 x2 < 5 integer x2 end



\ the objective function \ constraint 1 \ constraint 2 \ integer declaration
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Again note that the relational operator “


Then open the file ex1_data1_GLPK.out. This file may look like this: Problem: Rows: Columns: Non-zeros: Status: Objective:



PROBLEM 2 2 (1 integer, 0 binary) 4 INTEGER OPTIMAL obj = 5.583333333 (MAXimum) 5.673076923 (LP)



No. Row name ------ -----------1 c1 2 c2



Activity Lower bound Upper bound ------------- ------------- ------------4.66667 5 5 5



No. -----1 2



Activity Lower bound Upper bound ------------- ------------- ------------0.833333 0 3 0



Column name -----------x1 x2 *



End of output



1.5 Online LP Solvers There are also some possibilities to remotely use LP solvers, which are offered by several servers connected to the Internet. Access to the solvers is provided either by a web-interface, by emails, by a special submission interface or by a client program, which directly communicates with the remote server. However, such online solvers usually have certain limitations regarding availability, speed, problem size, etc. We will in the following discuss several of them. Web-Interface : TRYAMPL (http://www.ampl.com/TRYAMPL). The website supports experimentation with the AMPL modelling language on ‘small’ problems up to 300 variables and 300 constraints – the same limitation as the student version of the AMPL package. Users can provide their own model and data files or use some examples available from the website. There is a choice among 10 solvers. The applicability (related to problem types) of each solver is listed under http://www.ampl.com/REMOTE . Web-Interface : Network-Enabled Optimization System NEOS (http://www-neos.mcs.anl.gov/neos) server. The NEOS server is a project of the Optimization Technology Center (OTC) of Northwestern University and Argonne National Laboratory. It uses the computational and algorithmic resources of OTC collaborators to provide optimization services via the Internet. Users are able to apply optimization software to solve optimization problems without downloading and linking code. It offers access to several dozen solvers for linear and integer programming as well as various non-linear optimization problems. Linear and integer programs are accepted in MPS format (please refer to linear-programming-faq for an explanation for this format) or in modelling languages such AMPL and GAMS. It is a free service, but the NEOS server makes no guarantee with respect to speed or availability. Thus the NEOS server is mainly recommended only for teaching, prototyping and benchmarking. For large or critical applications, it is probably better to install solvers locally. However, the NEOS server will currently attempt to run a problem of any size. Certain solvers may limit problem size at the request of their developers. There are also practical limitations on problem size imposed by the speed of the network connection and by the resources (memory and disk) of the computers that the NEOS server uses to run solvers. Such limitations are not easily translated into limits on problem characteristics such as numbers of variables and constraints: some experiments will probably be necessary to determine how large an instance of that type MMMN Part 2 – Exercise 1 : Introduction to LP Solvers – 6



the NEOS server can handle. Submissions could be made not only by web-interface, but also by sending email or via a socket-based submission tool. Additionally, it supports also client-server computing as will be discussed below.



Output from AMPL



AMPL commands The solver used



Input (model & data)



TRYAMPL (http://www.ampl.com/TRYAMPL)



Some notes of the job and about the solver



Results



The NEOS Server (http://www-neos.mcs.anl.gov/neos/) MMMN Part 2 – Exercise 1 : Introduction to LP Solvers – 7



Client Program : kestrel/AMPL. The client program kestrel comes together with the AMPL package, so if there are no problems we can directly use it. Otherwise we have to download the kestrel client from NEOS website (http://www-neos.mcs.anl.gov/neos/kestrel.html). In this client server architecture the AMPL runs locally, but instead specifying a solver installed, we invoke kestrel, a client program that sends the problem to a solver running on one of the NEOS server’s remote computers. The results from the NEOS server are returned through kestrel to AMPL, where we can view and manipulate them locally in the usual way. The codes below show how kestrel can be used for solving our simple example. A complete list of solvers can be accessed via kestrel available on the website http://www.ampl.com/REMOTE/ . ampl: model ex1_prod1.mod; data ex1_prod1.dat; ampl: option solver kestrel; ampl: option kestrel_options 'solver=MINLP'; ampl: solve; Job has been submitted to Kestrel Kestrel/NEOS Job number : 301232 Kestrel/NEOS Job password : GwXousIv Check the following URL for progress report : http://www-neos.mcs.anl.gov/neos/neos-cgi/checkstatus.cgi?job=301232&pass=GwXousIv In case of problems, e-mail : [email protected]



Intermediate Solver Output: Checking the AMPL files Executing algorithm... Finished call MINLP-B&B (20020703): Optimal solution found 1 subproblem, objective = 192000 Evals: obj = 11, constr = 11, grad = 11, Hes = 11 ampl: display _varname, _var; : _varname _var := 1 "Make['A']" 6000 2 "Make['B']" 1400 ; ampl:



Now, to become familiar with the use of the LP solvers described above, you use (one of) them to solve some standard problems given below. The problem instances are very small, so all the solvers described above could be used.
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1.6 Problems 1. The One Dimensional Knapsack Problem : 0-1 Knapsack Problem. Given are n objects and a knapsack with capacity c. Object i=1, …, n has weight wi and returns a profit pi if packed into the knapsack. Choose a subset of objects such that the total weight of the chosen objects does not exceed the capacity of the knapsack and the total profit is maximized. This problem can be formulated as the following IP: n



∑p x



max



i =1 n



subject to



i



∑w x i =1



i



i



i



≤c



1 xi =  0 i = 1, ... , n Note that xi=1 if the i-th object is chosen, otherwise xi=0. a) Find the solution for c=5, n=3. The weights and the profits are in the following table: i 1 2 3



wi 2 3 1



pi 65 80 30



b) Find the solution for c=10, n=4. The weights and the profits are in the following table: i 1 2 3 4



wi 2 4 3 5



pi 5 15 25 30



c) Find the solution for c=35, n=9. The weights and the profits are in the following table: i 1 2 3 4 5 6 7 8 9



wi 3 4 3 21 15 13 16 20 40



pi 21 24 12 168 135 26 192 200 800



d) Journal Subscription Problem. Find the solution for a subscription budget of EUR 650. Journal 1 2 3 4 5 6 7 8



Subscription 80 95 115 165 125 78 69 99



Readership 7840 6175 8510 15015 7375 1794 897 8316
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e) Capital Budgeting Problem. Find the solution for an available budget of EUR 23 million. Project 1 2 3 4 5 6 7



Cost (EUR million) 3 4 3 3 15 13 16



Annual return (EUR 104 units) 12 12 9 15 90 26 112



2. Multidimensional Knapsack Problem. This problem arises when the number of constraints is greater than one. a) Multiperiod Capital Budgeting Problem. Determine which subset of projects to invest in, in order to maximize the total expected selling price when projects are sold at the end of the 4th year. Money unit = EUR 10,000. Project 1 2 3 4 5 6 7 8 Funds available to invest



1 20 40 50 25 15 7 23 13 95



Investment needed in year 2 30 20 30 25 25 22 23 28 70



3 10 0 10 35 30 23 23 15 65



Expected selling price in 4th year 70 75 110 105 85 65 82 70



b) 0-1 Multidimensional Knapsack with Multiple Choice Constraints. Let n be the number of objects. For each j=1 to n: xj=1 if article j selected, otherwise xj=0. The set of n objects is split into p disjoint sets: A1 ={1, … , n1}, … , Ap={np-1+1 , … , n}. One can select exactly one object from each Ar. A system of constraints representing this type of constraint in 0-1 variables is called a system of multiple choice constraints. In the table of problem 2a above, let A1={project 1, project 2}, A2={project 3, project 4}, A3={project 5, project 6, project 7, project 8}. Find the solution so that exactly one project from A1 and exactly one project from A2 are selected.
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3. Set Covering, Set Partitioning and Set Packing Problems. In general, a set covering problem can be written as follows: min subject to



z=c x E x≥e 1 xj =  0 j = 1, ... , n



where E=(eij) is an m by n matrix whose entries eij∈{0,1} c=(cj) is a cost row vector, whose elements cj > 0 x=(xj) is a vector, whose elements xj can have the value 0 or the value 1 e=(1) is an identity vector of size m If the constraints E x ≥ e are replaced by the equalities E x = e, the resulting integer program is referred to as a set partitioning problem. If they are replaced by E x ≤ e, the resulting integer program is referred to as a set packing problem. a) US Senate Simplified Problem. Select smallest possible committee in which senators 1 to 10 are eligible to be included, subject to the constraint that each of following groups must have at least one member in the committee. Group Southerners Northerners Liberals Conservatives Democrats Republicans



Eligible senators in this group {1,2,3,4,5} {6,7,8,9,10} {2,3,8,9,10} {1,5,6,7} {3,4,5,6,7,9} {1,2,8,10}



b) Node Covering Problem. A cover is defined as a subset of the arcs in a network, such that each network node is an end point of at least one of the arcs in the cover. The simple covering problem refers to finding a cover with a minimum number of arcs. Consider the network below:



4 1



xj



x1



x2



x3



x4



x5



x6



x7



x8



x



cost



1



1



1



1



1



1



1



1



c



arc 5



1 2



3 node



2



(1,2) (1,4) (1,5) (2,3) (2,5) (3,4) (3,5) (4,5) 1 1



1



1



3 4 5



≥1



1



≥1



1



1



1



1



1



1 1



1



1



1 1



E



≥1 ≥1 ≥1 e



Let xj represent the j-th arc of the network, where xj=1 if the j-th arc is a member of the cover and xj=0 otherwise. Find a minimal cover of the network.
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c) Node Covering Problem: Fire Hydrant Location Problem. Let the figure below represent a street network with the traffic centers 1 to 7 and the street segments (1,2), (1,5), (1,7), (2,3), (2,5), (3,4), (4,5), (4,6), (6,7). Find locations for the smallest number of fire hydrants so that there is at least one on every street segment. 1



7



6



5 2



3



4



d) Node Covering Problem: Minimal Cost Cover. Given the network below, formulate the set covering problem and find a minimum cost cover. 3 2



3



3 1



1



4



4



6



2



5 7



2



8



1



4



7 0



6



e) Disconnecting Paths (Minimum Cut Problem). Given a network, let a path from a node s to a node t be represented by a sequence of distinct nodes s,i1,i2, … , ir,t where (s,i1), (i1,i2), … , (ir,t) are arcs in the network. Assume that all the paths in a network are known, and that there is a cost associated with removing an arc from the network. The problem is to find a set of arcs which, if removed from the network, will disconnect all the paths from s to t at the minimum cost. Consider the network in problem (b) and suppose we wish to disconnect all paths from node 1 to node 3. Let the binary variable indicate whether an arc is to be removed (xj=1) or retained (xj=0). The situation is represented by a set covering problem in which the E x ≥ e inequalities ensure that an arc is omitted from each path. The paths and the constraint matrix are shown below. Find the solution for this problem. arc path 1 2 3 4 5



1,4,3 1,5,3 1,2,3 1,4,5,3 1,5,4,3



(1,2) (1,4) (1,5) (4,5) (2,5) (4,3) (3,2) (3,5) (2,1) (4,1) (5,1) (5,4) (5,2) (3,4) (3,2) (5,3) 1



1 1



1



1



6 1,2,5,3 1 7 1,5,2,3 8 1,4,5,2,3 9 1,2,5,4,3 1



1 1 1



1 1



1 1



1 1



1 1 1 1 1 1



1 1 1 1



f) Disconnecting Paths. The figure below represents a network with undirected arcs. Formulate the set covering problem and find a set of arcs that disconnects all paths from node 1 to node 5 at a minimum total cost (the cost of each arc is also shown in the figure). MMMN Part 2 – Exercise 1 : Introduction to LP Solvers – 12



3 3 1



5



0



3 2



1



5



5



1 3 4



g) The Maximum Flow Problem. Consider the pipeline network between a refinery s and a terminal t below. Each arc j represents a pipeline segment with the arrowhead pointing in the direction of gasoline flow, and dj represents the maximum flow rate. The max flow problem refers to finding the maximum flow possible from s to t through the network without exceeding the arc capacities. Path (i) Arc (j) 1 d6



d1



d4



d2 s



d7 2



d5



d3



t d8



3



1



2



3



4



5



1



(s,1)



1



1



0



0



0



2



(s,2)



0



0



1



0



0



3 4



(s,3) (1,2)



0 0



0 1



0 0



1 0



1 0



5 6



(3,2) (1,t)



0 1



0 0



0 0



0 0



1 0



7



(2,t)



0



1



1



0



1



8



(3,t)



0



0



0



1



0



If we define xi as the amount of flow through path i, then the max flow problem can be formulated as : n



max



∑x i =1



subject to



i



E x≤d xi ≥ 0 , int xi



Find the solution for the above network if dj=10 (j=1, …, 8).
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Exercise 2 SDH Network Planning & Optimization 2.0 Aims This exercise aims at providing a basis for the understanding of the use of the optimization tool in solving common planning and optimization problems in the area of communication networks, especially SDH.



2.1 Introduction Solving an integer program is not always trivial. Many real optimization tasks may require many variables and (integer) constraints, so that it becomes almost impossible to formulate the problem manually, as we did in the last exercise. Furthermore, it is sometimes also impossible to find an exact solution for a hard integer program, simply because this would be too time consuming. When it is impractical to compute an exact optimal solution, one has to settle for a good (but not necessarily optimal) solution. Such solution procedures are called heuristic methods or simply heuristics. General heuristics that can be applied to many different problems are called metaheuristics. A heuristic that always takes the best immediate (or local) solution while solving a problem is called greedy-heuristic. In the following you will be introduced to the SDH planning problem, based on the paper by Beckmann and Thurow [1]. The problem will be solved in two different ways. First we will try to solve it exactly by using the LP solvers previously discussed. We will then use a greedy-algorithm, which simulates human planner behaviour. The SDH (Synchronous Digital Hierarchy) technology still remains the dominating transmission technique in most telecommunications networks. As a consequence, the operators have to deal with the planning and optimization of transmission capacities in their SDH based backbone networks. Suboptimal network configurations derived by manual planning procedures could lead to unnecessary high costs for network infrastructure due to an inefficient usage of network capacity. We will later compare the optimal solution resulting from the branch and bound algorithm (using LP solvers) and the sub-optimal solutions resulting from a greedy-algorithm. Let us first, however, formulate the problem. We have a set of demands in the form of a traffic matrix on the basis of E1 channels. Such an E1 channel corresponds to a nominal transmission capacity of 2 Mbps and enables the transmission of up to 30 voice channels with 64 Kbps, including the capacity required for signalling purposes. Transport units in an SDH network are called STM-X (Synchronous Transport Module), for example STM-1 (155 Mbps), STM-4 (622 Mbps), STM-16 (2,5 Gbps) or STM-64 (10 Gbps). In the case of the network investigated in the paper, the planning is mainly performed on the basis of STM-1 and STM-4 units. The capacity of such an STM-1 enables the transmission of up to 63 E1 channels, taking into account the overhead required by the SDH technology. The application of STM-4 units increases the available capacity by a factor of four in comparison to the use of an STM-1 unit. For most of private telecommunication operators, the transmission capacity required on the lines has to be leased from other companies. The costs of leasing transmission capacities from other industrial partners represent one of the major expenses in the budget of many telecommunication operators. In our case, this implies that the number of STM-1 and STM-4 lines which are required to satisfy a given demand of E1 channels, has to be minimized. Based on common market conditions a realistic value of 2.5 is assumed for the ratio of the price of an STM-4 to the price of an STM-1. We will now introduce some notations used in the formulation of the integer program:
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Variables: m=1, … , M



is the index referring to node pairs



r=1, … , R



is the index referring to a possible route for every m (node pair)



l=1, … , L=M is the index referring to the possible link between node pairs yl,STM1



denotes the number of STM-1 units on link l



yl,STM4



denotes the number of STM-4 units on link l



xm,r



corresponds to the number of E1 channels belonging to the node pair m, which are established along route r



t(m)



denotes the demand for node pair m



l δ m, r



are elements of a binary incidence matrix, which take on the value 1 if route r of node pair m contains link l, and the value 0 otherwise



Formulation: L L   min C = ∑ y l , STM 1 + 2.5∑ yl , STM 4  l =1 l =1  



R



∑x r =1



M



m,r



= t (m) , ∀m ∈ [1, M ]



R



∑∑ δ m =1 r =1



l m,r



is the objective function (one cost unit = cost of one STM-1).



(1)



assures that for every m we establish the number of E1 channels which is required by the corresponding value t(m) in the traffic matrix. are needed in order to guarantee that on every link l the assigned transmission capacity is sufficient for the transmission of the traversing E1 channels.



(2)



⋅ x m,r ≤ 63 ⋅ y l , STM 1 + 252 ⋅ y l , STM 4 , ∀l ∈ [1, L] (3)



int y l , STM 1 , y l , STM 4



∀l ∈ [1, L]



(4)



∀m ∈ [1, M ] ∀r ∈ [1, R]



int x m,r A global view:



Objective (cost) Function



Predicted/measured traffic demand



Find a configuration of STM1/STM4 with minimal cost



• Topology & type of links • Cost value



Constraints: eg. max hop=2



Figure 1 : A global view MMMN Part 2 – Exercise 2 : SDH Network Planning and Optimization – 16



Notes: 1. For the possible routes we use the additional constraint max hop = 2. This means that E1 channels from a source to a destination can be implemented using a direct STM-X between these two nodes or alternatively, by the transmission via two subsequent STM-X lines and an intermediate cross connection in another node. In the case of N=6 nodes, for each required node pair we have R=N-1=5 possible routes (see the picture below).



source



destination



Constraint: max 2 hop Figure 2 : Hop-count constraint 2. As mentioned above we will compare the result of global optimization with the result yielded by the following greedy algorithm, which simulates a human network planner. This algorithm can be used in order to estimate the quality of the solution derived by conventional network planning. cost=0 for all E1 demands for all possible routes cost(r) = additional leased lines needed on route r; end for select route r with lowest cost; add further STM1 or STM4 if necessary; establish E1 channel on the chosen route r; cost=cost+cost(r); end for



Figure 3 : The proposed Greedy heuristic The algorithm starts with a network configuration with no transmission lines. It then takes one demanded E1 channel after another from a list and selects a suitable route for each. Thus, in each step the algorithm selects, for each E1 channel, the route r from the R possible routes that requires the lowest cost C(r) in terms of additionally required lines. Generally, the costs C(r) are increased by 1.0 if there is not enough capacity available for the additional establishment of the current E1 channel on a link. An exception is made if there is not enough capacity on a link which already has two STM-1 lines installed. In this case, it is more efficient to increase the capacity on that link by replacing the two existing STM-1 lines by a new STM-4 line. This leads to additional costs C(r) of 0.5 and at the same time increases the available capacity on that link by a value equal to the capacity of two STM-1 units. After the selection of the cheapest route for the current E1 channel, the newly planned STM-1 or STM-4 lines are added to the network configuration, the total cost C for the network is updated and the capacity for the current E1 channel is reserved. This planning procedure is quite similar to the strategy followed by a human network planner. In the case of manual network planning, the planner also gets one E1 channel demand after another and tries to establish it in a way, which is most efficient, as seen from the current point of view.
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2.2 Tasks (1) Complexity. Let N=4,which means that R=3 and M=L=N(N-1)/2=6. How many constraints are there? How many real variables and how many integer variables are there? Answer the same questions for N = 6, 7, 8, 10 and 100 and fill out the table below! N



R



M



∑ int. var.



L



∑ constraints



4 6 7 8 10 100



(2) Global Optimization. Let N=4. The traffic matrix is given below. node 1



2 57



1 node



2



57



3 4



8 53



52 397



node pair



3 8



4 53



52



397 55



t(m)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 (1,2) (2,1)



2 (1,3) (3,1)



3 (1,4) (4,1)



4 (2,3) (3,2)



5 (2,4) (4,2)



6 (3,4) (4,3)



2



(1,3,2) (2,3,1)



(1,2,3) (3,2,1)



(1,2,4) (4,2,1)



(2,1,3) (3,1,2)



(2,1,4) (4,1,2)



(3,1,4) (4,1,3)



3



(1,4,2) (2,4,1)



(1,4,3) (3,4,1)



(1,3,4) (4,3,1)



(2,4,3) (3,4,2)



(2,3,4) (4,3,2)



(3,2,4) (4,2,3)



1



55 r



traffic matrix node pair



(1,2) (2,1)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



57



8



53



52



397



55



m



δ m,l r node pair



between nodes



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



possible link l



r



m



for l=1 (link between node 1 and 2)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



1



1



0



0



0



0



0



2 3



0 0



1 0



1 0



1 0



1 0



0 0



m



Figure 4 : Obtaining the parameters for MIP formulation Using plain solvers (without AMPL) l a. Find δ m, r for all l ! (Hint: use the tables in appendix A). b. Write the objective function ! (Notation: use a2 for y2,STM1, a3 for y2,STM1 , b2 for y2,STM4 , b3 for y3,STM4 etc.) c. Write all constraints (2) ! (Use x_1_1 for x1,1 (m=1,r=1), x_1_2 for x1,2 (m=1,r=2) etc.). d. Write all constraints (3) ! (Use the results from a) e. Save all formulations in a file called sdh4.lp (don’t forget to write the integer declarations) and run lp_solve < sdh4.lp > sdh4.out ! f. Open a Matlab window and run the script show_sdh4.m by typing ‘show_sdh4’ in Matlab command window! Export the picture as a .fig , .eps or .jpeg color file!



Using AMPL g. h. i. j.



Write a model file according to the formulation and save it as a file ! (e.g. sdh.mod) Write a corresponding data file and save it as a file ! (e.g. sdh1.dat) If necessary write the run file containing a certain sequence of AMPL commands ! Load the model and data file and run the AMPL as shown in Exercise 1!
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k. Use a text editor to change the constraints (2) in sdh4.lp according to the traffic matrices shown below. When you finish modifying sdh4.lp, save it, and repeat task (2f) again. node 1 node



node



2



3



4



1



2



node 3



4



1



1 2



200 100 180 200 52 100



1 2



100 70 100 52



250 100



1 2



3 4



100 52 180 100



3 4



70 52 250 100 55



55



3 4



55 55



(a)



2



3



4



50 50



70 300



53 70



70 53



300 100 70 100



(b)



(c)



Figure 5 : Traffic matrices for N=4 l. Say n=1 Hamburg, n=2 Berlin, n=3 Munich, n=4 Stuttgart. What you have seen may look like this :



node 1 node



2



3



4



1



150 400



50



2 3



150 100 400 100



50 30



4



50



50



30



Traffic Matrix



1 – Hamburg 2 – Berlin 3 – Muenchen 4 – Stuttgart



Figure 6 : An optimal solution for the given traffic matrix (N=4) (3) Greedy Heuristic. Copy the file sdh.html and sdh.jar (will be provided later) and put them in the same directory. Open the html file with your Internet browser (use Mozilla or Netscape – do not use IE because it is not fully compatible with java). Make some experiments for the traffic matrices given in Figure 5 and fill out the table below ! Results : cost (a) Iteration



best



(b) ave.



best



(c) ave.



best



ave.



1000 5000 10000 Cost saving (%) achieved by GO 1000 5000 10000



Figure 7 : Results of the implemented greedy heuristic
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the map with clickable nodes



some statistics values ; histogramm



control panel; status interface



Traffic between Hamburg and Stuttgart which is routed through Berlin



Direct-Route Traffic-Demand



Link explorer Link load



Figure 8 : Some functionalities of the SDH-Applet MMMN Part 2 – Exercise 2 : SDH Network Planning and Optimization – 20



2.3 Literature [1]. Dirk Beckmann, Jörn Thurow, “Global Optimization of SDH Networks: A Practical Approach”, International Journal of Network Management 2002, John Wiley & Sohn Ltd. [2]. MATLAB Documentation, available at http://www.mathworks.com/access/helpdesk/help/techdoc/ matlab.shtml [3]. MATLAB Documentation, available at http://www.divms.uiowa.edu/help/matlab/help/helpdesk.html . [4]. General Java resources, available at http://java.sun.com .
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Exercise 3 Planning of Optical Networks 3.0 Aims This exercise introduces you to basic design approaches of optical networks. After finishing this exercise you should be able to use the optimization tool in solving the problems.



3.1 Introduction In the following you will be introduced to the optical networks’ planning problem, mainly based on the dissertation by Beckmann [1]. Several additional references are listed at the end of the exercise. As before, we consider two approaches : first by using LP solvers and then by using an appropriate heuristic. Optical networks employing wavelength division multiplexing (WDM) offer the promise of meeting the high rate/bandwidth requirements of emerging communication applications, by dividing the huge transmission rate of an optical fiber into multiple communication channels. In these networks transmission and switching are both implemented in optical technology without the bottleneck of intermediate optical-to-electrical conversions. To be able to send data from one node to another, one needs (to establish) a connection in the optical layer similar to the one in a circuit-switched network. This can be realized by determining a path in the network between the two nodes and allocating a free wavelength (λ) on all of the links on the path. Such an all optical path is commonly referred to as an optical path or a lightpath. Generally, there exist two different kinds of optical paths: the first one, called virtual wavelength path (VWP), assumes that the signal is not necessarily carried by the same wavelength during its travel through the network. This concept requires the possibility of optical wavelength conversion in the nodes of the network. Unfortunately, providing such wavelength converters requires extra budget. For this reason, in the second scheme known as the concept of wavelength paths (WP), each connection is assigned just one wavelength for its transmission and thus no wavelength conversions are necessary. Thus, two arbitrarily paths can only be assigned the same wavelength if there are no common links used by these paths. This implies that in this scenario we must then assign wavelengths globally throughout the network. Because of the reason, in general, the WP scheme needs more wavelengths than the VWP scheme for the same network. The following figure illustrates both WP and VWP schemes. VWP1 1



WP1



3 VWP2



2



5



1



3



VWP3 4



2



4



VWP4 λ1



WP3



WP2 6



5



6



WP4 λ2



λ1



λ2



λ3



Figure 1 : The VWP and WP schemes In both schemes, there are 4 predefined optical paths. For the VWP network (left) only two wavelengths are needed, while for the WP network (right) three are needed. Given a set of connections, the problem of setting up optical paths by routing and assigning a wavelength to each connection while optimizing a certain performance metric is called Routing and Wavelength Assignment (RWA) problem. Now we will introduce some notations and formulate our RWA problems. MMMN Part 2 – Exercise 3 : Planning Optical Networks – 22



Problem-1 Notations z=1, … , Z



is the index referring to node pairs



r=1, … , R



is the index referring to a possible route for every z (node pair)



l=1, … , L



is the index referring to a link of the network



N



is the maximum total number of wavelengths per fiber for each link of the network (homogeneous) corresponds to the number of wavelengths belonging to the node pair z, which are established along route r



xz,r dz



denotes the wavelength demand for node pair z



δ z,l r



are elements of a binary incidence matrix, which take on the value 1 if route r of node pair z contains link l, and the value 0 otherwise



VWP(1) : Formulation : minimizing the maximum number of required wavelengths



min {N }



R



∑x r =1



Z



z ,r



= d z ; ∀z



R



∑∑ δ z =1 r =1



(1)



l z ,r



(2)



⋅ x z ,r ≤ N ; ∀l



(3)



int xz ,r ; ∀z , ∀r



This is the objective function for minimizing the maximum number of required wavelengths. The constraints assure that for every z we establish the number of wavelengths which are required by the corresponding value dz in the traffic matrix. The constraints are needed in order to guarantee that on each link l the number of assigned wavelengths is upper bounded by N.



(4)



Notations λ=1, … , N xzλ,r



is the index referring to wavelengths corresponds to binary variables, which take on the value 1 if the wavelength λ is used for routing one unit of dz through the route r and the value 0 otherwise.



δ zl ,,rλ



are elements of a binary incidence matrix, which take on the value 1 if route r of node pair z uses the wavelength λ on the link l, and the value 0 otherwise is the maximum link-load on the network



F



WP(1) : Formulation (1) : minimizing the maximum number of required wavelengths



min {N } N



R



λ =1



r =1



∑ ∑x



λ z ,r



(5) = d z ; ∀z



(6)



This is the objective function for minimizing the maximum number of required wavelengths. The constraints assure that for every z we establish the number of wavelengths which are required by the corresponding value dz in the traffic matrix.
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Z



R



∑∑ δ zl ,,rλ ⋅ xzλ,r ≤ 1 ; ∀l , ∀λ



(7)



xzλ,r ∈ {0,1} ; ∀z , ∀r , ∀λ



(8)



z =1 r =1



The constraints are needed in order to guarantee that every wavelength on each link is either not used or used only once.



WP(1) : Formulation (2) : minimizing the maximum link-load in the network This is the objective function for minimizing the maximum link-load in the network. The constraints are needed in order (10) to guarantee that the load on each link l is upper bounded by F. The required constraints as in the first formulation.



min {F } N



Z



R



(9)



∑ ∑∑ δ λ =1



z =1 r =1



l ,λ z,r



⋅ xzλ,r ≤ F ; ∀l



(6)(7)(8)



Problem-2 Notations are the number of fibers on the link l



el



VWP(2) : Formulation : minimizing the number of fibers on the network  L  min  ∑ el   l  Z



R



∑∑ δ z =1 r =1



l z ,r



This is the objective function for minimizing the number of fibers. The constraints are needed in order to guarantee that on each link l the (12) number of assigned wavelengths is below the capacity of that link. (13) The other required constraints (11)



⋅ x z ,r ≤ N ⋅ el ; ∀l



int el ; ∀l (2)(4)



WP(2) : Formulation : minimizing the number of fibers on the network  L  min  ∑ el   l  Z



R



∑∑ δ z =1 r =1



l ,λ z ,r



⋅ x zλ,r ≤ el ; ∀l , ∀λ



int xzλ,r ; ∀z , ∀r , ∀λ (6)(13)



This is the objective function minimizing the number of fibers. The constraints are needed in order to guarantee that every wavelength (14) on a certain fiber on each link is either not used or used only once. (15) The other required constraints
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Notes: 1. For the first problem we restrict ourselves to just one fiber installed per link and the number of wavelengths available on each link should be the same in the whole network. The problem is then to assign routes and wavelengths in a way that the maximum number of λs needed to carry the demanded traffic is minimized. For the second problem there are no restrictions regarding the number of fibers installed per link. But as seen from the formulations, we are searching for solutions that minimize the total number of fibers needed in the network. 2. In the VWP case, wavelength assignment is trivial and can be done on per link basis. This means we start with the lowest wavelength index and increment this index if the corresponding wavelength is already assigned. It could be said, that in the VWP scheme we reduce the RWA problem to the plain routing problem . 3. If we take a look at WP1-formulation 1 (WP1-F1), one could be somehow confused because we try minimize N while the value of this N should be given. In this case the problem is only to find a feasible solution for a smallest value of N. To obtain this smallest value, one could guess first and then increase/decrease the value of N if necessary. For WP1-F2 and WP2 the value of N still has to be given but we have the more sensible objective functions rather than a constant function as in WP1-F1.



Greedy Heuristic The problem of routing and wavelength assignment is known to be NP-complete. This means that the calculation time required for exact methods to solve the optimization problem increases exponentially with the size of the problem. In our cases, this depends on the number of connections in the traffic matrix and of course also on the size of the network itself. Thus in this part we will discuss two simple greedyheuristics that can be applied to Problem-1 and Problem-2 respectively. It is called greedy, because after finding a free path from source to destination in the network, it immediately assigns the free capacity to the currently processed connection without testing further possibilities. In the following we consider only the WP scenario. However the heuristics are also applicable to VWP scenario by a slight modification.



L1: For all connections L2: For all routes r L3: For all possible λ If for all links l of route r, λ has not yet been used on one of the links belonging to route r, assign route r and wavelength λ to the current connection and quit the loops L3 and L2 L3: End For L2: End For L1: End For



Figure 2 : A greedy-heuristic for problem-1 (WP scheme) Consider the algorithm above. This heuristic assigns to each connection the first possible combination of route and wavelength, which does not interfere with one of the previously installed connections. Thereby the routes are ordered increasingly according to their length. This means that we always first try to assign the shortest possible route. We estimate the number of N of needed wavelengths in advance by guessing or using some techniques discussed in [7]. Afterwards we increase the number of wavelengths step by step and apply again the greedy algorithm to the remaining connections until all connections of the traffic
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matrix are installed in the network. Thus it is clear that the required number of wavelengths depends significantly on the order in which the connections are processed by the algorithm.



L1: For all connections L2: For all routes r L3: For all possible λ If for all links l of route r, λ has not yet been used more than el times, assign to the current connection route r and wavelength λ on the first possible fiber of each link and quit the loops L3 and L2 L3: End For L2: End For L1: End For



Figure 3 : A greedy-heuristic for problem-2 (WP scheme) The appropriate version of the greedy heuristic for problem-2 is given in Figure 3. In order to detect unnecessary fibers, we continuously number the fibers of each link and try to install as many connections as possible on the fibers with the lowest number. This means that the greedy algorithm on each link allocates the fiber with the lowest possible number where the proposed wavelength has not been occupied by another connection so far.



3.2 Tasks



1



3



2



4



1



3



2



4



1



3



5



2



4



6



7



8



9



5



6



net_2



net_1



net_3



Figure 4 : Some test networks (1) Complexity. Consider the networks in Figure 4. a. Derive the relationship for the number of variables and the number of constraints in terms of Z, L, N, R for all formulations (problem-1 and problem-2) ! b. Assume that R=2 and N=4. How many variables and constraints are there ? Fill out the table below !



Z



L



VWP1 Var. Cons.



WP1 (F1) Var. Cons.



WP1 (F2) Var. Cons.



VWP2 Var. Cons.



net_1 net_2 net_3
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WP2 Var. Cons.



(2) Global Optimization. Given is the following network topology and the corresponding traffic matrix. node 1



3



1 node



2



4



1 2 3 4



1 1 2



2



3



4



1



1 3



2 2 1



3 2



node pair



1 r



1



node pair d(z)



between nodes



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



1



1



2



3



2



1



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



-



-



3



4



z



r



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 (1,2) (2,1)



2 (1,3) (3,1)



3 (1,2,4) (4,2,1)



4 (2,1,3) (3,1,2)



5 (2,4) (4,2)



6 (3,4) (4,3)



δ z,l r



for l=1 (link between node 1 and 2)



WP



δ zl ,,rλ



for l=1 (link between node 1 and 2) if λ is used



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 1 0



2 0 1



3 1 0



4 1 0



5 0 1



6 0 1



1 2



z



(2,4,3) (2,1,3,4) (3,1,2,4) (3,4,2) (4,3,1,2) (4,2,1,3)



VWP



node pair



link l



(1,3) (3,1)



(1,3,4,2) (1,2,4,3) (1,3,4) (2,4,3,1) (3,4,2,1) (4,3,1)



2



traffic matrix



(1,2) (2,1)



z



Figure 5 : Obtaining the parameters for MIP formulation Using plain solvers (without AMPL) a. Find δ z,l r and δ zl ,,rλ for all l ! (Hint: use the tables in appendix A). b. For each formulations, write the objective function, the constraints, integer declaration etc. and save them in a file ! (Notation: use x_z_r – e.g. x_1_1 for z=1 and r=1 – and x_z_r_λ – e.g. x_1_1_1 for z=1, r=1 and λ=1 ). For problem-2 use N=2! c. Run the solver! e.g. lp_solve < input.lp > output.out ! Using AMPL d. For each formulations : Ø Write a model file according to the formulation and save it as a file ! (e.g. vwp1.mod) Ø Write a corresponding data file and save it as a file ! (e.g. vwp1a.dat) Ø If necessary write the run file containing a certain sequence of AMPL commands ! Ø Load the model and data file and run the AMPL as shown in Exercise 1!



e. Open the results files and fill out the table below ! VWP1 N=



VWP2 N=



WP1 (F1) N=



∑e



l



WP1 (F2) N=



=



max {el } =



WP2 N=



∑e



l



F=



=



max {el } =
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f. Repeat the tasks (2a – 2e ) for the following traffic matrices ! (use N=8 for the formulations problem-2). Fill out the corresponding results table ! node 1 node



2 2



1 2 3



2 3



6



4



5



4



node 3 3 6



4 5 4 3



1 node



3



2 8



1 2 3



8 10



15



4



10



7



(a)



3 10 15



4 10 7 8



8



(b)



Figure 6 : Traffic matrices VWP1 N=



VWP2 N=



WP1 (F1) N=



∑e



l



WP1 (F2) N=



=



WP2 N=



∑e



l



max {el } =



F=



=



max {el } =



(a) VWP1 N=



VWP2 N=



WP1 (F1) N=



∑e



l



WP1 (F2) N=



=



WP2 N=



∑e



l



max {el } =



F=



=



max {el } =



(b)



3.3 Literature [1]. Dirk Beckmann, “Algorithmen zur Planung und Optimierung moderner Kommunikationsnetze”, Dissertation, Technical University of Hamburg-Harburg, 2001. [2]. Naohide Nagatsu, Satoru Okamoto, Ken-ichi Sato, “Optical Path Cross-Connect System Scale Evaluation Using Path Accomodation Design for Restricted Wavelength Multiplexing”, IEEE JSAC Vol. 14 No. 5, June 1996. [3]. Dhritiman Banerjee, Biswanath Mukherjee, “A Practical Approach for Routing and Wavelength Assignment in Large Wavelength-Routed Optical Networks”, IEEE JSAC Vol. 14 No. 5, June 1996. [4]. Hui Zang, Jason P. Jue, Biswanath Mukherjee, ”A Review of Routing and Wavelength Assignment Approaches for Wavelength-Routed Optical WDM Networks”, 1999. [5]. Asuman E. Ozdaglar, Dimitri P. Bertsekas, ”Routing and Wavelength Assignment in Optical Networks”, LIDS REPORT P-2535, December 2001. [6]. Dirk Beckmann, Ulrich Killat, “Routing and Wavelength Assignment in Optical Networks Using Genetic Algorithms”, European Trans. Telecommunications, Vol. 10, No. 5, September 1999. [7]. Dirk Beckmann, Ulrich Killat, “Minimizing The Number of Fibres in Optical Networks Using Genetic Algorithm”, in Int. Symposium on Broadband European Networks, Zürich, Mai 1998.
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Appendix A : Tables



1. Exercise 2 : SDH Networks ( δ m,l r tables for N=4) l δ m, r



between nodes possible link l



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



node pair



1 2 3



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 (1,2) (2,1)



2 (1,3) (3,1)



3 (1,4) (4,1)



4 (2,3) (3,2)



5 (2,4) (4,2)



6 (3,4) (4,3)



(1,3,2) (2,3,1)



(1,2,3) (3,2,1)



(1,2,4) (4,2,1)



(2,1,3) (3,1,2)



(2,1,4) (4,1,2)



(3,1,4) (4,1,3)



(1,4,2) (2,4,1)



(1,4,3) (3,4,1)



(1,3,4) (4,3,1)



(2,4,3) (3,4,2)



(2,3,4) (4,3,2)



node pair



r



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



m



3 m l δ m, r



node pair



(3,2,4) (4,2,3)



for l=4 (link between node 2 and 3)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



m



1 2 3



r



δ m,l r



(1,2) (2,1) 1 2



r



node pair



r



(1,2) (2,1)



for l=3 (link between node 1 and 4)



for l=1 (link between node 1 and 2)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



1 2



1 0



0 1



0 1



0 1



0 1



0 0



3



0



0



0



0



0



0



l δ m, r



m



node pair



for l=5 (link between node 2 and 4)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



m



1 2



r



3



δ m,l r node pair



l δ m, r



for l=2 (link between node 1 and 3)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



node pair



m



1 r



2 3



for l=6 (link between node 3 and 4)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



m



1 r



2 3
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2. Exercise 3 : Optical Networks ( δ z,l r and



δ zl ,,rλ )



node 1



3



1 node



2



4



1 2



1



3 4



1 2



2 1 3 2



3 1 3



node pair



4 2 2 1



1



r



1



2



traffic matrix node pair d(z)



between nodes



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 1



2 1



3 2



4 3



5 2



6 1



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



-



-



3



4



VWP



δ z,l r



for l=2 (link between node 1 and 3)



δ zl ,,rλ



for l=2 (link between node 1 and 3) if λ is used



WP node pair



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



z



WP



node pair r



δ z,l r



for l=3 (link between node 2 and 4)



δ zl ,,rλ



for l=3 (link between node 2 and 4) if λ is used



node pair link l



1 2



r



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 (1,2) (2,1)



2 (1,3) (3,1)



3 (1,2,4) (4,2,1)



4 (2,1,3) (3,1,2)



5 (2,4) (4,2)



6 (3,4) (4,3)



(1,3,4,2) (1,2,4,3) (1,3,4) (2,4,3,1) (3,4,2,1) (4,3,1)



δ z,l r



for l=1 (link between node 1 and 2)



δ zl ,,λr



for l=1 (link between node 1 and 2) if λ is used



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1 1 0



2 0 1



3 1 0



4 1 0



5 0 1



6 0 1



VWP



δ z,l r



for l=4 (link between node 3 and 4)



l ,λ z,r



for l=4 (link between node 3 and 4) if λ is used



δ



z



(2,4,3) (2,1,3,4) (3,1,2,4) (3,4,2) (4,3,1,2) (4,2,1,3)



(1,2) (2,1)



WP



z



z node pair r



(1,2) (2,1)



(1,4) (4,1)



WP



2 VWP



(1,3) (3,1)



VWP



1



r



(1,2) (2,1)



(1,2) (2,1)



(1,3) (3,1)



(1,4) (4,1)



(2,3) (3,2)



(2,4) (4,2)



(3,4) (4,3)



1



2



3



4



5



6



z



1 2



z



1 2



30
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