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Communication–aware Deployment for Wireless Sensor Networks Tsenka Stoyanova†, Fotis Kerasiotis†, Aggeliki Prayati‡, George Papadopoulos‡ † Applied Electronics Laboratory, Dept. of ECE, University of Patras, 26500 Rio-Patras, Greece ‡ Industrial Systems Institute, Stadiu Str., Platani, Patras, Greece {tsstoyanova, kerasiotis, prayati, papadopoulos}@ee.upatras.gr Abstract1 Deployment of senor nodes brings the challenging question on how to place the sensor nodes in order to achieve a particular coverage degree with optimum number of nodes. An important factor, which deployment process also should take into account is the radio signal propagation to guarantee reliable communication links among the network. In the present work, we firstly define a pre-deployment simulation framework and then propose RF signal propagation-based Connectivity Algorithm (RFCA) for outdoor applications. The RFCA utilizes RF signal propagation model for prediction of received signal strength (RSS). Several parameters of the system are considered for the RSS prediction: the RF frequency, the transmission power, the transmitter–receiver distance, their height from the ground and the antenna’s characteristics (gain, polarization, etc.). We demonstrate that RFCA is able to find the most appropriate deployment parameters from the communication point of view (height, distance, and transmission power) for positioning of the sensor nodes.



1. Introduction Sensor nodes deployment reflects two main aspects of a wireless sensor network (WSN), namely detection and communication. The deployment process can be considered as consisting of three consequent phases: pre-deployment, the actual deployment and postdeployment. The pre-deployment phase includes analysis of the application requirements and the area environment followed by deployment simulation and planning in order to ensure the sensor network’s requirements such as coverage, connectivity, optimal energy budget and low packet loss in the physical layer. In this first phase a node localization algorithm may also be included and simulated. Several deployment algorithms propose solutions for the coverage problems when minimizing the number of deployed nodes [6, 7] and the connectivity 1



The work reported here was performed as part of the ongoing research Program uSWN FP6-2005 IST-



034642 and funded by the European Social Fund (ESF).



problems with respect to the optimal number of neighbors [5]. However, one communication aspect is not given enough attention as a deployment prerequisite and that is the RF signal propagation. The communication link is considered as guaranteed when the received signal strength (RSS) is sufficient. In predicting the RSS several parameters of the system have to be considered: the distance between transmitter–receiver pair (T-R), their height from the ground, the antenna’s characteristics (gain, polarization, etc) and the terrain specifics. Different RF propagation models have been introduced in the literature for supporting the wireless communication system design [2, 3]. These propagation models have been studied for high-power wireless communication systems, which operate at distances in range of kilometers. In the present work, we formulate a pre-deployment simulation framework and propose an RF signal propagation-based Connectivity Algorithm (RFCA) that incorporates the signal propagation model into the pre-deployment WSN planning. The RFCA is designed for outdoor applications, which is an important factor when choosing the propagation model. The RFCA utilizes RF signal propagation model to predict the received signal strength (RSS) within the radio ranges in order to identify the most appropriate communication-based deployment parameters, i.e. T-R distance, height from the ground, and transmission power. The RFCA could be combined with any number-of-nodes optimization algorithm like [5-7]. To the best of our knowledge this is the first time that the WSN deployment considers RF signal propagation to guarantee reliable communication links. The remaining of this paper is organized as follows: In Section 2 the pre-deployment simulation framework and RFCA are formulated. In Section 3 detailed analysis of the RFCA is offered. In Section 4 an example illustrates the function of RFCA, and Section 5 concludes this work.



2. Pre-Deployment Simulation Framework and RFCA Formulation 2.1. Pre-deployment Simulation Framework The pre-deployment simulation analyzes the application requirements against the deployment environment to establish the propagation model and the input parameters for simulation and pre-deployment planning of WSN. It aims at satisfying the sensor network’s prerequisites for coverage degree, complete network connectivity, optimal energy budget and low percentage of packet loss due to the physical layer. The pre-deployment simulation framework consists of three basic components: sensing coverage component, communication connectivity component and localization component, as shown in Figure 1. The sensing coverage component aims at ensuring the application requirement for coverage with the optimal number of sensor nodes. This component provides along with the number of nodes for the given area information about the preferred height from the ground of the sensor nodes and the minimum and maximum distance boundaries. The communication connectivity component extends the simulation process by matching the preferred nodes height and distance with proposed ones by the signal propagation model. The most appropriate height and distance are the output from this component along with suggestions for reducing the transmission power. Finally, the localization component uses the information about the number of nodes to simulate the localization process based on already known parameters as height, distance and signal propagation with emphasis on minimizing the number of beacon nodes with preliminary known positions. The pre-deployment simulation framework can be used in two directions: (1) to evaluate quality provisioning of existing deployment topologies, and (2) to generate a deployment scheme based on input parameters. In this work we focus on the communication connectivity component and the RFCA.



Figure 1. Pre-deployment framework diagram



2.2. RFCA Outline 2.2.1. Algorithm Overview Very often in the literature the communication radius is defined to be at least twice as the sensing radius to support coverage with minimum number of nodes [6, 7]. In some cases this might not be possible. For instance, assuming that the sensing radius is 10m, then the communication radius must be at least 20m. In this case that distance cannot be reached by sensor nodes with internal antenna, such as Tmote Sky [1], even at the maximum transmission power of 0dBm, when they are placed horizontally on the ground. Therefore, the signal propagation has to be considered and to go along with the coverage and localization algorithms. In order to incorporate the signal propagation into the deployment planning the RFCA was developed. Figure 2 presents the block-diagram of the RFCA, which consists of three sequential steps: Step 1: distance and height prediction – It aims at discovering the most appropriate heights and distances of the sensor nodes, based on the input parameters; Step 2: transmission power simulations – Different levels of the transmission (Tx) power are simulated to evaluate the possibility of reducing the Tx power; Step 3: nonneighbor interference minimization – In this step simulations are performed to evaluate the RSS of the non-neighbor nodes in order to discover the best combination of distance, height and Tx power to minimize the interference from these nodes caused by the signal propagation phenomenon. The RFCA is applicable for outdoor applications, for manual and for random deployments: • For manual deployment when one parameter height or distance is known, the simulation aims at predicting the other parameters to guarantee sufficient RSS for deployment. • For random deployment the nodes end up on the ground and the height of the antenna is between 2cm and 10cm. Based on the propagation model and on the



Figure 2. RFCA block diagram



node’s antenna specifics, it is possible to predict the maximum distance, where the signal has enough RSS level to guarantee successful communication. Considering this distance as maximum communication radius, the necessary number of nodes per unit area may be calculated to ensure network connectivity and certain degree of coverage. 2.2.1. Algorithm attributes The input parameters of the RFCA are: height from the ground and/or transmitter–receiver (T-R) distance, RSS threshold and antenna specifics. a) Height from the ground and distance - The height from the ground and distance between any two sensor nodes are the most important parameters influencing the RSS. These two parameters participate directly in the propagation model equation. b) Antenna specifics - Gain and polarization of the antenna are the parameters which also influence the RSS. The gain of the antenna participates directly in the propagation model equation, while polarization of the antenna (horizontal or vertical) predetermines the reflection coefficient. c) RSS threshold - A major communication consideration is the correct message reception. It is assumed that a packet sent by a transmitter can be received by a receiver with certain probability, only if the intensity of the received power is above a given threshold. We empirically investigated the relationship between the intensity of the received power and the packet loss to find if such threshold exists. The results are presented in Figure 3 and the following conclusions can be drown: • When the RSS is above -80dBm, the packet loss is bellow 5%. • For RSS between -80dBm and -87dBm, the packet loss can rise to 10%. • When the RSS is approximately -90dBm, which corresponds to the sensitivity threshold of the CC2420 radio, the packet loss can be as high as 100%. From the results shown in Figure 3, we conclude that the RSS value of -80dBm is acceptable as threshold level. It indicates that the signals with RSSI above -80dBm will be received with packet loss les than 5%. Similar results were also presented in [4].



Figure 3. Packet loss versus RSS



3. RFCA Definition In this section we offer a comprehensive description and analysis of the three steps of RFCA. Step1: Discovering the most appropriate heights and distances of the sensor nodes The most important task in the first step is the selection of the propagation model that corresponds to the target environment. All propagation models presented in the literature have been studied and validated for high-power wireless communication systems like those for UHF/VHF band, satellite, cellular, etc, which can operate at distances in range of kilometers [2, 3]. Adapting some of them to WSNs requires consideration of the restrictions imposed by the WSNs nature: • The WSN low-power radio, with maximum transmission power up to 10mW (10dBm), allows communication range up to 300m for the most widely used sensor network platforms; • The sensor nodes’ battery should last for as long as possible while keeping the network operational. • The WSNs perform sensing of environments or objects which predetermine that the location of the nodes is relatively close to the ground. Based on real-field measurements presented in earlier work [8], we adopt the free-space path loss plus the two-ray ground reflection (FS+GR) model as most suitable for outdoor application scenarios in areas with sparse trees and free line of sight between the nodes, which is the case for many sensor network applications in the environmental domain. We extended our previous work [8] with additional real-field measurements and by adapting the FS+GR model for RFCA. Short description of the adapted FS+GR model is given in the Appendix section. Figure 4 shows the average value of real-field measured RSS compared with simulated RSS for four different T-R heights from the ground: 1.97m, 1.50m, 0.70m, 0.12m. All plots clearly demonstrate that the measured data are in conformance with our simulation results.



Figure 4. Experimental and simulation results



Figure 5. Simulation of the RSS



Based on the FS+GR model, we determine the connection between the RSS, height from the ground and distance by performing simulation. It combines all practical heights from the ground and distances, for the maximum Tx power of 0dBm to produce the RSS. The results are presented in Figure 5. Heights vary from 0m to 3m and the distance from 1m to 100m. The grayscale bar is marked with numbers indentifying RSS areas. For instance, the area marked as 4 designates RSS with value between -70dBm and -80dBm. In general, Figure 5 gives an idea which heights and distances could be combined to achieve sufficient RSS. One important observation regarding the influence of the ground reflection phenomenon over the RSS is that the reflected and the direct signals interact and create ‘energy holes’ with very low and unstable RSS. Based on the real-field measurements and the simulation results, we formulate the following constraints for choosing heights and distances: • the sensor node should not be placed in area with deep and wide ‘energy holes’ due to the high possibility of signal and packet loss, • the sensor node should not be placed in area with RSS lower then -80dBm due to great variance of RSS and higher possibility of packet loss, • for all possible communication distances between any two neighbor nodes within the WSN, there should not be ‘energy hole’ and the RSS should be above 80dBm. Step 2: Reducing the transmission (Tx) power The simulation of the RSS may also help to reduce the Tx power. Referring to Figure 4, power simulations are performed for three heights from the ground: 1.97m, 1.5m and 0.70m, for distances 25m and 50m for each height. Those distances were chosen so that the RSS, at 25m, for the maximum Tx power at 0dBm has the maximum value after an ‘energy hole’ (Figure 4, cases (a) and (b)). The power simulation results are presented in Figure 6 and illustrate that the Tx power



Figure 6. Power simulation for heights: (a) 1.97m (b) 1.50m and (c) 0.70m



could be reduced and the RSS is still above the threshold, as shown in Table 1. Table 1. Tx power simulation results Height 1.97m 1.50m 0.70m



Distance 25m up to -16dBm up to -16dBm up to -15dBm



Distance 50m up to -8dBm up to -8dBm up to -4dBm



Step3: Minimizing the interference from nonneighbor nodes Using the results from the simulations about the height and the distance, and from the power simulations, the final deployment parameters of the neighbor and non-neighbor nodes should be selected, so that the RSS of a non-neighbor node to be below the sensitivity threshold of -90dBm, in order to minimize the possibility to receive and send signals and thus to interfere the neighboring communication. For instance, let us assume a simple line topology, where the distance between any 2 neighbor nodes is 25m and node 1 has to communicate with node 2 but it should not communicate with node 3. In order to satisfy this requirement, based on Figure 6, the height of 0.70m is selected along with transmission power of -15dBm. For this combination: 0.7m height and -15dBm Tx power, the RSS results are predicted as -80dBm at 25m and at as -91dBm at 50m.



4. Case Study: Application of RFCA to a Real Deployment Example In this section, we illustrate the RFCA through an example for an environmental monitoring application scenario (temperature, humidity, etc.) in open space.



4.1. Application Requirements Application scenario: Environment monitoring, Area size: 200m x 200m, open space, Sensor nodes: Tmote Sky, Antenna type: Internal, inverted-F.



4.2. Application Analysis The environmental parameters do not change in short distances, therefore we assume that one node per 50m70m would provide an acceptable degree of coverage. Based on that, one of the input parameters is already known: distance D = 50m. The first simulation assumes maximum Tx power of the Tmote Sky sensor nodes, i.e. 0dBm. 4.2.1. Discovering the most appropriate heights and distances of the sensor nodes One of the deployment goals is optimizing the number of nodes, which supposes manually nodes placement in grid topology [7]. The two most widely used deployment schemes for manual deployment are: square grid and triangular grid, shown in Figure 7. While the triangular grid uses equal communication ranges among all six 1-hop neighbors, for the square grid a stable communication must be guaranteed in two radiuses R1 and R2 in order for a node to communicate with its eight 1-hop neighbors. Assuming that the preferred communication range is 50m, then the communication range with complete connectivity is between R1=45m and R2=75m for square grid deployment, and R between 45m and 55m for triangular deployment with 5m deployment tolerance.



Figure 7. Deployment schemes: (a) square grid, (b) triangular grid



The most appropriate heights, after the first step of the simulation, are listed in Table 2 for square grid and Table 3 for triangular grid, respectively. Table 2 and Table 3 show only those heights, where the RSS is above -80dBm for the whole interval of 45m–75m for the square grid and of 45m–55m for triangular grid, as this is considered acceptable RSS threshold. The simulated heights from the ground are between 0m and 3m.



4.2.2. Reducing the transmission power This step is based on results from the previous one, with respect to the possibility of reducing the transmission power. Simulations are performed for both the square and triangular grids according to Table 2 and 3: (a) distance range 45m÷75m, heights 1m÷1.5m and (b) distance range 45m÷55m, heights 0.70m÷1.50m; 2.00m÷2.20m; 2.70m. The results are presented in Figure 8 and show the minimum RSS value for the whole distance range at specific height, for five levels of the transmission power. The conclusions based on the results indicate that: • the most appropriate height and Tx power for square grid are 1.4m and -6.5dBm, respectively. • the most appropriate height and Tx power for the triangular grid are 1.3m and -10dBm, respectively. 4.2.3. Minimizing non-neighbor nodes interference In order to minimize the interference from nonneighbor nodes, the latter should not be able to receive the signal from the source node. For the square and triangular grid schemes the distance to non-neighbor node is about double R1 and R, i.e. 90m–110m. Simulations were performed for heights and Tx power determined in the previous subsection and shown in Figure 8. Results, presented in Figure 9, show the simulated signal propagation for distance between 45m and 110m. Based on the simulation results we arrived to the following conclusions: (a) The square grid scheme cannot fulfill the requirement for minimizing the interference from nonneighbor nodes. For the chosen heights (see Table 2) and Tx powers (see Figure 8(a)) at distance 90m–110m the RSS still has value significantly above the threshold of -90dBm (see Figure 9(a)). (b) The triangular grid scheme can fulfill the requirement for minimizing the interference from nonneighbor nodes while ensuring good communication with the neighbor nodes only for the following heights and transmission powers: 0.7m with -2.5dBm; 0.8m with -4dBm, 0.9m with -6.5dBm and 2.7m with 4dBm. This is presented in Figure 9(b) and (c) with red ellipses. Therefore, the best combination for energy saving versus secure communication is T-R height at 0.9m and Tx power of -6.5dBm.



Table 2. Square grid scheme Height range



RSS range for the 45m÷75m interval



1.00m – 1.50m



-68dBm – -77dBm



Table3. Triangular grid scheme Height range 0.70m – 1.50m 2.00m – 2.20m 2.70m



RSS range for the 45m÷55m interval -68dBm – -77dBm -68dBm – -75dBm -69dBm – -76dBm



Figure 8. Power simulations for: (a) square and (b) triangular grid



Figure 9. Non-neighbor Interference simulations for: square grid (a), and triangular grid (b) and (c).



4.2.4. Deriving the final deployment parameters The final deployment parameters for reliable communication, after the simulation analysis, are determined as follows: Height: 0.9m, T-R distance: 50–55m, Tx power: -6.5dBm, Preferred deployment scheme: triangular grid.



5. Conclusions In this work, we formulated a pre-deployment simulation framework and proposed RF signal propagation-based connectivity algorithm (RFCA) to fulfill three deployment provisions: discovering the most appropriate height and distances for the sensor nodes, reducing the transmission power and minimizing the interference from non-neighbor nodes. Finally, a deployment example illustrates the significance of the RFCA in deriving the optimal deployment parameters: height, distance, and power. The next step to advance the RFCA is to include alternative topologies for several sets of parameters, even for higher heights, where minimizing the interference from non-neighbor nodes is very difficult to accomplish. Our study and results have shown that a predeployment simulation for preliminary planning of the deployment can significantly reduce the link problems due to the physical layer communication loss.



6. Appendix FS+GR model We adopted the basic FS+GR model from [2] and recalculated the equation for PR without the assumption for long distance, which is made there. Furthermore, we include the ground reflection coefficient Γ with its formulation given in [2] instead of assuming that Γ = −1 for perfect ground reflections, as in [2]. The coefficient Γ influences RSS results in short distances and heights as is the case for WSN. After some transformations, we obtained the final equation, which we use in our simulations:
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⎛ 2π ⎞⎞ ⎛ λ ⎞ ⎛ 2 ΔL ⎟ ⎟⎟ , PR = PT ⎜ ⎟ K ⎜⎜1 + Γ + 2Γ cos⎜ ⎝ λ ⎠⎠ ⎝ 4πd ⎠ ⎝ G G where K = T R . L Here PR is the received power,



(1) (2)



is the transmission power, d is T-R distance, λ is the wavelength, L is miscellaneous losses (transmission lines, antenna loses, etc), GR is receiver antenna gain, GT is transmitter antenna gain, and ΔL is the path difference between the direct and the reflected rays. The constant K was experimentally estimated based on real-field measurements performed with different Tmote Sky T-R pairs, when the T-R are on the same heights and on different heights, for ten different heights. Based on these results, the coefficient K takes value according to Table 4: PT



Table 4. Coefficient K Heights Same T-R heights Different T-R heights (>20cm)



K 0.74 0.46
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