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Motivation



Attracted major IT companies including Google, Facebook, Microsoft and Baidu to make significant investments in deep learning The so-called ”Google Brain project” self-learned cat faces from images extracted from YouTube videos Learning features from data rather than modeling them Advances have been raising many hopes about the future of machine learning, in particular to work towards building a system that implements the single learning hypothesis
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Neural networks Neural networks are inspired by the brain Composed of layers of logistic regression units Can learn complex non-linear hypotheses



Figure 1: Neural network with two input and output units and one hidden layer with two units and bias units x0 and z0 [1] Patrick Oliver GLAUNER
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Neural networks: training



Goal: minimize a cost function, e.g.: J(Θ) = Partial derivatives



∂ ∂θi J(θ)



Pm



i=1 (y



(i)



− hΘ (x (i) ))2



are used in an optimization algorithm



Backpropagation is an efficient method to compute them Risk of overfitting because of many parameters Highly non-convex cost functions: training may end in a local minimum
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Deep neural networks



Figure 2: Deep neural network layers learning complex feature hierarchies [4]



Patrick Oliver GLAUNER



Training Methods for Deep Neural Networks



May 2015



6 / 34



Deep neural networks



Unsupervised layer-wise pre-training to compute good initialization of the weights: Autoencoder Restricted Boltzmann Machine (RBM) Discriminative pre-training Sparse initialization Reduction of internal covariance shift



Discriminative fine-tuning using backpropagation
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Deep neural networks: autoencoder Three-layer neural network y (i) = x (i) Tries to learn the identity function hΘ (x) ≈ x Denoising autoencoder corrupts the corresponding inputs using a deterministic corruption mapping: y (i) = fΘ (x (i) )



Figure 3: Autoencoder with three input and output units and two hidden units Patrick Oliver GLAUNER
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Deep neural networks: stacked autoencoder First, an autoencoder is trained on the input, trained hidden layer is the first hidden layer of the stacked autoencoder Then, used as input and output to train another autoencoder, the learned hidden layer is then the second hidden layer of the stacked autoencoder Continued for more times, then fine-tuned



Figure 4: Stacked autoencoder network structure Patrick Oliver GLAUNER
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Deep neural networks: RBM A Boltzmann Machine, in which which the neurons are binary nodes of a bipartite graph The visible units of a RBM represent states that are observed, The hidden units represent the feature detectors



Figure 5: Restricted Boltzmann Machine with three visible units and two hidden units (and biases) Patrick Oliver GLAUNER
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Deep neural networks: RBM



RBMs are undirected Single matrix W of parameters, which associates the connectivity of visible hidden units Bias units a for the visible units and h for the hidden units Goal: minimize the energy: E (v, h) = −aT v − b T h − v T Wh Use of contrastive divergence to compute the gradients of the weights
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Deep neural networks: deep belief network (DBN) Layer-wise pre-training of RBMs Procedure similar to training a stacked autoencoder Followed by discriminative fine-tuning



Figure 6: Deep belief network structure
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Application to computer vision problems: goal



Comparison of RBMs and autoencoders on two data sets: MNIST Kaggle facial emotion data



Use of MATLAB Deep Learning Toolbox [3]
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Application to computer vision problems: MNIST Hand-written digits 28 × 28 pixel gray-scale values 60,000 training and 10,000 test examples



Figure 7: Hand-written digit recognition learned by a convolutional neural network [5] Patrick Oliver GLAUNER
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Application to computer vision problems: MNIST Training of: Deep belief network composed of RBMs (DBN) Stacked denoising autoencoder (SAE) 10 epochs for pre-training and fine-tuning Independent optimization of: Learning rate Momentum L2 regularization Output unit type Batch size Hidden layers Dropout Patrick Oliver GLAUNER
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Application to computer vision problems: MNIST



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.0244 0.0194 0.0254



Table 1: Error rates for optimized DBN and SAE on MNIST, lowest error rate in bold
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Application to computer vision problems: Kaggle data From a 2013 competition named ”Emotion and identity detection from face images” [2] 48 × 48 pixel gray-scale values Size is reduced to 24 × 24 = 576 pixels using a bilinear interpolation 4178 training and 1312 test examples Original training set is split up into 3300 training and 800 test examples



Figure 8: Sample data of the Kaggle competition [2] Patrick Oliver GLAUNER
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Application to computer vision problems: Kaggle data Training of: Deep belief network composed of RBMs (DBN) Stacked denoising autoencoder (SAE) 10 epochs for pre-training and fine-tuning Independent optimization of: Learning rate Momentum L2 regularization Output unit type Batch size Hidden layers Dropout Patrick Oliver GLAUNER
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Application to computer vision problems: Kaggle data



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.7225 0.5737 0.3975



Table 2: Error rates for optimized DBN and SAE on Kaggle data, lowest error rate in bold
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Application to computer vision problems: Kaggle data



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.5675 0.3387 0.3025



Table 3: Error rates for optimized DBN and SAE on Kaggle data, lowest error rate in bold, for 100 epochs
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Conclusions and prospects



Neural networks can learn complex non-linear hypotheses Training them comes with many difficulties Unsupervised pre-training using autoencoders or RBMs Followed by discriminative fine-tuning Promising methods, but no silver bullet Proposed investigations: better pre-processing, convolutional neural networks and use of GPUs
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Application to computer vision problems: MNIST Parameter Learning rate



Default value 1.0



Momentum



0



L2 regularization



0



Output unit type Batch size Hidden layers



Sigmoid 100 [100, 100]



Dropout



0



Tested values 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0 0.01, 0.02, 0.05, 0.1, 0.15, 0.2, 0.25, 0.5 1e-7, 5e-7, 1e-6, 5e-6, 1e-5, 5e-5, 1e-4, 5e-4 Sigmod, softmax 25, 50, 100, 150, 200, 400 [50], [100], [200], [400], [50, 50], [100, 100], [200, 200], [400, 400], [50, 50, 50], [100, 100, 100], [200, 200, 200] 0, 0.125, 0.25, 0.5



Table 4: Model selection values for MNIST Patrick Oliver GLAUNER
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Application to computer vision problems: MNIST



Parameter Learning rate Momentum L2 regularization Output unit type Batch size Hidden layers Dropout



DBN 0.5 0.02 5e-5 softmax 50 [400, 400] 0



Test error 0.0323 0.0331 0.0298 0.0278 0.0314 0.0267 0.0335



SAE 0.75 0.5 5e-5 softmax 25 [400, 400] 0



Test error 0.0383 0.039 0.0345 0.0255 0.0347 0.017 0.039



Table 5: Model selection for DBN and SAE on MNIST, lowest error rates in bold
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Application to computer vision problems: MNIST



Figure 9: Test error for different L2 regularization values for training of DBN Patrick Oliver GLAUNER
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Application to computer vision problems: MNIST



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.0244 0.0194 0.0254



Table 6: Error rates for optimized DBN and SAE on MNIST, lowest error rate in bold



Patrick Oliver GLAUNER



Training Methods for Deep Neural Networks



May 2015



25 / 34



Application to computer vision problems: MNIST



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.0225 0.0189 0.0191



Table 7: Error rates for optimized DBN and SAE on MNIST, lowest error rate in bold, for 100 iterations
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Application to computer vision problems: Kaggle data Parameter Learning rate



Default value 1.0



Momentum



0



L2 regularization



0



Output unit type Batch size Hidden layers



Sigmoid 100 [100, 100]



Dropout



0



Tested values 0.05, 0.1, 0.15, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5 0.01, 0.02, 0.05, 0.1, 0.15, 0.2, 0.25, 0.5 1e-7, 5e-7, 1e-6, 5e-6, 1e-5, 5e-5, 1e-4, 5e-4 Sigmod, softmax 25, 50, 100, 150, 275 [50], [100], [200], [400], [50, 50], [100, 100], [200, 200], [400, 400], [50, 50, 50], [100, 100, 100], [200, 200, 200] 0, 0.125, 0.25, 0.5



Table 8: Model selection values for Kaggle data Patrick Oliver GLAUNER
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Application to computer vision problems: Kaggle data



Parameter Learning rate Momentum L2 regularization Output unit type Batch size Hidden layers Dropout



DBN 0.25 0.01 5e-5 softmax 50 [50, 50] 0.125



Test error 0.5587 0.7225 0.7225 0.7225 0.6987 0.7225 0.7225



SAE 0.1 0.5 1e-4 softmax 50 [200] 0.5



Test error 0.5413 0.7225 0.7225 0.7225 0.5913 0.5850 0.7225



Table 9: Model selection for DBN and SAE on Kaggle data, lowest error rates in bold
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Application to computer vision problems: Kaggle data



Figure 10: Test error for different learning rates values for training of DBN Patrick Oliver GLAUNER
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Application to computer vision problems: Kaggle data



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.7225 0.5737 0.3975



Table 10: Error rates for optimized DBN and SAE on Kaggle data, lowest error rate in bold
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Application to computer vision problems: Kaggle data



Figure 11: Test error for different factors of noise in SAE Patrick Oliver GLAUNER
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Application to computer vision problems: Kaggle data



Neural network DBN composed of RBMs Stacked denoising autoencoder Stacked autoencoder



Test error 0.5675 0.3387 0.3025



Table 11: Error rates for optimized DBN and SAE on Kaggle data, lowest error rate in bold, for 100 epochs
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Application to computer vision problems: Kaggle data



Figure 12: Test error for different factors of noise in SAE, for 100 epochs Patrick Oliver GLAUNER
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