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There has been a lot of recent work on Bayesian methods for reinforcement learning exhibiting near-optimal online performance. The main obstacle facing such methods is that in most problems of interest, the optimal solution involves planning in an infinitely large tree. However, it is possible to obtain lower and stochastic upper bounds on the value of each tree node. This enables us to use stochastic branch and bound algorithms to search the tree efficiently. This paper examines the complexity of such algorithms. Keywords: exploration, Bayesian, reinforcement learning, belief tree search, complexity, PAC bounds
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Introduction



Bayesian methods for exploration in Markov decision processes (MDPs) and for solving known partially-observable Markov decision processes (POMDPs), have been proposed previously (c.f. [1, 2, 3]). However, such methods often suffer from computational tractability problems. Optimal Bayesian exploration requires the creation of an augmented MDP model in the form of a tree [2], where the root node is the current belief-state pair and children are all possible subsequent belief-state pairs. The size of the tree increases exponentially with the horizon, while the branching factor is infinite in the case of continuous observations or actions. In this work, we concentrate on the discrete problems and consider efficient algorithms for expanding the tree. For the discrete case reinforcement learning problem, there already exist nearly tight online regret bounds [4] in a distribution-free framework. The aim of the current paper is to obtain algorithms and computational complexity bounds for the tree search involved in a Bayesian (rather than distribution-free) setting. In particular, we investigate stochastic search methods such as the ones proposed in [5, 6, 7], for some of which we have previously presented some experimental results and useful value function bounds [8]. The rest of the paper is organised as follows. The remainder of this section summarises the Bayesian optimal planning framework that will be used throughout the text and discusses related work. The main results1 , are presented in Sect. 2, which precedes the conclusion. The appendices contain technical proofs and auxilliary results.



1.1



Planning in Markov decision processes



Reinforcement learning (c.f. [10]) is a discrete-time sequential decision making problem. Its solution is an algorithm A∗ maximising the expected utility: ! T X A∗ = arg max E γ k rt+k A , A



k=1



where rt ∈ R is the stochastic reward at time t. We are only interested in rewards from time t to T > 0, where γ ∈ [0, 1] plays the role of a discount factor. Typically, we assume that γ and T are known (or have known prior distribution) and that the sequence of rewards arises from a Markov decision process µ: Definition 1 (MDP) A Markov decision process is a tuple µ = (S, A, T , R), where S is a set of states, A is a set of actions, while T is a transition distribution over next states st , conditioned on the current state st and action at : T (s0 |s, a) , µ(st+1 =s0 |st =s, at =a), with µ(st+1 |st , at ) = µ(st+1 |st , at , st−1 , at−1 , . . .). Furthermore, R(r|s, a) , µ(rt+1 =r|st =s, at =a) is a reward distribution conditioned on states and actions: with a ∈ A, s, s0 ∈ S, r ∈ R. Finally, µ(rt+1 , st+1 |st , at ) = µ(rt+1 |st , at )µ(st+1 |st , at ). In the above, and throughout the text, we take µ(·) to mean P(·|µ), the distribution under the process µ, for compactness. The algorithm for taking actions is a sequence of policies A = {πt }. Each π is a distribution over A, with π(at |st ) , P(at |st , . . . , s1 , π). The expected utility of a fixed policy π selecting actions in the MDP µ, from time t to T is given by the value function: X π,µ π Vt,T (s) = E[rt+1 |st , π, µ] + γ T (s0 |s, a)Vµ,t+1,T (s0 ). s0



Whenever it is clear from context, superscripts and subscripts shall be omitted for brevity. The π,µ optimal value function will be denoted by V ∗ , maxπ V π . Note that limT →∞ Vt,T = V π,µ for 1



More details and additional results are given in [9]
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all t, so for T → ∞, we only need to consider πt = π for all t [10]. If the MDP is known, we can evaluate the optimal value function policy in time polynomial to the sizes of the state and action sets.



1.2



Bayesian reinforcement learning



If the MDP is unknown, we may use a Bayesian framework to represent our uncertainty [2]. This requires maintaining a belief ξt , about which MDP µ ∈ M corresponds to reality. More precisely, we define the sequence of probability spaces (M, M, Ξt ), where M is a (usually uncountable) set of MDPs, M is the σ-algebra of M. In a Bayesian setting, Ξt (M ), M ⊂ M is our subjective belief at time t that µ ∈ M . We shall write ξt (µ) , dΞt (µ) for the density over M. By conditioning on the latest observations, we obtain the next belief: µ(rt+1 , st+1 |st , at , µ)ξt (µ) . ξt+1 (µ) , ξt (µ|st+1 , st , at ) = R 0 0 M µ (st+1 |st , at ) ξt (dµ )



(1)



As an example, let M be the set of discrete MDPs with |S| = K, |A| = J. We begin by defining a belief for the transition of each state action pair s, a separately. We use τs,a ∈ RK to denote the multinomial distribution over the K possible next states, from a specific starting state s and action a. The conjugate prior over multinomials is a Dirichlet (c.f. [11]) with parameters ψis,a ≥ 0, i = 1, . . . , K. We denote the parameters of our belief ξt at time t by ψ s,a (ξt ). The density over possible multinomial distributions can be written as: ξt (τs,a =x) = Q ψis,a (t) 1 x with τs,a , P(st+1 |st =s, at =a) and B(·) the Beta function. For brevity, s,a i∈S i B(ψ (t)) we will denote by Ψ(ξt ) the matrix of all state-action-state transition counts at time t. Thus, for any belief ξ, the Dirichlet parameters are {ψij,a (ξ) : i, j ∈ S, a ∈ A}. These values are initialised to Ψ(ξ0 ) and are updated via simple counting: ψij,a (ξt+1 ) = ψij,a (ξt ) + I {st+1 =i ∧ st =j ∧ at =a}. To generalise from single state-action pair transitions to the complete transition distribution of the MDP, we assume that for any s, s0 ∈ S and a, a0 ∈ A: ξ(τs,a , τs0 ,a0 ) = ξ(τs,a )ξ(τs0 ,a0 ). This assumption reduces computational complexity, but since it ignores possible dependencies, convergence may be slower. We denote the |S||A| by |S| matrix of state-action to state tranµ sition probabilities for MDP µ as T µ and let τs,a,i , µ(st+1 =i|st =s, at =a). Using the above assumption, the density at µ can be written as a product of Dirichlets: µ ∀s ∈ S, a ∈ A) ξt (µ) = ξt (T µ ) = ξt (τs,a = τs,a  ψis,a (ξt ) Y YY 1 µ = τs,a,i , B(ψ s,a (ξt )) s∈S a∈A



(2a) (2b)



i∈S



The reward µ(rt+1 |st , at ) can be modelled with a suitable prior similarly.



1.3



Belief-augmented MDPs



In order to optimally select actions in this framework, it is necessary to explicitly take into account future changes in the belief when planning [2]. The idea is to combine the original MDP’s state st and our belief state ξt into a hyper-state. We shall call such models BeliefAugmented MDPs.2 We can then use standard backwards induction (value iteration) on the augmented MDP to plan. More formally, we construct the following model, which is an infinitesize MDP, from our belief over MDPs: Definition 2 (BAMDP) A Belief-Augmented MDP ν (BAMPD) is an MDP ν = (Ω, A, T 0 , R0 ) where Ω = S × B, where B is the set of probability measures on M and S, A are the state 2



Analogously to the Bayes-Adaptive MDPs of (author?) [2].
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and action sets of all µ ∈ M and T 0 , R0 are the transition and reward distributions conditioned jointly on the hyper-state ωt = (st , ξt ) and the action at . The transition distribution is T 0 (ω 0 |ω, a) = ν(ωt+1 =ω 0 |ωt =ω, at =a) and the reward distribution is R0 (ω) = ν(rt+1 |ωt+1 =ω), with ν(ωt+1 |at , ωt ) ≡ p(st+1 , ξt+1 , rt+1 |at , st , ξt , at−1 , . . . , ν). The hyper-state ωt has the Markov property. Furthermore, since starting from ξt and observing rt+1 , st+1 , st , at , leads to a unique subsequent belief ξt+1 , the probability of any subsequent belief is equal to the probability of the corresponding subsequent reward and state. Consequently, the reward observed when transiting to ωt+1 is always the same. This allows us to treat the BAMDP as an infinite-state MDP with transitions T 0 (ω 0 |ω, a), and rewards R0 (ω).3 We shall either denote the components of a future hyper-state ωti as (sit , ξti ), or hyper-state ω as s(ω), ξ(ω). As in the standard MDP case, finite horizon problems only require sampling all future actions until the horizon T : X π Vtπ (ωt ) = E[R0 (ωt )|ν] + γ Vt+1 (ωt+1 )ν(ωt+1 |ωt , π) ωt+1 ∈Ω



Let ΩT be the set of leaf nodes after we expand all branches to depth T . If their values VT∗ were Algorithm 1 Backwards induction 1: procedure BackwardsInduction(t, ν, ΩT , VT∗ ) 2: for n = T − 1, T − 2, . . . , t do 3: for ω ∈ Ωn do P ∗ (ω 0 ) 4: Vn (ω)∗ = E(r|ω, ν) + maxa ω0 ∈Ωn+1 ν(ω 0 |ω, a)Vn+1 5: end for 6: end for 7: return V ∗ , {Vn : n = 1, . . . , T }. 8: end procedure known, we could perform backwards induction (Alg. 1) to infer the optimal T -horizon action. This is just value iteration performed on the MDP induced by the BAMDP. There are two main problems: (a) The branching factor is infinite when states, actions or rewards are continuous; this can be dealt with by sparse sampling and is only considered here briefly. (b) Estimating the values at leaf nodes. With good upper and lower bounds on those values, we can accurately estimate the BAMDP value function, and expand the tree efficiently.



1.4



Bounds on the optimal value function



The mean MDP resulting from belief ξ over M is denoted as µ ¯ξ . The optimal policy for some MDP µ will be denoted as π ∗ (µ). We use Vµπ for the value function of µ for some π. We can relate the BAMDP optimal value function V ∗ to those of the underlying MDPs: Proposition 1 For any ω = (s, ξ), the BAMDP value function V ∗ obeys: Z Z π ∗ (¯ µ ) ∗ π ∗ (µ) ∗ E[Vµ (s)|ξ] = Vµ (s)ξ(µ)dµ ≥ V (ω) ≥ Vµ ξ (s)ξ(µ) dµ = Vµ¯∗ξ (s)



(3)



The lower bound follows from the fact that any fixed policy has lower value than the optimal policy. Inverting the order of the max and integral operators results in the upper bound. A complete proof is given in [9, 8]. 3



Because of the way that the BAMDP ν is constructed from beliefs over M, the next reward now depends on the next state rather than the current state and action.
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1.4.1



Calculating the lower bound



The lower bound at any hyper-state ω can be calculated by performing value iteration in the mean MDP arising from ξ(ω). For in discrete state spaces, for Dirichlet parameters Ψ, P example s,a .ψ (ξ). Similarly, for Bernoulli rewards, the mean model we have: µ ¯ξ (s0 |s, a) = ψss,a 0 (ξ)/ i∈S i arising from the beta prior with parameters {αs,a (ξ), β s,a (ξ) : s ∈ S, a ∈ A} is E[r|s, a, µ ¯ξ ] = s,a s,a s,a α (ξ)/(α (ξ) + β (ξ)). Then the value function of µ ¯ξ , and consequently, a lower bound on the optimal value function, can be found with value iteration on the mean MDP.4 1.4.2



Calculating the upper bound



If M is not finite, then we cannot calculate the upper bound in closed form. However, it can be approximated via Monte Carlo sampling. We sample m MDPs from the belief at ω: ∗ ω , V π (µk ) (s ). The samples are µ1 , . . . , µm ∼ ξ(ω).5 For each µ we estimate value function: v ˜ µ ω k k k R 1 Pm ω . Let v ω = ∗ (s ) dµ. Then, lim ω ] = v ω v ˜ ¯ ξ (µ)V vU,m ¯Uω then averaged: vˆU,m , m ω ω m→∞ [ˆ µ k=1 k U M ω ω almost surely and E[ˆ vU,m ] = v¯ . Due to the latter, the boundedness of the rewards, and γ < 1, we can apply a Hoeffding inequality (21) to bound the error with high probability.



1.5



Related work



Most current work in the Bayesian reinforcement learning framework used myopic estimates or full expansion of the belief tree up to a certain depth. Two notable exceptions are [1], which uses an analytical bound based on sampling a small set of beliefs and [12], which uses Kearn’s sparse sampling algorithm [13] for large MDPs to expand the tree. All of those methods have complexity exponential in the horizon, something which we are able to improve upon here through the use of smoothness properties induced by the Bayesian updating. Algorithms using upper confidence bounds for trees search (UCT) were proposed in [5]. In closely related work to the one presented here, (author?) [14] used UCT to plan in deterministic systems. In our case, we have stochastic trees: We can take advantage of the special structure of the belief tree, (smoothness) but the stochasticity makes the problem harder – and standard UCT cannot make use of the upper bounds on the value function. In recent work on partially observable MDP (POMDP) problems, [3] examine different online algorithms, including some branch and bound algorithms. However, the value function bounds used in POMDPs are not very useful in the BAMDP setting. Finally, results on bandit problems, employing the value function bounds used in this paper were reported in [8]. However, that work employed naive algorithms operating on leaf nodes only. The current paper’s main contributions are complexity results on a number of tree search algorithms on trees where deterministic or stochastic upper and lower bounds satisfying a smoothness property exist. This includes some of the algorithms used in [8] and a variant of a stochastic branch and bound algorithm first introduced in [7], for which only an asymptotic convergence proof had existed, under similar smoothness conditions. The other algorithm is close to the UCT variants such as HOO [15] but uses means of sampled upper bounds rather than upper confidence bounds on sample means. In addition, we introduce a mechanism to utilise samples obtained at inner nodes when calculating mean upper bounds at leaf nodes. Finally, we relate our complexity results to those of [13]. 4



A proof that the value function of the mean MDP equals the expected value function for all stationary policies is given in App. C. 5 For the discrete case, this means sampling a multinomial distribution from each of the Dirichlet densities independently for the transitions. Similarly, we draw independent Bernoulli distributions from the Beta of each state-action pair for the rewards.
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Complexity of belief tree search



We search trees which arise in the context of planning under uncertainty in MDPs using the BAMDP framework. In this context, the branches alternate between action selection and random outcomes. Each of the leaf nodes has upper and lower bounds on the value function. Backwards induction on the partial BAMDP tree can be used to obtain bounds for the inner nodes. However, the upper bounds are estimated via Monte Carlo sampling, something that necessitates the use of stochastic branch and bound techniques. We compare algorithms which utilise various combinations of stochastic and exact bounds for the value of each node. One of the main assumptions is that there is a uniform bound on the convergence speed – indeed, if such a bound does not hold then we cannot hope to find the optimal branch in finite time. Finally, if the belief does not change very fast, we can significantly reduce the necessary search depth.



2.1



Assumptions and notation



Here we lay out the main assumptions concerning the tree search, pointing out the relations to Bayesian reinforcement learning. The symbols V and v have been overloaded to make this correspondence more apparent. The tree that we operate on has a branching factor at most φ. The branching is due to both action choices and random outcomes. Each branch b corresponds to a set of (deterministic) policies and its value is V b , maxπ∈b V π . The root is the set of all policies and its value equals that of the optimal policy, V ∗ . Consequently, the nodes of branch b at depth k correspond to the set of hyper-states {ωt+k } in the BAMDP. π (ω ). For each We also define V b (k) as the k-horizon value function V b (k) , maxπ∈b Vt,k t node ω = (s, ξ), we define upper and lower bounds vU (ω) , E[Vµ∗ |ξ] vL (ω) , Vµ¯∗ξ (s), from (3). By fully expanding the tree to depth k and perform backwards induction, using either vU or vL as the value of leaf nodes, we obtain respectively upper and lower bounds VUb (k), VLb (k) on the value of any branch. Finally, we use C(ω) for the set of immediate children of a node ω and Ωk for the set of all nodes at depth k. We need not only asymptotic convergence, but specific convergence rates in order to obtain complexity bounds. Therefore we shall assume the following: Assumption 1 (Uniform linear convergence) There exists γ ∈ (0, 1) and β > 0 s.t. for any branch b, and depth k, V b − VLb (k) ≤ βγ k , VUb (k) − V b ≤ βγ k . Remark 1 For BAMDPs with rt ∈ [0, 1] and γ < 1, Ass. 1 holds, from boundedness and the geometric series, with β = 1/(1 − γ), since VLb (k) and VUb (k) are the k-horizon value functions with the value of leaf nodes bounded in 1/(1 − γ). In addition, asymptotic convergence holds for node bounds v, if the Bayesian inference procedure is consistent. For Bayesian methods with N parameters, uniform convergence of O(N/k) may also hold for node bounds. This is not hard to see for Dirichlet parameters; more generally, MDL-based bounds via discretisation or concentration of posterior measure results [16], apply. We now proceed with the analysis. We give upper complexity bounds for expanding the tree up to a fixed depth and for two different stochastic branch and bound algorithms, which maintain unbalanced trees. Finally, we sketch an improvement upon the lower bound of Kearns [13], based on a smoothness property of the BAMDP tree.



2.2



Flat oracle search



If we have exact lower bounds available, we can expand all branches to a fixed depth and then select the branch with the highest lower bound. Alg. 2 describes a method for achieving regret
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Algorithm 2 Flat oracle search ˆ L > βγ k − . Expand all branches until depth k = logγ /β or ∆ ∗ b 2: Select the root branch ˆ b = arg maxb VL (k).



1:



Algorithm 3 Flat stochastic search 1: procedure FSSearch(ω, k, m, X) 2: Expand all k-step children of ω. 3: for b = 1, . . . , φk do 4: Draw mP samples v˜ib ∼ X. 1 b ˜ib , 5: Vˆ = m m i=1 v 6: end for 7: return ˆb∗ = arg max Vˆ b . 8: end procedure



at most  using this scheme. The set of branches considered may be limited to different initial actions only. Lemma 1 (Flat oracle complexity) Running  Alg. 2 on atree with branching factor φ, and γ ∈ (0, 1), has regret at most  with complexity O φ1+logγ /β . The straightforward proof can be found in App. A. The only controllable variable is the branching factor φ. In BAMDPs, this is |A × S × R|, but it can be reduced by employing sparse sampling methods [13] to O{|A| exp[1/(1 − γ)]}. This was essentially the approach employed by [12]. While we focuses on reducing the depth to which each branch is searched, it does not appear that there would be major difficulties in combining this with sparse sampling.



2.3



Flat stochastic search



Next, we tackle the case where we only have a stochastic lower bound on the value of each node. This may be the case, for example, when the lower bound is an integral that can only be calculated with a Monte-Carlo approximation. The following algorithm expands the tree to a fixed depth and then takes multiple samples from each leaf node. It is mostly useful when γ is known in advance, something which is true in reinforcement learning problems. Lemma 2 (Stochastic lower bound search complexity) The number  of samples  that Alg. 3 requires to bound the expected regret by , when called with k = logγ /2β , m = 2 logγ (/2β) · log φ, X = VL (ω), is   −2 O logγ (φγ ) log (/2β) · log φ . γ



One may notice that stochasticity only adds an additional logarithmic factor, compared to the oracle search. The algorithm itself is not very useful for belief tree search as is, since, if we are searching to a fixed depth, we can always use Alg. 2.



2.4



Stochastic branch and bound 1



The stochastic branch and bound algorithm [7] was originally developed for optimisation problems. At each stage, this algorithm takes an additional sample at each leaf node, to improve their upper bound estimates. It then expands the node with the highest mean upper bound. The
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Algorithm 4 Stochastic branch and bound 1 for n = 1, 2, . . . do Let Ln be the set of leaf nodes. for ω ∈ Ln do ω = V ∗ (s(ω)). Increment mω , µ ∼ ξ(ω), set v˜m µ ω P m ω vˆUω = m1ω i=1 v˜iω end for ω ˆ t∗ = arg maxω vˆUω . Ln+1 = C(ˆ ωn∗ ) ∪ Ln \ˆ ωn∗ end for algorithm described here (Alg 4) uses the same basic idea. At every leaf node ω, we average the mω samples obtained. We need to bound the time required until we discover a nearly optimal branch. We first need a bound for the number of times we shall expand a suboptimal branch until we discover its suboptimality. Similarly, we need a bound for the number of times we shall sample the optimal node until its mean upper bound becomes dominant. These two results cover the time spent sampling upper bounds of nodes in the optimal branch without expanding them and the time spent expanding nodes in a sub-optimal branch. Lemma 3 If N is the (random) number of times we must sample a random variable V ∈ [0, β], until its empirical mean Vˆ (j) < V¯ + ∆, then E[N ] ≤ 1 + β 2 ∆−2 P[N > n] ≤ exp −2β −2 n2 ∆



(4)  2



.



(5)



The same inequalities hold for the event Vˆ (j) > V¯ − ∆. The proof of this lemma, which straightforwardly relies on Hoeffding bounds, is given in App. A. This can be used to bound the number of times that an optimal branch’s leaf node will be sampled without being expanded. The converse problem is bounding the number of times that a suboptimal branch will be expanded. Lemma 4 If b is a branch with V b = V ∗ − ∆, then it will be expanded at least to depth k0 = logγ ∆/β. Subsequently, P(K > k) < exp



n



 β β(∆2 − γ 2(k+1) ) − 2∆(∆ − γ k+1 )(1 − γ) io 2 h 2 . − 2 (k − k0 )∆ + β 1 − γ2



(6)



2 A proof is given in the appendix. For large k this √ bound is approximately exp(−k∆ ). Thus, the total number of expansions is bounded by φ log(1/δ)/∆ w.p. 1 − δ.



2.5



Stochastic branch and bound 2



The main difference between algorithms 4 and 5 is that the former only uses the upper bound samples at leaf nodes. The latter not only propagates upper bounds from multiple leaf nodes to the root, but also re-uses upper bound samples from inner nodes, in order to handle the degenerate case where only one path has non-zero probability. Nevertheless, Lemma 3 applies without modification to Alg. 5. However, due to the fact that we are no longer operating on leaf nodes, we can take advantage of the upper bound samples collected along a given trajectory. Note that if we use all of the upper bounds along a branch, then the early samples may bias our
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Algorithm 5 Stochastic branch and bound 2 for ω ∈ Ln do P Pm0b b0 v˜i VˆUb = P 0 1 m 0 b0 ∈C(b) i=1 b ∈C(b)



b



end for Use BackwardsInduction(t, ν, Ln , VˆU ) to obtain VˆU for all nodes. Set ω0 to root. for d = 1, . . . do P a∗d = arg maxa ω∈Ωd ωd−1 (j|a)VˆU (ω) ωd ∼ ωd−1 (j|a∗d ). if ωd ∈ Ln then, Lt+1 = C(ωd ) ∪ Ln \ωd Break end if end for estimates a lot. For this reason, if a leaf is at depth k, we average the upper bounds along the branch to depth k/2. The complexity of this approach is given by the following lemma: Lemma 5 If b is s.t. V b = V ∗ − ∆, it will be expanded to depth k0 > logγ ∆/β and  P(K > k) / exp −2(k − k0 )2 (1 − γ 2 ) ,



k > k0



(7)



A proof is given in the appendix. We note that not only the bound decreases faster with k compared to the previous algorithm, but also that there is no dependence on ∆ after the initial transitory periods, which may however be very long. The gain is due to the fact that we are reusing the upper bounds previously obtained in inner nodes. By sparse sampling, the branching factor, and consequently the lower bound on N could be reduced as well. Thus, this algorithm can have reduced complexity compared to plain sparse sampling [13] by a factor related to the measure of branches that are -close to the optimal branch. This is enabled by the fact that the upper bounds may allow us to stop examining some branches earlier. Furthermore, sparse sampling may result in additional improvements since it should alleviate the degeneracy problems associated with near-zero probability branches encountered in the two branch and bound algorithms.



2.6



Better bounds for Bayesian RL



The main problem with the above algorithms is the fact that we must reach k0 = dlogγ ∆e to discard ∆-optimal branches. In fact, Kearns [13] has proven that for general MDPs, the complexity is Ω((1/)1/ log(1/γ) ). However, since the hyper-state ωt arises from a Bayesian belief, we can use a smoothness property: Lemma 6 The Dirichlet parameter sequence ψt /nt , with nt , tingale with ct = 1/2(nt + 1).



PK



i i=1 ψt ,



is a c-Lipschitz mar-



Lemma 7 If µ, µ ˆ are such that kT − Tˆ k∞ ≤  and kr − rˆk∞ ≤ , for some  > 0, then 



π ˆ π 



V − V ≤ (1−γ) 2 , for any policy π. ∞
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The straightforward proofs are in the appendix. The above results may help us obtain better lower bounds in two ways. First we note that initially 1/k converges faster than γ k , for large γ, thus we should be able to expand less deeply. Later, nt is large so we can sample even more sparely. to depth k, and the rewards are in [0, 1], then, naively, our error is bounded by P∞If wen search k /(1 − γ). However, the mean MDPs for n > k are close to the mean MDP at k γ = γ n=k due to Lem. 6. This means that β can be significantly smaller than 1/(1 − γ). In fact, the total P n (n − k)/n. For undiscounted problems, our error is bounded by error is bounded by ∞ γ n=k T − k in the original case and by T − k[1 + log(T /k)] when taking into account the smoothness.



3



Conclusion



We have proven results for tree search in trees with smoothness properties that correspond to those of trees that arise in the context of planning within the Bayesian framework. We gave counting arguments for stochastic branch and bound algorithms, which could be converted to complexity or regret bounds if there was a way to obtain a bound on the measure of branches which are -close to the optimal branch. However, at the time of writing, a natural way for such a result to arise was not found. Problems with undiscounted rewards cannot yet be treated in this way. The exponential complexity with respect to the horizon thus appears to be the main drawback of the current methods. The slight improvement with respect to the lower bound of Kearns is promising for more interesting uses of the c-Lipschitz property. Intuitively, when the branching factor is large, we could apply sparse sampling to reduce it, perhaps without significantly modifying the analysis. However, we might obtain even better results by explicitly integrating sparse sampling in the algorithms. For example, the Hoeffding bound for the first stochastic branch and bound algorithm becomes degenerate in the worst case that we only one trajectory within a branch has non-zero probability. This suggests that another algorithm, which would employ Monte Carlo sampling not only to sample upper bounds but also to obtain trajectories, could be more beneficial. It is possible that, due to the Lipschitzness of the posteriors, we might be able to deal with longer horizons by increasing the sparseness of the sampling procedure and deepening the the tree search as time passes. Another possibility, which was left unexplored in this paper, is to make use of even more sampled bounds through importance sampling. Results using such an approach could be obtained by measuring the number of nodes with ξ close to that of the node sampled from. This should follow easily from the c-Lipschitz property of the belief martingale. Alg. 5 resembles HOO [15] in the way that it traverses the tree, with two major differences. (a) The search is adapted to stochastic trees. Thus, instead of summing the rewards on paths passing through inner nodes, we use backwards induction. (b) We use means of samples of upper bounds, rather than upper bounds on sample means. For these reasons, we are unable to simply restate the arguments in [15]. Applying such algorithms to this problem is an open question. The HOO algorithm operates on a tree of coverings. At the n-th step, it chooses a node ω to expand and arbitrarily selects an arm in the subset P(ω). It would be possible to employ this approach by using P(ω) = {µ ∈ M : ω(µ) > θ}. At the same time, we would make selecting an arm equivalent to sampling Vµ∗ (s(ω), with µ ∼ ξ(ω), since HOO allows arbitrary selections of arms. Related results on the online sample complexity of Bayesian reinforcement learning have independently been developed by [17, 18]. The former employs a different upper bound, which may be useful in this case as well. The latter employs MDP samples to plan in an augmented MDP space, similarly to [4], which considers the set of plausible MDPs, and uses recent Bayesian concentration of measure results [16] to prove PAC bounds.



10 Complexity of stochastic branch and bound for belief tree search in Bayesian reinforcement learning



Finally, as stated in Sect. 1.4, the upper bound must be calculated via sampling unless M is finite. In that case, a standard branch and bound strategy will be sufficient. However, even then the lower bound would remains as the main difficulty. We plan to address this in future work.



A



Proofs of the main results



Proposition 1 By definition, V ∗ (ω) ≥ V π (ω) for all ω, for any policy π. The lower bound follows trivially, since Z ∗ π ∗ (ˆ µω ) V (ω) , Vµπ (ˆµω ) (sω )ξω (µ) dµ. (8) The upper bound is derived as follows. First note that for any function f , maxx R maxx f (x, u) du. Then, we remark that: Z ∗ V (ω) = max Vµπ (sω )ξω (µ) dµ π Z ≤ max Vµπ (sω )ξω (µ) dµ π Z ∗ = Vµπ (µ) (sω )ξω (µ) dµ.



0



0



R



f (x, u) du ≤



(9a) (9b) (9c)



0



Lemma 1 For any b0 with VLb < VLb , we have: V b ≤ VLb + βγ k < VLb + βγ k ≤ V b + βγ k . This 0 holds for b = ˆb∗ . Thus, in the worst case, the regret that we suffer if there exists some b0 : V b > P 0 ˆ∗ ˆ∗ V b is  = V b − V b < βγ k . To reach depth k in all branches we need n = kt=1 φk < φk+1 1+logγ (/β) expansions. Thus, we require k = log(/β) . log γ and n ≤ φ Lemma 2 The total number of samples is km, the number of leaf nodes times the number of samples at each leaf node. The search is until depth   k = logγ /2β ≤ 1 + logγ /2β (10) and the number of samples is m = 2 logγ (/2β) log φ.



(11)



The complexity follows trivially. Now we must prove that this bounds the expected regret with . Note that βγ k < /2, so for all branches b: VˆLb − V b < /2.



(12)



The expected regret can now be written as  ∗ ∗ ˆ∗ ˆ∗ + E[R|VˆLb < VˆLb + /4] P(VˆLb < VˆLb + /4) 2 ∗ ∗ ˆ∗ ˆ∗ + E[R|VˆLb ≥ VˆLb + /4] P(VˆLb ≥ VˆLb + /4).



ER ≤



From the Hoeffding bound (21)   1 −2 −2k 2 ˆ P(VL − VL > /4) < exp − mβ γ  8



(13) (14)
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 and with a union bound the total error probability is bounded by φk exp − 81 mβ −2 γ −2k 2 . If our estimates are within /4 then the sample regret is bounded by /4, while the other terms are trivially bounded by 1, to obtain     1   k −2 −2k 2  + . (15) E R ≤ + φ exp − mβ γ 2 8 4 Substituting m and k, we obtain the stated result. Lemma 3 E[N ] =



∞ X



n



n=1



≤



∞ X



n−1 Y



P(Vˆ (j) ≥ V + ) P(Vˆ (n) < V + )



(16)



j=1



 n exp −2β −2 2



n−1 X



n=1



j=1



 j =



∞ X



 n exp −β −2 2 n(n + 1)



(17)



n=1 2



−2 2 ). Observe that nρn(n+1) < nρn , since ρ < 1. Then, note that Let us now setρ = exp(−β  2 R n2 n nρ dn = O 2ρlog ρ . So we can bound the sum by ∞ X



"



nρ



n(n+1)



n=1



2



ρn 


#∞ 1



exp(−β −2 2 ) 


 2 β . 



This proves the first inequality. For the second inequality, we have: ! n n ^ Y  ˆ P(N > n) = P V (k) > V +  < exp −2kβ −2 2 k=1



(18)



(19)



k=1



  = exp −β −2 2 n(n + 1) < exp −n2 β −2 2 .



(20)



This completes the proof for the first case. The second case ise symmetric. Lemma 4 In order to stop expanding a sub-optimal branch b, at depth k, we must have VUb (k) < ∗ ∗ b ∗ V ∗ , since in the worst  case VU (k)  = V for all k. Since V = V − ∆, this only happens when k is greater than k0 , logγ ∆/β , which is the minimum depth we must expand to. Subsequently, we shall note that the probability of stopping is P(VˆUb (k) > ∆ − βγ k ) < exp(−2(∆ − βγ k )2 β −2 ). We can not do better due to the degenerate case where only one leaf node of the branch has non-zero probability. The probability of not stopping at depth k is bounded by:   k k Y X (∆ − βγ j )2  P(K > k) ≤ exp(−2(∆ − βγ j )2 β −2 ) ≤ exp −2β −2 j=k0



   2 βh 2 ≤ exp − 2 (k − k0 )∆ + , β 1 − γ2 h = β(γ 2k0 − γ 2(k+1) − 2∆(γ k0 − γ k+1 )(1 + γ) = β(∆2 − γ 2(k+1) − 2∆(∆ − γ k+1 )(1 + γ).



j=k0



12 Complexity of stochastic branch and bound for belief tree search in Bayesian reinforcement learning



Lemma 5 Similarly to the previous lemma, there is a degenerate case where only one subbranch has non-zero probability. However this algorithm re-uses the samples that were obtained at previous expansions. When at depth k, we  averagethe bounds from dk/2e to k. Since, in the worst case, we cannot stop until k > k0 = logγ ∆/β , we shall bound the probability that we stop at some depth K > 2k0 . Then the mean upper bound bias is at most: k X ∆ 1 − γ k+1 βγ k0 1 − γ k+1 1 βγ n = < . hk , k − k0 k − k0 1 − γ k − k0 1 − γ n=k0



The procedure continues only if the sampling error exceeds ∆ − hk , so it suffices to bound 1−γ k ˆk > X ¯ k + ), where X ˆ k = Pk ˆ ¯ P(X n=dk/2e VU (k) and Xk = V + hk for  = ∆(1 − (k−k0 )(1−γ) ):   2 2 P 2(k+1) 0)  ˆk > X ¯ k + ) < ˆk > X ¯ k + ) < exp − P2(k−k . Since kn=k0 (βγ n )2 = ∆2 1−γ : P(X P(X 2 k n 2 1−γ n=k0 (βγ )   2 2 2 0 ) (1−γ ) exp − 2(k−k . By setting  = ∆ − hk we can bound this by 2(k+1) 2 ∆ (1−γ )  2 ! 1 − γ k+1 2(k − k0 )2 (1 − γ 2 ) · 1− exp − . (k − k0 )(1 − γ) (1 − γ 2(k+1) ) For large k, this is approximately O(exp(−k 2 )). Lemma 8 If µ, µ ˆ are such that kT − Tˆ k∞ ≤  and kr − rˆk∞ ≤ , for some  > 0, then 







π ˆ π ,



V − V ≤ (1 − γ)2 ∞ for any policy π. Proof The transitions P, Pˆ induced by any policy obey kP − Pˆ k∞ < . By repeated use of Cauchy-Schwarz and triangle inequalities:



  



kV − Vˆ k∞ = r − rˆ + γ P V − Pˆ Vˆ ∞ 







ˆ ˆ ≤ kr − rˆk∞ + γ P V − P V 



∞ 



˜ ˆ ≤  + γ P V − (P − P )V 



∞   







ˆ ≤  + γ P (V − V ) + P˜ Vˆ ∞ ∞   ˆ ˜ ≤  + γ kP k∞ · kV − V k∞ + kP k∞ · kVˆ k∞  



1 



ˆ ≤  + γ V − V +  · 1−γ ∞ where P˜ = P − Pˆ , for which of course holds kP˜ k∞ < . Solving gives us the required result.



Let us consider the case of discrete observations. P s,a After having obtained t observations, our s,a MDP transitions will have the form ψi (ξt )/ j ψ (ξ0 ). Lemma 6 It is easy to see that E(ψt+1 /nt+1 |ξt ) = ψt /nt . This follows trivially when no observations are made since ψt+1 = ψt . When one observation is made, nt+1 = 1 + nt . Then
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E(ψt+1 /nt+1 |ξt ) = [ψt + ξt (ψ)]/nt+1 = [ψt + ψt /nt ]/(1 + nt ) = ψt /nt . Thus, the matrix Tξt is a martingale. We shall now prove the Lipschitz property. For all k > 0, ψt > 0: i ψti /(nt + k) ≤ ψt+k /nt+k ≤ (ψ i + k)/nt+k .



i ψt+k Note that nt+k −







k(n −ψ i )



ψti nt 



t and is upper bounded by nt (nt t +k) i ψt+k ψi Equating the two terms, we obtain nt+k − ntt ≤ 2(ntk+k) .



B



kψti nt (nt +k)



and thus by



k min{ψti ,nt −ψki } . nt (nt +k)



Hoeffding bounds for weighted averages



Hoeffding bounds can also be derived for weighted averages. Let us first recall the standard Hoeffding inequality: P Lemma 9 (Hoeffding inequality) If x ˆn , n1 ni=1 xi , with xi ∈ [bi , bi + hi ] drawn from some P arbitrary distribution fi and x¯n , n1 i E[xi ], then, for all  ≥ 0:   2n2 2 P (ˆ xn ≥ x ¯n + ) ≤ exp − Pn (21) 2 . i=1 hi Pn Pn 0 , 0, We have a weighted sum, x ˆ w x i n i i=1 i=1 wi = 1. If we set vi , nwi , then we can 1 Pn 0 write the above as n i=1 vi xi . So, if we let xi = vi x0i and assume that x0i ∈ [b, b + h], then xi ∈ [vi b + vi (b + h)]. Substituting into (21) results in   22 P (ˆ xn ≥ x ¯ + ) ≤ exp − 2 Pn (22) 2 . h i=1 wi Furthermore, note that   22 P (ˆ xn ≥ x ¯ + ) < exp − 2 , (23) h P P P since wi2 ≤ wi for all i, as wi ∈ [0, 1]. Thus i wi2 ≤ i wi = 1. Note that i wi2 = 1 iff wj = 1 for some j.



C



Bounds on the value function



Letting Vµ¯πξ be the column vector of the value function of the mean MDP, we have: Z Vµ¯πξ = Rξπ + γ Tµ¯πξ Vµ¯πξ ξ(µ) dµ Z  π π = Rξ + γ Tµ¯ξ ξ(µ) dµ Vµ¯πξ = Rξπ + γTµ¯πξ Vµ¯πξ . This is now a standard Bellman recursion. We now need to prove that the value function of the mean MDP equals the expected value of the BAMDP. Lemma 10 Let ξ be a probability density on M and Vµ¯πξ = Rξπ + γTµ¯πξ Vµ¯πξ Z E[V π |ξ] = Vµπ ξ(µ) dµ. M



(24) (25)
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Then, for any policy π and any ξ, Vµ¯πξ = E[V π |ξ].



(26)



Proof We only need to consider the Markov chain induced by π. Let the transition matrix resulting from the chain in be Tµ for the MDP µ and Tµ¯ξ for the mean MDP. The proof shall use an induction argument. Let V k denote a k-horizon value function. It is sufficient to prove the following statement: If Vµ¯k+1 = Rµ¯ξ + γTµ¯ξ Vµ¯kξ ξ



(27)



h i h i E V k+1 |ξ = E R + γT V k |ξ ,



(28)



h i lim Vµ¯kξ = lim E V k |ξ = Vµ¯ξ .



(29)



and



then k→∞



k→∞



  To prove this, it is sufficient to prove that Vµ¯k+1 = E V k+1 |ξ for all k ≥ 0. ξ Firstly, note that Vµ¯0ξ = Rµ¯ξ and that E[V 0 |ξ] = E[R|ξ]. This proves the equality for k = 0. We now must prove that if Vµ¯kξ = E[V k ], then Vµ¯k+1 = E[V k+1 ]. Indeed, from (28): ξ E[V k+1 |ξ] = E[R|ξ] + γ E[T V k |ξ] Z Z = Rµ¯ξ + γ Tµ ξ(µ) dµ M



M



Vµk ξ(µ) dµ



= Rµ¯ξ + γTµ¯ξ Vµ¯kξ . This is identical to the right side of (27). Since by definition Vµ¯ξ = limk→∞ Vµ¯kξ , this completes the proof. Corollary 1 π ∗ (¯ µξ )



max E[V π |ξ] = Vµ¯ξ π



.



(30)



Proof This is a direct consequence of Lemma 10. Since (26) holds for any π, it must also hold π ∗ (¯ µ ) π ∗ (¯ µ ) for π ∗ (¯ µξ ) s.t. Vµ¯ξ ξ ≥ Vµ¯πξ , for all π 6= π ∗ (¯ µξ ). Thus, Vµ¯ξ ξ ≥ E[V π |ξ] for all π 6= π ∗ (¯ µξ ).



Thus, value of the stationary policy is optimal with respect to the mean MDP provides a tight lower bound for the optimal value function on the complete BAMDP.



D



Bayesian Convergence



Here we outline some methods to obtain Bayesian convergence bounds.
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Tail bounds



First, we need some tail bounds for the Beta and Dirichlet densities. Note that the beta density is given by: f (x; α, β) =



1 xα−1 (1 − x)β−1 , B(α, β)



x ∈ [0, 1], α, β > 0.



(31)



We need to calculate Z



1



P[X > u|X ∼ Beta(α, β)] =



f (x; α, β) dx. u



Noting that x + 1 ≤ ex , Z 1 e1−α e(α−β)x dx. B(α, β) u h i e1−α eα−β − e(α−β)u = (α − β)B(α, β)



P[X > u|X ∼ Beta(α, β)] ≤



(32) (33)



However this bound is far from tight. √ Let n , α + β. The density Beta(α, β) is dominated by the normal N ( α−1 n−2 , 1/ n). Since a √ bound on the tails of the standard normal is exp(−x2 /2)/x 2π, we have P(X > x|X ∼ N (µ, σ 2 )) = P(X > (x − µ)σ −1 |X ∼ N (0, 1)) √ P(X > x|X ∼ N (0, 1)) ≤ exp(−x2 /2)/x 2π 1 σ 2 −2 √ · e− 2 (x−µ) σ P(X > (x − µ)σ −1 |X ∼ N (0, 1)) ≤ (x − µ) 2π p we can bound the tails of the Beta density by setting µ = α−1 2/n, to obtain and σ = n−2 1



(x −



α−1 √ n−2 ) πn



n



α−1 2



· e− 4 (x− n−2 ) .



However, a tighter bound is given by: 2



P[X > u|X ∼ Beta(α, β)] ≤



D.2



e−t(u) /2 √ , t(u) 2π



t(u) = 2(x −



α−1 √ ) n. n−2



(34)



MDL-based bounds



Bayesian methods converge with rate O(1/n). − log ξ(xn ) = − log − log ξ(xn ) = − log Since ξ(xi |xi−1 ) =



X



ξ(µ)µ(xn ) ≤ − log ξ(µ0 ) − log µ0 (xn ),



µ∈M n Y



n X



i=1



i=1



ξ(xi |ξ i−1 ) = −



log ξ(xi |xi−1 ).



∀µ0 ∈ M



(35)



(36)



i−1 )ξ(µ|x−1 ), µ∈M µ(xi |x



P



−



n X i=1



log ξ(xi |xi−1 ) ≤ − log w(µ∗ ) − log µ∗ (xn ).



(37)
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and



i=1



ξ(xi |xi−1 ) − log ∗ µ (xi |xi−1 )



! ≤ − log ξ(µ∗ )



(38)



E DKL (µ∗ (xi |xi−1 )kξ(xi |xi−1 )) ≤ − log ξ(µ∗ ).



(39)



E



xn ∼µ∗ n X



n X i=1



xn ∼µ∗



If we place a uniform prior over µ then ξ(µ∗ ) = 1/M , so the bound isP log M . To model R nk continuous parameters, we can let M increase with rate nk . Then, since nm=1 k/m ≈ k 1 1/t dt = ˜ k log n, this implies that the expected KL divergence at the n-th step is O(k/n).



D.3



Zhang’s bound



˜ Zhang[16] obtains a bound of order O(k/n) as well.
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