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Computational linear rheology of general branch-on-branch polymers Chinmay Das, Nathanael J. Inkson, Daniel J. Read, and Mark A. Kelmanson Department of Applied Mathematics, University of Leeds, Leeds, LS29JT, United Kingdom



Tom C. B. McLeish Department of Physics and Astronomy, University of Leeds, Leeds, LS29JT, United Kingdom (Received 13 October 2005; final revision received 10 December 2005兲



Synopsis We present a general algorithm for predicting the linear rheology of branched polymers. While the method draws heavily on existing theoretical understanding of the relaxation processes in entangled polymer melts, a number of new concepts are developed to handle diverse polymer architectures including branch-on-branch structures. We validate the algorithm with experimental examples from model polymer architectures to fix the parameters of the model. We use experimentally determined parameters to generate a numerical ensemble of branched metallocenecatalyzed polyethylene resins. Application of our algorithm shows the importance of branch-onbranch chains in the system and predicts the linear rheology with good quantitative agreement over a wide range of branching density and molecular weight. © 2006 The Society of Rheology.



关DOI: 10.1122/1.2167487兴 I. INTRODUCTION



Tube theory 共Doi and Edwards, 1986兲 replaces the topological entanglement constraints from neighboring chains by a hypothetical tube surrounding a given chain segment. Recent modifications of tube theory to include arm retraction for branched polymers and the “dynamic-dilation” hypothesis to account for constraint release have been successful in quantitative prediction of the rheological behavior of a number of model systems 关for a recent review, see McLeish 共2002兲兴. Contemporaneous with these advances in tube theory, modeling of the polymer synthesis process has seen significant advances. With easy access to computational power, one can now envisage an algorithmic pathway for prediction of rheological properties of a polymer melt, highly polydisperse in both molecular weight and topology, itself determined by a known chemical reaction. The only such work of which we are aware, and on which the present work draws heavily in certain concepts, is that of Larson 共2001兲, Park et al. 共2005兲, and Park and Larson 共2005兲. Considering the late-time behavior of arm retraction and reptation and, assuming a heuristic treatment of branch collapse that adds a local delay to the relaxation pathway, Larson 共2001兲 quantitatively predicted the linear rheological response of mixtures of linear, star, and comb architectures. In later studies, early-time Rouse motion of chain ends was included 共Park et al., 2005兲 and lightly branched metallocene-catalyzed © 2006 by The Society of Rheology, Inc. J. Rheol. 50共2兲, 207-234 March/April 共2006兲
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polyethylene 共m-PE兲 was considered 共Park and Larson, 2005兲 by assuming that branchon-branch architectures contribute negligibly in the rheological response. Our work differs from the algorithms described by Larson 共2001兲, Park et al. 共2005兲, and Park and Larson 共2005兲 in a number of important respects, which we list here, referring the reader to the relevant sections for further details. First, our algorithm is capable of handling branch-on-branch architectures. To a large extent, this is simply a matter of using an appropriate computational data structure, as defined in Sec. III A, but it also influences the algorithms used to predict stress relaxation. Second, we depart most strongly from the previous works 共Larson, 2001; Park et al., 2005; Park and Larson, 2005兲 in terms of how the relaxation of a long polymer strand is affected by relaxation of a shorter side arm 共or a set of side arms兲 attached to it. Larson 共2001兲 introduced the heuristic concept of a waiting time to handle this. In Sec. II D we present a different 共and, we believe, more physical兲 strategy, which accounts for the additional friction of side arms and their location along the main strand. Third, there are differences in the way we assess the friction due to side arms 共Sec. II C兲 and the reptation time of a linear chain section 共Sec. II E兲. Fourth, we account for the high-frequency response due to sub-tubediameter Rouse modes 共Sec. II A兲. Fifth, we include early-time Rouse contributions to chain-end fluctuation using the same physics as Park et al. 共2005兲, but our algorithm is faster because, as described in Sec. III C, we do not recompute the full Kramers’ integral at each time step: instead, we cast the problem in a differential form more akin to the original Larson 共2001兲 algorithm, by saving information from the previous time steps. The rest of the paper is organized as follows. In Sec. II we consider the different relaxation pathways that play important roles at different time scales of the relaxation process. Section III summarizes the details of the implementation. The algorithm involves a few free parameters that need to be fixed from experimental results. Simple model architectures provide strong constraints for achieving this because only few of the free parameters are involved in each case due to the symmetry of the molecules. Section IV details our results on such model polymers. In Sec. V we apply the algorithm to an industrial resin of branched m-PE. Finally, we conclude with a critical appraisal of our algorithm. The relationship between our formalism for handling branch-on-branch architectures with the multimode Kramers’ first-passage problem is detailed in Appendix A. Appendix B outlines an analytical treatment for finding the fraction of branch-on-branch molecules in an ensemble of m-PE molecules.



II. RELAXATION PATHWAYS We consider the stress relaxation consequent to a small step strain of a polydisperse, branched polymer melt. For such a viscoelastic fluid, the stress relaxes over an extremely wide range of time scales: at different time scales, it is appropriate to employ different approximations of the mechanism for further relaxation. In the following we treat the dominant relaxation mechanism at each time scale, identifying the new physics we are introducing. We consider the stress relaxation modulus G共t兲 to be sum of two different contributions: G共t兲 = Gfast共t兲 + Gslow共t兲. Gfast共t兲 describes the stress relaxation from Rouse motion of the chain and from fast forced redistribution of material among tube segments to relieve tension due to unequal deformation of different tube segments. Gslow共t兲 describes the contributions due to escape of chain segments from the deformed tube and the relaxation of the tube itself through the mechanism of constraintrelease. The time scale  for escape from the deformed tube depends exponentially on the
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distance z from the free ends of the chain. This prompts us to consider a spectrum of elements for different values of z, each relaxing with its own relaxation time, and to express Gslow共t兲 as a sum over such relaxing elements Gslow共t兲 = 兺 Gie−t/i共z兲 .



共1兲
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Here, Gi is the amplitude of the ith element with characteristic relaxation time i. The amplitude Gi depends on the amount of unrelaxed material t, defined as the fraction of chain not visited by one of the chain ends. Considering a continuous spectrum of relaxation times, and including the modifications due to constraint-release Rouse motion and tube dilation, we rewrite Eq. 共1兲 in integral form as 共Larson, 2001兲 Gslow共t兲 = G0
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where ST is a measure of the entanglement density experienced by segments relaxing at time  that we call the supertube fraction, and ␣ is an exponent modeling constraint release. Both ST and ␣ are discussed later in the text. The following subsections discuss the pathways a branched polymer can access to escape from its tube. A. Relaxation faster than the entanglement time The high-frequency response contributing to Gfast is dominated by Rouse motion of the chain, which we split into two contributions. At times faster than the entanglement time e 共which is the Rouse time of the chain segment between entanglements兲, stress is relaxed by fast Rouse motion inside the tube. At slightly longer times, stress is relaxed by redistribution of chain segments along the tube via longitudinal Rouse motion. During a small deformation, different tube segments deform by different amounts owing to differing initial orientations. Redistribution of the monomers along the tube happens at a comparatively fast time scale to make the tension along the tube uniform, relaxing part of the stress. The branch points remain effectively stationary at these short time scales. Provided that chain segments between branch points contain several entanglements, we can neglect the transfer of material across tube segments containing a branch point and apply the formulas developed for linear polymers by considering each of the branches contributing separate contributions in the relaxation. For details of the calculation for the linear polymer case, the reader is referred to Likhtman and McLeish 共2002兲. We use the same formulas here for the case of a general branched polymer to calculate the relaxation modulus Gfast共t兲 for t 艋 e. Gfast共t兲 is given by
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where the outer sum runs over all the branches i with segment length Zi in units of the entanglement length. Here, G0关⬅ 54 共cRT / M e兲兴 is the plateau modulus with c being the polymer density, T the temperature, and M e the entanglement length. i appearing in Eq. 共3兲 is the volume fraction of the ith arm 共Larson et al., 2003兲. The first term in the square bracket models the longitudinal mode relaxations and the second models the Rouse motion inside the tube.
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B. Arm retraction For a branched molecule, the internal arms remain topologically constrained up until the time scale at which the branch point nearer the outside of the molecule begins to diffuse. The arms with a free end 共a linear molecule is modeled as two equal free arms fused together兲 relaxes by retreating into the tube. For times less than the Rouse time of the arm 共t ⬍ R兲, the retraction is modeled by inverting the Rouse contribution to displacement of the free-end monomer 共Doi and Edwards, 1986; Milner and McLeish, 1997兲



early共z兲 =



93 4  ez , 16



共4兲



where z is the retraction coordinate, expressed in units of the 共initial兲 entanglement length. At longer times, the retraction is modeled by the Kramers’ first passage time 共McLeish, 2002兲
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Here, U共z兲 is an effective potential in which the arm retracts, U0⬙ is the curvature of the potential at z = 0, and D is an effective diffusivity, given by a2 / D = 23 2Ze, with Z being the length of the arm in units of the tube diameter a. Assuming an entropic spring behavior for the curvilinear retraction, as for the case of star polymers 共Milner and McLeish, 1997兲, the differential form of the potential is given by
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Here, ␤ ⬅ 1 / kBT is the inverse of the absolute temperature T and kB is the Boltzmann constant. Relaxing entanglements in the environment of a retracting arm releases some of the constrains on it, which is modeled through dynamic tube dilation 共Z → Z−␣兲 共Marrucci, 1985; Ball and McLeish, 1989兲. Under most circumstances  is identical to the fraction of unrelaxed material t. The exception occurs when the melt undergoes constraint-release Rouse motion 共see Sec. II F for more details兲. Dynamic tube dilation hypothesis assumes that the quadratic potential in Eq. 共6兲 is renormalized by the effective entanglement density and changes the above equation to
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where ␣ is a dilation exponent, thought to be either 1 or 4 / 3 共Colby and Rubinstein, 1990兲 and related to the behavior of the plateau modulus with dilation via G0 ⬃ 1+␣. Thus,
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with 0 being the fraction of the unrelaxed material at the start of the relaxation process 共which in the case of melt would be unity兲. We use an interpolation scheme 共Milner et al., 1998兲 which can correctly predict both the early-time and late-time behavior as
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FIG. 1. An arm Za relaxes on two other arms Z1 and Z2, both of which might be connected to other relaxing networks. After Za relaxes completely, it is replaced by a drag point with a friction a, represented as a shaded sphere. Shaded rectangles represent arbitrary networks of connected arms.
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When z is small, the ratio of the two time scales in the denominator of full共z兲 goes to zero as z3, while the first term remains close to unity—making full共z兲 similar to early共z兲. At late times, e−␤U共z兲 becomes negligible and full共z兲 behaves like K共z兲. C. Side-arm collapse Once a free arm retracts fully, the branch point associated with it is free to move 共unless the “backbone” remains constrained at this time due to other unrelaxed branches兲. After the arm retraction, the branch point acts like a localized drag point due to effective diffusion of the branch point 共Fig. 1兲. We will refer to the process as the “collapse” of a side arm. Consider an arm of length Za collapsing at time ta. Assuming that the branch point takes hops of size pa at this time scale, we associate a diffusion constant Db = p2a2 / 2ta with the branch point. Here, p details the fraction of tube diameter the branch point hops on average at each retraction time and is a constant of order unity, whose exact value is uncertain. The extra friction due to the collapsed arm is calculated using an Einstein relationship
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The above friction constant is appropriate for motion along a tube of diameter a共ta兲. Because our accounting scheme for retraction dynamics requires a continually dilating
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FIG. 2. Collapsed branch point j offers an extra friction  j. The backbone is modeled as a collection of entropic springs of length Z j connected at the branch points. The nth branch point from the free end is still immobile due to unrelaxed side arm.



time-dependent tube diameter, the values used for the effective friction constant of the branch point a for motion along the dilated tube need to be a time-dependent function a共t兲. At a later time 共t ⬎ ta兲, in terms of the wider tube, the branch point needs to cover a smaller distance along the primitive tube path but, irrespective of the tube considered, the distance covered in three-dimensional space must be the same since the spatial diffusion of branch points is set by the time scale of retraction of the side arm ta and the tube diameter at that time scale. Thus,
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D. Retraction of compound arms In what follows, arms containing one or more localized drag points due to collapsed side arms are defined as compound arms. For branch-on-branch architectures, a compound arm itself needs to retract in a way similar to a simple arm. However, the potential in which it retracts is no longer as in Eq. 共7兲, which is derived by assuming that all segments of the arm offer the same friction. Our novel strategy is to calculate an effective ˜ 共t兲. free-arm length ˜Z共t兲 at each time, and associated effective friction ˜共t兲 and potential U The simultaneous accounting of two relaxation fronts z共t兲 共the currently relaxing tube segment兲 and ˜Z共t兲 共the effective free-arm length for the free end visiting this segment兲 allows us to tackle the branch-on-branch dynamics. ˜ of retraction for a compound arm containing To calculate the effective potential U extra drag due to branch points, we model it as a series of springs connected at the branch points 共Fig. 2兲, which offer the dominant friction during the retraction. If both ends of a branch point remain connected to unrelaxed material, the branch point remains constrained, even if the side arm attached to it relaxes completely. Thus, without loss of generality, in what follows we consider that one end of the compound arm is free to move. From the free end, the segments are numbered in increasing order. The nth branch point is still immobile at this point 共due to unrelaxed side arms attached to it兲. Segment j of length Z j has a drag point  j at the beginning of it. The zeroth segment has no extra friction 共0 = 0兲. From rubber-elasticity theory, the spring constant k j of the jth segment is given by
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We assume that we can still express the effective potential through the relation



共12兲



COMPUTATIONAL LINEAR RHEOLOGY



␤



˜ 3z␣ dU = , dz ˜Z



213



共13兲



where ˜Z is an effective length of the compound arm taking care of the branch-point frictions. At a time t, the length ˜Z is given as that part of the compound arm which moves coherently with the chain end at that time scale. This means that the Rouse relaxation time of the segment ˜Z is equal to the current time. We use an approximate scheme for estimating the Rouse time of ˜Z. The scheme is designed for ease of computation, but respecting the required Rouse scaling in two opposite limits 共two such limits are where a single friction site dominates the relaxation and where many sites have similar large friction兲. Let us assume that at time t, ˜Z includes up to 共and including兲 the mth branch point 共m 艋 n兲. Then, the effective spring constant ˜ 兲 for motions of the jth branch point 关about the 共m + 1兲st branch point—which is 共k j considered to be stationary at this time兴 is given by the series addition of spring constants m
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Imagining the free end z0 to be pushed slowly inward with velocity z˙0, and requiring that the force is constant throughout the spring network, we find that the velocity z˙ j of the jth branch point is
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An effective friction coefficient, ˜, for the whole chain up to the mth branch point is obtained by asserting that the dissipation would be the same were the total friction ˜ to be concentrated at the end of the chain or at the individual branch points considered separately, i.e., m
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Here, we have neglected the friction arising from the backbone 共which will be much smaller than the contribution from the branch points兲. The Rouse time of the compound arm up to and including the branch point m is then given by the ratio of the effective friction constant and the effective spring constant,
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Replacing i and ki from Eqs. 共11兲 and 共12兲, we get
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m* =
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Here, ta j is the arm-collapse time at branch point j. We now introduce a new variable Zm ⬅ Z0 + Z1 + ¯ + Zm, which is the total length up to segment m. Noting that ta0 = 0, m
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This is our approximate Rouse time for the chain up to and including segment m. * We need to include segment m only after the current time becomes larger than m . * Instead of discrete inclusion of the segments m at times m, we use the above equation at an arbitrary time t, defining the effective ˜Z appearing in the retraction potential 关Eq. 共13兲兴 as the root of ⬘



3p2 ˜ − Z 兲, 共t兲␣t = 兺 ta j共ta j兲2␣共Z j−1 2 j



共20兲



where the sum runs over j such that Z j−1 艋 ˜Z. Once we find ˜Z, the arm retraction proceeds in a similar way as in the case of a simple arm. We use the potential derivative to calculate the new potential and use Kramers’ first-passage time to evaluate the amount of retraction 关Eq. 共5兲兴. Our analysis so far leaves out the prefactor in the retraction time. For a compound arm, we substitute the armlength Z by the effective armlength ˜Z in the prefactor of the integral in Eq. 共8兲. Our formulation therefore allows the one-dimensional retraction dynamics to be maintained, as 共many兲 branch points become mobile, in the face of a potential explosion in the numbers of degrees of freedom. This is achieved at minimal extra cost by keeping track of just one further retracting coordinate, ˜Z, over and above z. All of these mechanisms and the associated formalisms carry through to higher degrees of branching where the side arms are themselves compound objects. E. Reptation During arm collapse, if only two arms remain in a given branched polymer, the chain becomes effectively linear. We add the drag due to arm collapse on the arm which has more unrelaxed material. For effectively linear molecules 共either linear from the beginning, or with fully collapsed side branches兲, the reptation mode becomes available. We continue arm retraction until such time as the reptation process takes over. If one of the arms of an effective two-arm linear molecule retracts fully before the reptation step, the friction due to the retracted arm is added to the other arm and the molecule continues to relax as a single-arm linear molecule. In the following we consider a linear molecule consisting of two arms of lengths Z1 and Z2. The case of a single-arm linear molecule is identical except for the absence of one of these terms. The backbone offers a friction proportional to the length of the backbone 共Z1 + Z2兲,



␤ba2 = 32共Z1 + Z2兲e .
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The branch points along the backbone contribute a friction given by Eq. 共11兲. The total friction tot is the sum of b and the friction from all the branch points. At the time reptation is considered, a part of the chain has already relaxed by amount z1 + z2 from the free ends. Thus, we consider the reptation time as 共Doi and Edwards, 1986兲
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1 ␤tota2␣共rep兲共Z1 − z1 + Z2 − z2兲2 . 2
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d =



Here, we keep the flexibility of having the reptation at an arbitrary tube diameter 共represented by the argument rep. Setting rep = 0 and the current time will correspond, respectively, to reptation being in the undilated tube or the current dilated tube兲. The applicability of dynamic tube dilation in the case of reptation has been limited. For the case of bimodal linear blend of mass M S of the short species and M L of the long species, the Struglinski-Graessley parameter 共Struglinski and Graessley, 1985兲 M LM 2e / M 3S seems to determine if reptation happens in the undilated tube or the dilated tube 共Doi et al., 1987; Viovy et al., 1991兲. Park and Larson 共2004兲 found that reptation in an undilated tube works when this ratio Ⰶ0.064, while reptation in dilated tube provides a better picture for this ratio being much greater than 0.064. They find that between these two limits neither of these two pictures provides a quantitatively correct description. From measurements on short-star and long-linear blends, Lee et al. 共2005兲 found that linear molecules continue to reptate in an undilated tube even when the terminal time of the star-arm collapse is two orders of magnitude shorter than the reptation time of the linear polymers. From the dielectric spectroscopy of linear blends, Watanabe et al. 共2004兲 concluded that for reptation to occur in a dilated tube, the time scale must be larger than a concentration-dependent time required for constraint-release equilibration of the longer chains in the dilated tube. Since the general branched polymers we consider in this work excludes clear separability of relaxation time scales, we use the undilated tube for reptation in all of our calculations. This will mean that for linear molecules with large polydispersity, our estimated relaxation times will probably be overestimates. For effectively linear molecules, at each time step we calculate d. If the current time becomes larger than d, the molecule is relaxed completely by reptation. F. Constraint-release Rouse motion When at a time t* some material relaxes abruptly 共in reality faster than the resolution of our simulation time scale兲, typically by reptation, the fraction of unrelaxed material t共t兲 changes abruptly. However, the effective orientational constraint on this material does not change abruptly, but rather responds more slowly to this change via a process of constraint-release Rouse motion 共Viovy et al., 1991; Milner et al., 1998兲. The physical picture is that of a “thin” tube undergoing Rouse motion with hop time scale set by the time t*. The diameter of the thin tube is set by t共t*−兲, the value of t just before the abrupt relaxation. The supertube fraction, ST, effectively measures the tube diameter explored via this Rouse motion, so contributing to stress decay. ST progresses as



ST = ST,0



冉冊 t t*
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共23兲



where ST,0 = t共t*−兲. Once ST becomes smaller than t, the system suddenly 共exponentially rapidly, which is modeled as a step function in the logarithmic scale of simulation兲 responds with new entanglement constraints set by the current value of unrelaxed material. During supertube relaxation, the effective tube constraint for retraction and reptation dynamics is that of the thin tube. Hence, while Eq. 共23兲 is activated, we set  = 共t*−兲. The behavior of the three concentration functions is shown schematically in Fig. 3. An example of this constraint-release Rouse motion was applied successfully to star-linear blends 共Milner et al., 1998兲.
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FIG. 3. Schematic behavior of the three concentration functions used: At t*1 and t*2, the true unrelaxed fraction t 共circles兲 decreases faster than the Rouse relaxation.  共dashed line兲 is held constant at these times until the supertube relaxed fraction ST 共solid line兲 becomes smaller than t. In absence of this constraint-release Rouse events, the three concentration functions are the same.



III. COMPUTATIONAL DETAILS



A. Data structure The dynamic nature of arm connectivity and relaxation pathway requires an objectoriented data structure for simplicity. The basic building blocks in our algorithm are arms 关Fig. 4共a兲兴. The data type arm consists of pointers to provide connectivity among the arms to represent a polymer 关Fig. 4共c兲兴. All relaxation proceeds from free ends, i.e., arms which have at least one end not connected to any other arms. Once the whole length of a free end relaxes, it can either collapse 共in which case the time ta and unrelaxed volume fraction at collapse a are stored on the arm to provide friction information at a later stage of the computation兲 or it can proceed relaxing through some other inner segment. In that case, we call the resulting multiarm relaxation pathway a compound arm. The pointers relax end and next relax are used to identify the components of such a compound arm. A compound arm also carries ˜ 兲 and the the extra friction provided by other relaxed side arms, effective arm length 共Z ˜ 兲 共Fig. 5兲. Any unconnected pointers are limit of extending the effective arm length 共Z end set to NULL. Since all relaxation proceeds exclusively via the free ends, a bidirectional closed linked list was used among the free ends of a given polymer. The Boolean variables collapsed and ghost indicate the relaxation state of a free end, which will be explained in detail later in the text. The data type polymer stores a pointer to its constituent arms. It also stores some global information about the polymer, such as whether the polymer has fully relaxed or if the polymer is effectively linear.
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FIG. 4. Data structure used in the computation. 共a兲 Data type arm contains pointers L1, L2, R1, R2 which can be connected to other members of the same data type. Up and down provide pointers to create threaded tree for easy accessibility of all arms belonging to a particular polymer. Type arm holds a number of other variables, some of which are indicated in the figure. They have been explained in the text. 共b兲 Schematic representation of an H polymer. 共c兲 The connectivity of the pointers to represent the same H polymer with data type arm.



FIG. 5. Schematic representation of the different arm lengths used. The free-end backbone b1 with arm-length Z has retracted by an amount z 共represented by the broken line兲. At some earlier time, side branches s1 and s2 have collapsed 共closed loops兲. The current time corresponds to the Rouse relaxation time of a segment of length ˜Z, when the effect of collapsed side branch s is mapped to 1D Kramers’ problem. ˜Z grows linearly in time until 1 ˜ 兲. At that point, the contribution of s and the inner branches start it reaches the next branch point position 共Z end 2 contributing. The shaded rectangle represents an arbitrary network of arms.
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B. Fast modes The fast relaxation due to Rouse motion inside the tube and longitudinal modes pays little attention to the details of the chain connectivity. This enables us to make a histogram of the arm lengths and calculate the sums in Eq. 共3兲 thereby precluding repetitive calculation over all the arms, which can be a computationally expensive operation because the series converges slowly in Fourier space. In our description the fast modes are completely independent of all other relaxation processes. This independence holds also in terms of the complex relaxation moduli G⬘ and G⬙. For better numerical accuracy, we calculate the contribution from the fast modes analytically
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The fast modes contribute significantly only at short times 共compared to e兲 or, equivalently, at large frequencies. When the contribution from the fast modes becomes smaller than 1% of that from the slow modes with increasing time 共or decreasing frequency兲, we stop calculating the fast modes and use only the slow-mode contribution for the total moduli. C. Arm retraction The potential for arm retraction 关Eq. 共8兲兴 depends on the current dilation, , which in turn depends on the arm retraction in a way specific to the topology and time. Instead of global approximations of unknown accuracy, we build the potential from the differential form 关Eq. 共7兲兴 adaptively as the simulation progresses. Two limiting cases which can be modeled correctly using a potential so constructed are an arm retracting in a fixed network and a star in a star system: to treat the latter case properly we must retain terms up to and including the second derivative in the Taylor expansion of the potential U. Thus, in what follows, the analysis is correct to order O共关z − z0兴2兲, with z0 being the retraction coordinate at the end of the previous time step. By choosing small enough time steps, we can make the calculation arbitrarily precise. We estimate U共z兲 and K共z兲 from information from the previous time step as
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We rewrite Eq. 共9兲 as full共z兲 ⬅ F关z ; 共z兲兴e␤U共z兲. We begin the relaxation at t0 Ⰶ 1, where



full共z兲 ⯝



93 4  ez , 16



z0 = 0, z=



冉 冊 16 t0 93 e



␤U共z兲 =



1/4



,



3␣ 2 z , 2Z



k共z兲 = ␥2z.
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We expect full共z兲 to be a steep function of z. This suggests that we evolve time as tn+1 = mtn, with m ⬎ 1. If full共z兲 is exponential, this will result in similar order of retraction during successive time steps. Typically we start the relaxation at t0 = 10−5e and m = 1.001. Decreasing m would result in more precise but slower computation. To check convergence, we changed m to 1.0005 in some cases with no appreciable change in the relaxation moduli. With our choice of multiplicative time steps, ⌬ full共z兲 ⬅ ln共m兲 ⯝ ␤关U共z兲 − U共z0兲兴 + ln F关z, 共z兲兴 − ln F关z0, 共z0兲兴.
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Expanding ␤U共z兲 and ln F关z , 共z兲兴 about z = z0 and keeping up to second order in 共z − z0兲2, we find A共z0兲共z − z0兲2 + B共z0兲共z − z0兲 − ln共m兲 = 0,



共29兲



where A共z0兲 and B共z0兲 are complicated, but straightforwardly calculable functions of ˜ / dz兲 . We take the smallest positive z0 , 共z0兲, 共d / dz兲z0 and, for compound arms, of 共dZ z0 root of Eq. 共29兲 as the value of 共z − z0兲. D. Arm collapse When the retraction coordinate z of a free-end arm becomes larger than the effective arm-length ˜Zend, the arm is considered to be collapsed. Figures 6共a1兲 and 6共a2兲 pertain to the situation where an effectively linear chain is retracting from two ends and one of the ends n collapses at the current time. If n is connected to a simple arm m, the friction is dominated by the branch point and the polymer continues relaxing as a one-arm linear polymer with the extra drag n due to the collapsed arm n added to the surviving arm 关Fig. 6共a1兲兴. Instead, if m is a compound arm, the innermost segment of this arm is replaced by two arms m1 and m2 关Fig. 6共a2兲兴. The sum of the lengths of m1 and m2 is the same as the length of the original innermost segment of m. The ratio of the lengths of m1 and m2 is determined by requiring equal frictions of the compound arms m and n 关determined from Eq. 共16兲兴 when m1 is added to m and m2 is added to n. The collapsed tag is removed from n and it continues to relax with the new segment, albeit at a much slower pace because of the branch point 关see the discussion on Fig. 6共d兲兴. If n is connected to two arms m1 and m2, both of which are relaxing, the polymer becomes effectively linear and the reptation mode becomes available from this time. The extra friction n is added to the surviving arm which has more unrelaxed material 关Fig.
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FIG. 6. Different scenarios at arm collapse. Empty loops indicate arms collapsing at the current time, filled loops indicate arms that collapsed at earlier times 共ghost arms兲, and empty rectangles represent arbitrary networks of arms. Wavy, solid, and dashed lines, respectively, represent relaxing, constrained, and arbitrary uncollapsed arms. Filled squares represent friction from collapsed sidearms. In subfigures 共d兲 and 共e兲 the dotted lines show the extent of Zend for a compound arm. Full details are in the text.



6共b兲兴. In our approach, once a branch-point friction is included in the relaxation of a free end, the free end contains all the information required for relaxation. Thus, the side-arm n is no longer needed in the calculation and is removed from the free-arm linked list. If both m1 and m2 are constrained not to relax at this time, there is not enough information available about which free-end relaxation will be affected by the friction from the collapsed arm n 关Fig. 6共c兲兴. We set the status of the collapsed arm as ghost. Such an arm is kept in the computation only to keep track of the friction due to the collapsed arm and it does not directly participate in further relaxation. The ghost tag is a convenient way to keep track of collapsed arms which are not allowed to restart relaxing in the future. If m2 is not relaxing while m1 is relaxing and does not have a collapsed tag, m1 is turned into a compound arm with ˜Zend共m1兲 being increased by an amount Z共m2兲 关Fig. ˜ 兲 changes with time for arm 6共d兲兴. The side arm modifies the way the effective length 共Z m1. The pointers relax end and next relax are set to indicate that m2 is destined to be relaxing from end m1. The free-end arm m1 could have been a compound arm before this time. In that case m2 starts relaxing only when ˜Z共m1兲 includes part of m2—which can be delayed depending on the relaxation times of the previous side arms that had been included in the compound arm m1. Since the collapsing arm n has no further direct involvement in the relaxation, it is removed from the free-arm linked list at this stage. When m2 is not relaxing and m1 has a tag ghost, signifying that it had collapsed at an earlier time 关Fig. 6共e兲兴, the collapsed flag of n is turned to false and it becomes a compound arm picking up the friction from m1. m2 now is ready to relax from the free-end n similar to the previous case. E. Supertube relaxation After considering the relaxation processes occurring between time t0 and t, we calculate the true unrelaxed fraction t. If a supertube relaxation was not activated at this time,
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FIG. 7. Algorithm for calculating the unrelaxed fraction during relaxation between times t0 and t, taking care of supertube relaxation.



we compare t with the maximum allowed relaxation within this time interval 共t0兲冑t0 / t. If t is not lower than this maximum allowed relaxation, we continue with  = ST = t. Otherwise, we activate supertube relaxation, store the starting time of the current interval as tST,0 and the unrelaxed amount at t0 as ST,0. If the supertube was already activated before this time interval, we compare t with 共t0兲冑tST,0 / t. If t turns out to be larger, we deactivate supertube relaxation and set  = ST = t. Otherwise we set  = ST,0 and ST = ST,0冑tST,0 / t. A flow chart showing the steps is shown in Fig. 7. F. Overall algorithm and computation of relaxation moduli A flow chart of the algorithm used in our calculation is shown in Fig. 8. Our calculation starts with generating the representation of the material considered. From a few parameters characterizing the molecular weight, polydispersity, and branching architecture, we generate a large number 共for highly branched molecules of order 105兲 of representative molecules. Starting from a small time 共compared to e, which is the unit of time for internal operations in the program兲 t0, we increase the time by a constant factor m ⬎ 1. At each such discrete time, we calculate the unrelaxed fraction t of the polymers. If the supertube relaxation mechanism is active at the current time, ST and  are different from this true unrelaxed fraction and they also are calculated at the beginning of the time step. If not all of the polymers have relaxed at the current time, for each of the unrelaxed polymers, we consider arm retraction for each of the free arms. If any of the
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FIG. 8. Flow chart of the algorithm used in the calculation.



arms collapse, we store the current time and current  共which are required to compute the drag due to this collapsed side arm兲 to the appropriate segment. For compound arms, additional computation is done to compute ˜Z. Effectively linear molecules are considered for reptation, and if the reptation time is larger than the current time, the whole molecule is considered to be relaxed. t and ST are stored during the computation. Once all the molecules have relaxed, we compute the relaxation moduli by approximating the integral in Eq. 共2兲 as a sum over the unrelaxed fraction in the discrete time steps ␣−1 ␣ 共ti兲关ST共ti−1兲 − ST共ti兲兴 + ST 关共ti−1兲 − 共ti兲兴其, ⌿共ti兲 ⬅ 兵␣t共ti兲ST N



⬘ 共兲 2t2i Gslow =兺 ⌿共ti兲, 2 2 G0 i 1 +  ti N



⬙ 共兲 Gslow ti =兺 ⌿共ti兲, 2 2 G0 i 1 +  ti



共30兲



where N is the total number of time steps involved in relaxing the polymer ensemble.
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TABLE I. Molecular characterization of polyisoprene polymers.



Polymer



Architecture



M W, g/mol long arm 共backbone兲



LIN210 AS11 AS17 AS37 AS47 SS105 H110B20A H110B52A



Linear Asym. star Asym. star Asym. star Asym. star Sym. star H H



224 000 107 000 116 000 107 000 110 000 104 000 125 430 125 430



PDI long arm 共backbone兲



M W, g/mol short arm 共sidearm兲



PDI short arm 共sidearm兲



1.02 1.02 1.01 1.01 1.02 1.01 1.13 1.13



¯ 11 500 19 000 39 000 40 000 ¯ 20 200 53 550



¯ 1.02 1.01 1.01 1.02 ¯ 1.01 1.01



The source code, precompiled executables, and documentation of the program are available from http://sourceforge.net/projects/bob-rheology IV. RESULTS ON MODEL POLYMERS Model polymers play an important role in fixing the parameters of the theory because only few of the free parameters are involved. While M e and e are material 共and temperature兲 dependent, we expect ␣, and p2, to be independent of the material in consideration. For fixing these parameters, we concentrate on 1-4, polyisoprene because experimental results are available on a variety of simple architectures which include estimates of polydispersity indices. Polyisoprene is known to be thermo-rheologically simple— thus, results are available over a large range of frequencies. Our model does not capture the frequency response for frequencies larger than 1 / e. But, such large-frequency results are useful to judge the quality of the experimental data. For frequencies larger than 1 / e, we expect that the frequency-dependent moduli would superpose for all different architectures 共with the same chemistry and at the same temperature兲. There can be a vertical and a horizontal shift because the microstructures are slightly different, time-temperature superposition had not been carried out correctly, some solvent was present in the material, or contact with the rheometer was not perfect. We try to avoid complications from such reasons by choosing a single set of data and using only data which are consistent with our chosen set. To that extent we choose the results on asymmetric star dataset 共Frischknecht et al., 2002兲 because it includes a number of short arms with different molecular weights, high-frequency response is available, and they superpose on a single curve. We also use data on two H polymers 共McLeish et al., 1999兲 which agree with the asymmetric star data set at the high-frequency end. All these results are time-temperature superposed at 25 °C. See Table I. For all cases we generate arms with a log-normal distribution consistent with the experimentally determined molecular weight 共M W兲 and polydispersity index 共PDI兲. Using the symmetric star SS105 and linear LIN210, we find that ␣ = 4 / 3 is better for fitting both of them simultaneously for the same value of M e and e. However, for comb molecules with large number of side arms and for branched m-PE resins, ␣ = 4 / 3 predicts much lower moduli at low frequencies compared to the experimental findings. Also, we fail to fit both the linear and highly branched m-PE resins for the same value of M e and e. ␣ = 1 predicts about 20% lower plateau modulus but allows us to fit all the samples considered. So, we report all our results with ␣ = 1.
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FIG. 9. G⬘ and G⬙ for polyisoprene 共asymmetric兲 star 共a兲, linear 共a兲 and H polymers 共b兲,共c兲. Circles 共triangles兲 are the experimental G⬘共G⬙兲. Solid 共dashed兲 lines are G⬘共G⬙兲 from our calculations. For clarity, each subsequent material presented in 共a兲 has been given an additional vertical shift by a factor of 10 compared to the previous material.



Using M e = 4900 共assuming density 900 Kg/ m3 at 25 °C, this gives G0 = 0.36 MPa兲 and e = 1.5⫻ 10−5 s we varied p2 for the asymmetric star and the H polymers. The best-fit p2 in this case was found to be 1 / 40, which is much lower than the value 1 / 12 used in earlier works 共McLeish et al., 1999兲. This lower value of p2 arises because, unlike the previous works, we do not consider that the branch point frictions correspond to the thin tube. Instead, in our work, we consider that the friction due to branch-point hops are associated with the tube diameter at the time the side arm collapses. The results from such fitting along with the experimental data are shown in Fig. 9. Our choice of tube diameter considered for branch-point friction requires a smaller step size of the branch point diffusion 共about a sixth of the tube diameter兲, but it is able to fit all of the asymmetric star and H data with the same value of p2. In Fig. 10 we show our predictions for polyisoprene star-linear blends studied by Lee et al. 共2005兲. The linear chains are of M W = 259 470 g / mol with PDI 1.01. The star arms are with M W = 32 450 g / mol and PDI 1.01. These results are at a slightly different temperature 共28 °C as opposed to 25 °C in case of previous PI materials兲. e is strongly dependent on temperature. Thus, we need a different e共=1.35⫻ 10−5 s兲 for these data. This value of e is obtained by using time-temperature superposition formula ln at = −关c1共T − T0兲兴 / 关c2 + T − T0兴, with parameters c1 = 5, c2 = 140, and T = 298 K 共Frischknecht et al., 2002兲. All other parameters, including M e, are kept at the same value as with asymmetric star fitting. Both for the pure materials and the blends, the terminal behavior is predicted quantitatively. As with asymmetric stars, the plateau modulus is predicted to be somewhat lower because of the use of ␣ = 1.
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FIG. 10. G⬘ and G⬙ for polyisoprene star-linear blend: 共a兲 Pure star and linear; 共b兲 30% star; 共c兲 50% star; and 共d兲 70% star content in the blend.



Next, we consider polybutadiene combs studied by Daniels et al. 共2001兲 and Fernyhough et al. 共2001兲. Both the backbones and side arms for these polymers were synthesized by living polymerization with very small polydispersity in the arm length. The backbone was functionalized to attach the side arms. Individual molecular weights and polydispersities of both the backbones and the side arms were measured. Also, the average number of side arms in the final comb molecules was reported. The synthesis process functionalizes random points on the backbone. Thus, we expect a Poisson distribution in the number of arms. We model the comb polymers by first generating the backbone from a log-normal distribution with M W and PDI taken from the experimental measurements. We take the number of side arms on a given backbone from a Poisson distribution with mean given by the experimental average number of side arms. Each of the side arms was generated from a log-normal distribution and attached on the backbone at random points. In Fig. 11 we show results for four comb molecules from Daniels et al. 共2001兲 which show good agreement at high-frequency range among themselves. The molecular characteristics of these combs are shown in Table II. PBC7 and PBC11 contains about 8 arms per molecule and the backbone is of comparable length. But, the length of the side arms differs by a factor of 4. PBC9 have similar number of side arms but the backbone is a bit longer. PBC2 contains more than 31 side arms, but the backbone is long enough to accommodate about two entanglements between branch points. We use ␣ = 1 and p2 = 1 / 40 as before. M e was chosen to be 1836 g / mol. Assuming the density to be 895 Kg/ m3 at 25 °C, the plateau modulus is 0.97 MPa—a bit lower than the experimental finding of 1 – 1.5 MPa 共Daniels et al., 2001兲. e was chosen to be 2.75
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FIG. 11. G⬘ and G⬙ for Polybutadiene combs.



⫻ 10−7 s. Except for PBC2, the terminal behavior is captured quantitatively for all the other samples. For PBC2, we underestimate the relaxation time to some extent. Also, the low-frequency modulus is lower than the experimental findings. One possible reason for this might be that the fractionation, used to separate the comb molecules from unreacted chains during synthesis, introduces an unknown deviation from the Poisson distribution in the number of arms assumed in our calculations. V. RESULTS ON BRANCHED m-PE In this section, we describe the computational generation of an ensemble of metallocene-catalyzed polyethylene 共m-PE兲 molecules for use in our linear rheology algorithm, and comparison of the results with experimental data. The reaction pathway for m-PE has been studied in detail in recent years 共Soares and Hamielec, 1995; Read and McLeish, 2001; Costeux et al., 2002兲. Just two parameters are sufficient to characterize the distribution of branching topology and molecular weight in



TABLE II. Molecular characterization of polybutadiene comb polymers.



Polymer



M W, g/mol backbone



PDI backbone



M W, g/mol side arm



PDI side arm



Number of side arms



PBC2 PBC7 PBC9 PBC11



123 200 61 400 81 800 62 700



1.02 1.03 1.001 1.03



10 300 22 700 20 100 5 750



1.02 1.07 1.001 1.03



31.6 8.4 7.7 8.2
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this system. In terms of the reaction kinetics, these two parameters are directly related to the rates of monomer addition and macromonomer addition relative to the rate of chain termination. The specific choice of which two parameters to use is a matter of taste, but for computational generation of an ensemble of molecules two convenient parameters are the number-averaged segmental molecular weight M N,S and the “upstream” branching probability bU. During synthesis, the polymer molecules possess a unique direction along the strands, the direction in which monomers get added. Following Read and McLeish 共2001兲, we call this direction downstream and the opposite direction is called the upstream direction. Selecting a segment at random, the probability of encountering a branch point in the upstream direction is denoted by bU, while the probability of hitting a branch point in the downstream direction is denoted by bD. The two probabilities are related by bD = 2bU. The two parameters M N,S and bU can be calculated from experimentally determined molecular weight M W and average number of branches on a single molecule bm 关the same parameter was denoted ␤ by Costeux et al. 共2002兲; we reserve ␤ for 1/kBT in this paper兴 or equivalently from M W and number of branches per 103 carbon atoms .The relationships among these different description of the polymer distribution are quoted here for convenience from Costeux et al. 共2002兲, M N,S =



=



MW , 2共bm + 1兲共2bm + 1兲



冉



冊



14 ⫻ 103 bm , M N,S 2bm + 1 bm =



bU . 1 − 2bU



共31兲



In previous works, ensembles of m-PE architectures were computationally generated by following the reaction in time 共Soares and Hamielec, 1995; Costeux et al., 2002兲, i.e., in the downstream direction. In this approach, at the monomer level 共Soares and Hamielec, 1995兲, monomers are added to the growing chain and with the 共downstream兲 branching probability, saved macromonomers from the past are added. Alternatively, since the segments follow Flory distribution in length distribution, one can perform the same procedure at the level of segments 共Costeux et al., 2002兲. Both of these approaches require a large storage for macromonomer from the past. Only after a significant portion of “previous” macromonomers is stored, the distribution of the molecules follows the final distribution corresponding to the experimentally determined molecular weight and branching. The statistical description of m-PE molecules due to Read and McLeish 共2001兲 allows an algorithm which generates an ensemble of molecules by growing them in the upstream direction, and which does not require the storage of “previously generated” molecules. Any molecule has a unique end point, which is at the last monomer to be added to the molecule 共i.e., the furthest downstream point兲. We start from this end point and follow the molecule upstream. We choose the mass of the first segment from a Flory distribution with 共number兲 average M N,S. This segment is branched with probability bU and terminates with probability 共1 − bU兲. If branched, two more segments are added from the same Flory distribution, and making use of the statistical self-similarity of the ensemble, each of these is branched with the probability bU. This procedure is carried out recursively until no more segments are branched, and results in a “number-averaged” ensemble of molecules.
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TABLE III. Molecular characteristics of metallocene-catalyzed polyethylene resins. Resin



M w, g/mol



bm



HDB1 HDB2 HDB3 HDB4 HDB5 HDB6 HDB7 HDL1a



77 000 82 000 86 000 96 000 79 000 68 000 70 000 93 000



0.067 0.099 0.116 0.224 0.21 0.34 0.54 ¯



a



Butene copolymer containing 1.4% wt butene, PDI⫽2.08.



In the first part of our studies, we consider the resins studied by Costeux et al. 共2002兲. The molecular characteristics of the resins are shown in Table III. The lowest branched resin 共HDB1兲 contains about one branch point per 15 molecule, while the highest branched resin 共HDB7兲 contains one branch point for every two molecules. Figure 12 shows the results of our calculation on viscous and loss modulus superposed with the experimental data at 150 °C. We used M e = 1120 g / mol and e = 1.05⫻ 10−8 s. Considering a density of 785 Kg/ m3, the plateau modulus G0 = 1.97 MPa is consistent with the experimental measurements. Except for HDB4, the predictions match almost exactly with the experimental results for all the branched materials. As we will show, the



FIG. 12. G⬘ and G⬙ for metallocene catalyzed polyethylene resins. Circles 共solid lines兲 and triangles 共dashed lines兲, respectively, are experimental 共theoretical兲 values for G⬘ and G⬙. For clarity, the data on HDB2, HDB4, HDB6, and HDL1 have been shifted by a factor of 10 vertically.
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FIG. 13. Effect of branching and molecular weight on viscosity enhancement 共 / L兲 compared to linear chains of the same molecular weights as the branched molecules.  / L for M W = 70 000 g / mol 共a兲 and M W = 96 000 g / mol 共b兲 as a function of bm. 共c兲 Dependence of  / L on M W at fixed bm = 0.21. Experimental resins HDB7, HDB4, and HDB5 are shown with filled diamonds. 共d兲 Number average segmental molecular weight as a function of bm for M W = 96 000.



rheological properties are highly sensitive on the branching probability. A small experimental uncertainty in determining the branching probability is sufficient to explain the overestimate of the modulus for HDB4. Long-chain branching increases the viscosity by a large amount compared to linear molecules with the same M W. The samples considered above differ from each other in both the amount of branching 共bm兲 and M W. To avoid complexity due to these two variables, we consider a set of systems with either fixed bm or fixed M W and varied the other parameter. The results from such calculations are shown in Fig. 13. With increasing branching for fixed M W 关subplots 共a兲 and 共b兲兴, first the zero-shear viscosity 兵calculated from 0 = lim→0关G⬙共兲兴 / 其 of the branched materials increase compared to that of the corresponding linear resins of same M W. The viscosity enhancement reaches an M W-dependent peak and eventually starts to show less enhancement. Subplot 共c兲 shows that for a fixed bm, the viscosity enhancement is a steep function of M W. Qualitatively, small amount of branching prohibits reptation before star-arm collapse, leading to larger viscosity compared to the corresponding linear polymers. At larger branching, branch-on-branch architectures start playing a role. However, the constraint of fixed M W leads to smaller segment length 关subplot 共d兲兴. Smaller segment length cancels part of the enhancement due to the presence of the branched materials. At event larger bm than the ones shown here, the viscosity of the branched materials is expected to be lower than that of the linear molecules of same M W. A molecule with branch-on-branch architecture has at least one branch point such that all three arms joined at the branch point are inner segments 共an inner segment is an arm



230



DAS et al.



FIG. 14. Effect of branch-on-branch architecture on rheological properties of metallocene-catalyzed polyethylene resins. Number fraction 共a兲 and mass fraction 共b兲 of the molecules which cannot be reduced as a generalized comb molecules as a function of branching probability bU. Symbols represent actual numbers found in our calculations, while the lines represent estimate from analytical theory. 共c兲 Effect of neglecting branchon-branch architectures on G⬘ and G⬙. The symbols are experimental data points; the solid 共dashed兲 lines are results from our calculations including 共excluding兲 branch-on-branch architectures. 共d兲 The ratio of zero-shear viscosity for calculations including and excluding branch-on-branch architectures with the molecular weight and branching probability corresponding to the experimental resins 共HDB1–HDB7兲.



whose both ends have branch points兲. Such a molecule cannot be reduced as a generalized comb molecule 共which includes linear, star, H, and comb architectures兲. We can analytically estimate the number and mass fraction of such branch-on-branch molecules as a function of branching probability bU 共An outline of the derivation is in Appendix B兲. Figures 14共a兲 and 14共b兲, respectively, show the number and mass fraction of such molecules as a function of bU. Also shown are the actual number and mass fractions found in our calculations. Even for the most highly branched resin 共HDB7兲, approximately one in 70 molecules is of branch-on-branch architecture. However, such highly branched molecules are also the most massive. For HDB7, the mass fraction occupied by branch-onbranch molecules is slightly more than 10%. The effect is even more dramatic for the rheological response. In our calculations, we can enforce the exclusion of branch-onbranch molecules during the polymer generation 共We generate polymers with the same probabilities. If any of the polymers were found to have branch-on-branch, we delete the molecule and replace it by a new molecule兲. Figure 14共c兲 shows the effect of such an exclusion on G⬘ and G⬙ for HDB7. In Figure 14共d兲 we plot the ratio of zero-shear viscosities, including and excluding the branch-on-branch architectures for all the experimental branched resins. As expected, for small branching, branch-on-branch architectures play only a minor role. However, the difference becomes large with the branching. For
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HDB7, by neglecting branch-on-branch architectures, one would underestimate the zeroshear viscosity by more than a factor of 6.



VI. CONCLUSIONS We have presented a general algorithm to model relaxation of polymers of arbitrary architecture in the linear regime. We consider branch-point friction by assuming that the branch-point hops always involve the corresponding tube diameter at which it retracted completely. This assumption allows us to explain all of the asymmetric star data with a single value of p2. Since the branch points are pictured to be hopping in a tube wider than the initial tube, our estimate for p2 is lower than the previous works, where the authors assumed that the branch points hop in thin tube. We have introduced a physically motivated simple method to handle branch-on-branch architectures. This involves an effective one-dimensional retraction in an effective potential involving the side-arm frictions. To exponential order, our method agrees with multidimensional Kramers’ first-passage time problem. However, our treatment of the prefactor in the retraction time of such branch-on-branch polymers is rather crude. To be able to handle deep retractions of branch-on-branch architectures, more careful analysis of the prefactor is needed. For the architectures considered in this paper, our simple treatment of the prefactor is justified because reptation mode becomes active before such deep retractions of the compound arms are possible. We have considered reptation in the thin tube. To be able to handle bimodal linear polymers with large difference in the chain lengths, a different approach is needed. One possible candidate would be similar to the way considered by Larson 共2001兲. He considered that the dilation relevant to reptation of a given linear molecule corresponds to the time when the chain is able to reptate by one tube diameter. To model branched metallocene-catalyzed polyethylenes with the same parameters as the linear polymers, we find that ␣ = 1 gives a much better result, though ␣ = 4 / 3 gives correct plateau modulus and superior fit for simple architectures. This might indicate that the dynamic dilation hypothesis is not valid over the whole range of relaxation process. Especially, when a small fraction of slowly relaxing material is present in the matrix of fast relaxing material ␣ = 4 / 3 it gives faster relaxation at low frequencies than is indicated by the experimental results. Some of the questions raised by the present work: the small value of branch-point hop, inability of finding a single dilation exponent which describes both the plateau modulus and long time relaxation correctly, can only be answered from more microscopic modeling like molecular simulations or slip-link models. However, the simplicity of the treatment presented here makes it an efficient approach to predict linear rheology of realistic polymer melts in quantitative agreement with the experimental observations.
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Appendix A: Multimode Kramers’ first-passage problem and arm retraction of branch-on-branch structures Consider a set of independent stochastic coordinates zi in the Brownian limit with individual drag coefficients i and in individual potential wells Ui. Considering quadratic potentials 共Ui = kiz2i / 2兲, the dominant exponential part of the first passage time of the combined coordinate z共⬅兺izi兲 can be cast in the following form when U共Z兲 Ⰷ 1 共Meerkov and Runolfsson, 1988; McLeish, 2003兲:



冢



共z;t兲 ⬃ exp



冣



z2 . gi共t兲 2 兺i ki



共A1兲



Here, the sum over the contributing mode appears with an “ergodicity factor,” gi共t兲 = 1 − e−2t/i .



共A2兲



The “ergodicity time” i = i / ki is the time scale required for the ith mode to explore the shape of its own equilibrium distribution. The ergodicity factor of a particular mode approaches unity only at times larger than this time. The retraction of a branch-on-branch polymer is dominated by the drag from the branch points. Thus, relaxation of such a polymer can be cast as a multimode Kramers’ first-passage problem with the independent modes being the segments between the branch points. Equation 共A1兲 suggests a time-dependent effective potential of retraction as ˜ 共z;t兲 = ␤U



1 3z2 , 2 兺 共1 − e−2t/i兲Zi i



共A3兲



where Zi is the length of the ith backbone segment and we have replaced the spring constant ki using the rubber-elasticity theory result ki = 3kBT / Zi. Comparing with Eq. 共12兲 共which contains the additional ansatz for dynamic dilution兲, we find that the effective free-arm length is ˜Z共t兲 = 兺i共1 − e−2t/i兲Zi. The ergodicity requirement 共a given mode contributes to retraction only when it has had sufficient time to explore its equilibrium distribution兲 enforces a self-consistency criterion on the potential. Mode i appears in the sum only when t ⬎ i. Our analysis in Sec. II D corresponds to a particular choice for including the different modes. This choice corresponds to activating the ith mode at t = i and approximating the ergodicity factor gi共t兲 reaching unity linearly with time 关Eq. 共19兲兴. For different limiting cases, this approach captures known qualitative features of polymer relaxation. For example, a comb architecture with a large number of equal arms at equal spacing 共all of ki = k and i =  being equal兲, the ergodicity time possesses a Rouse scaling n ⬃ n2 / k. Appendix B: Fraction of branch-on-branch molecules in m-PE ensemble In this section we outline our analytical calculation for finding the number and mass fractions of branch-on-branch molecules in an ensemble of m-PE molecules. For convenience, we designate all molecules which do not have branch-on-branch as combs 共this includes traditional combs along with linear molecules, stars, and H polymers兲. Selecting U D and Pcb that the molecule is “comba random segment, we obtain the probabilities Pcb



COMPUTATIONAL LINEAR RHEOLOGY



233



like” in the upstream and downstream direction, respectively. In our pictorial notation in this appendix, we added arrows to the segments in the downstream direction. If a molecule is comb-like in the upstream direction, for each upstream branch point at most one of the subsequent strands may be branched 共if both are branched, this leads to a branch-on-branch architecture兲. The probability that just one of the subsequent strands is branched is 2bU共1 − bU兲 ⬅ q; the probability that neither of the segments are branched is 共1 − bU兲2. Thus,



Summing the infinite geometric series, U Pcb = 共1 − bU兲



共1 − q/2兲 . 共1 − q兲



共B1兲



Following the downstream direction, the branch points on a comb molecule can have at most one comb-like branch at the final branch point only. The comb-like branches are marked with the letter “c” and end points are marked with bullet marks. Probability for having comb structure in the downstream direction is given by



The infinite sum yields



冋



D = 共1 − bD兲 1 + Pcb



册



U D b Pcb . D 1 − b 共1 − bU兲



共B2兲



We can obtain the number fraction of comb molecules as the probability that a molecule selected at random is a comb. Any molecule has a unique end point, the last strand to be added to the molecule. Looking upstream from this strand, the molecule is a comb if the strand is unbranched 共probability 1 − bU兲 or if both the branches are comb-like. Hence, the number fraction of combs is U 2 兲 . Pn,comb = 1 − bU + bU共Pcb



共B3兲



The weight fraction of combs is the probability that a segment selected at random is part of a molecule which is a comb. Four distinct cases are possible: 共i兲 the random segment may be a linear; 共ii兲 the segment has two comb-like branches in the upstream direction only and terminates in the downstream direction; 共iii兲 the segment has two comb-like branches in the downstream direction only and terminates in the upstream direction; or 共iv兲 both ends of the chosen segment ends in branch points but both the upstream and downstream branch points have at least one linear segments each. Adding the probabilities from these four possibilities, the weight fraction of comb molecules is U 2 U D 兲 + bD共1 − bU兲Pcb Pcb + bUbD关共1 − bU兲2 PW,comb = 共1 − bU兲共1 − bD兲 + bU共1 − bD兲共Pcb U D U + 2共1 − bU兲共Pcb − 共1 − p兲兲兴 ⫻ 关共1 − bU兲Pcb + 共1 − bD兲Pcb − 共1 − bU兲共1 − bD兲兴.
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