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Computationally fast techniques to reduce AWGN and speckle in videos D. Sen, M.N.S. Swamy and M.O. Ahmad Abstract: Fast schemes to reduce additive white Gaussian noise (AWGN) and speckle in videos are presented. The proposed schemes use a change detection technique to measure the interframe motion and carry out estimations in both the spatial and temporal directions of the video. In the case of AWGN reduction, the well-known edge adaptive Wiener ﬁlter is used to perform the spatial estimation. Two different ﬁlters to carry out temporal estimation are presented based on novel weighted scalar Kalman and weighted running average ﬁlters, respectively. These temporal estimators are applied on the spatial estimate to obtain the spatiotemporal estimate. A new method is then used to appropriately combine the spatial and spatiotemporal estimates in order to obtain the ﬁnal estimate of the uncorrupted signal. To achieve speckle reduction, we use an unbiased homomorphic system that comprises an edge adaptive ﬁlter for spatial estimation and the weighted running average ﬁlter for temporal estimation. The effectiveness of the various proposed algorithms is demonstrated and compared with that of some of the existing schemes through extensive simulations. It is found that the use of a change detection technique, instead of the popularly used complex motion estimation and compensation technique, to measure the interframe motion results in a considerable reduction of processing time. The proposed schemes perform equally well or better than the existing schemes in reducing the noise in videos.
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Introduction



Various kinds of noise get associated with signals such as videos during the process of production, transmission and archiving. Videos generated using coherent and incoherent imaging systems [1 – 3] are used for various commercial, military and medicinal purposes [4 –6]. Images and videos generated by coherent imaging systems are corrupted by speckle, which is a type of multiplicative noise [7]. Video signals also get corrupted by additive white Gaussian noise (AWGN) during their transmission through communication channels. The presence of speckle or AWGN in videos hinders the process of understanding and classiﬁcation done by either a human interpreter or an automatic recognition system. Many researchers have proposed spatiotemporal ﬁlters for the reduction of AWGN in videos [8– 19]. One obvious way of designing a ﬁlter is to consider the video as a 3D signal and extend the techniques of designing 2D ﬁlters to the design of 3D ﬁlters. Zlokolica et al. [8] have extended the 2D a-trimmed ﬁlter and the 2D K-nearest neighbourhood ﬁlter to the corresponding 3D ﬁlters and have presented a comparison of their performance. In [9], Ozkan et al. have not only presented a 3D linear minimum mean square error (LMMSE) ﬁlter, but also proposed a 3D adaptive weighted average (AWA) ﬁlter. They # The Institution of Engineering and Technology 2007 doi:10.1049/iet-ipr:20060299 Paper ﬁrst received 21st December 2006 and in revised form 9th March 2007 The authors are with the Department of Electrical and Computer Engineering, Concordia University, 1455, de Maisonneuve Blvd., West, Montreal, Quebec, Canada, H3G 1M8



have also compared the performances of these two ﬁlters. Kim and Wood [10] have proposed a 3D Kalman ﬁlter for video restoration and pointed out its advantages over the 3D Wiener ﬁlter. Recently, the use of higher order statistics for noise reduction in videos has been demonstrated in [11]. In [12], in order to reduce noise in videos, a method incorporating temporal Kalman estimates and spatial Wiener estimates has been proposed. Boo and Bose [13] have dealt with the problem of reducing the noise that could be signal independent or signal dependent. They have shown that in either case the Hadamard transform could be applied in the temporal direction to the corrupted signal to remove the correlation between the successive frames, followed by the use of the edge adaptive Wiener ﬁlter to smooth the frames. All the above-mentioned ﬁlters are motion-compensated ﬁlters, that is, these ﬁlters use motion estimation and compensation (MEAC) techniques to compensate for the interframe motion. MEAC techniques are generally complex and might hinder the real-time implementation of the ﬁlter. Moreover, as suggested in [10], motion estimation is sometimes very inaccurate and might deteriorate the performance of the ﬁlter. In [14], a 3D rational ﬁlter that does not require MEAC has been proposed and its real-time implementation given. The ﬁlters proposed in [15] and [16] are simply extensions of the 3D rational ﬁlter. In [17 – 19], techniques that do not use MEAC algorithms to reduce AWGN in videos have been proposed. These techniques can be considered as speciﬁc types of 3D weighted average ﬁlters. To the best of the authors’ knowledge, the problem of reducing the speckle in videos has been considered only in [13] and [20]. As speckle is an image-dependent noise, the noise reduction scheme presented in [13] applies to speckle reduction. In
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[20], a homomorphic system has been used to reduce the speckle from a video. After the forward homomorphic transform, the discrete cosine transform is applied in the temporal direction followed by the application of the edge adaptive Wiener ﬁlter to each frame. Both these schemes work on the motion-compensated frames. This paper is concerned with the problem of reducing AWGN and speckle in videos. It is assumed that the noise corruption in the frames of the video are uncorrelated with one another, the corrupting noise is stationary, white and uncorrelated to the uncorrupted signal. We propose two low-complexity ﬁlters to reduce AWGN in videos. These ﬁlters consist of a spatial estimation part followed by a temporal estimation part, and both the spatiotemporal and spatial estimates are then used to get the ﬁnal estimate of the uncorrupted signal. The proposed ﬁlters use a change detection technique instead of the complex MEAC techniques [21] to measure the interframe motion. This helps in reducing the complexity of the ﬁlters considerably, as noise reduction is our prime concern. The ﬁlters have a similar structure, but differ in the way the temporal estimation is carried out. Two schemes for temporal estimation are proposed, one based on the scalar Kalman ﬁlter [22] and the other based on the running average ﬁlter. Some preliminary results concerning this work are given in [23]. We also propose a fast system to reduce the speckle in videos. As speckle is a type of multiplicative noise, the structure of the unbiased homomorphic system, recently proposed in [24], is used. The probability density function (PDF) of the random speckle depends on the coherent imaging system under consideration [7]. However, it has been found that the lognormal distribution can be used as a good approximation of the PDF of speckle intensity [4, 25]. Therefore, the problem of speckle reduction in a video using unbiased homomorphic system is essentially a problem of reducing the AWGN after the forward homomorphic transform. We use the proposed low-complexity temporal estimation techniques and the mean-median (MM) ﬁlter proposed in [24] for spatial estimation within the unbiased homomorphic system in order to reduce the speckle. Some initial results regarding the speckle reduction may be found in [26]. The paper is organised as follows. In Section 2, the structure of the proposed ﬁlter to reduce AWGN in videos is presented. The novel temporal ﬁlters based on the scalar Kalman ﬁlter and on the running average ﬁlter are explained in Section 3. The proposed method of combining the spatial and spatiotemporal estimates to get the ﬁnal estimate is also given in this section. Section 4 gives the qualitative and quantitative performance of the proposed ﬁlters and that of some of the existing ﬁlters in reducing AWGN. The novel scheme to reduce speckle in videos is presented in Section 5. In Section 6, simulation results and comparisons corresponding to speckle reduction in videos are presented. Conclusions are drawn in Section 7.



measure the interframe motion required for the temporal estimation. Let the frames of a noisy video signal a be represented by an ¼ bn þ hn



(1)



where n gives the frame number with n  0, b is the uncorrupted original signal (frame) and h is the AWGN with zero mean. In Fig. 1, b^ sn signiﬁes the spatial estimate of bn , b^ tn the spatiotemporal estimate of bn and b^ n the ﬁnal estimate of bn . The spatial estimation is performed using an edge-adaptive ﬁlter, which uses a pixel-wise adaptive Wiener method based on the statistics estimated from a local neighbourhood of each pixel. This ﬁlter is effective in preserving edges and does total smoothing when no edge is present. Consider the noise model given in (1). The spatial edge-adaptive Wiener estimate (b^ sn ) [29] for any frame is given by



q2  s2 (an (i, j)  m) b^ sn (i, j) ¼ m þ q2 i ¼ 1, 2, 3, . . . , S1 ;



(2)



j ¼ 1, 2, 3, . . . , S2



where



m¼



1 X a (n , n ) s1 s2 n , n [l n 1 2 1



q2 ¼



1 s1 s2 n



2



X 1,



n2 [l



(a2n (n1 , n2 )  m2 )



In the above, S1  S2 is the size of a frame, l represents all the pixel positions within a ﬁlter window of size s1  s2 and s represents the standard deviation of the corrupting AWGN. The local statistics employed are estimated using the elements within the ﬁlter window and s is estimated over a frame using the formula, s ¼ 1.483  MAD, where MAD is the median of the absolute deviations from median [30]. For convenience, the variable b(i, j) is sometimes denoted by bij in this paper. Once the noise reduction is achieved by exploiting the spatial correlation in the frame, temporal ﬁltering is carried out on the spatial estimate to take advantage of the temporal correlation existing between successive frames. Two kinds of temporal ﬁlters, called the weighted Kalman ﬁlter and weighted running average ﬁlter, are introduced to carry out the temporal ﬁltering. As shown in Fig. 1, an adaptive combination of spatial and spatiotemporal estimates is done to obtain the ﬁnal estimate of the uncorrupted video. This combination is based on the variance of the noise, the variance of the interframe motion and the size of the frame. A detailed explanation of the temporal estimation and the adaptive combination is given in the next section.



2 Structure of the proposed ﬁlters to reduce AWGN in videos The structure of the proposed ﬁlters to reduce the AWGN in videos is given in Fig. 1. The temporal estimation is carried out using the spatial estimates, and then the spatial and spatiotemporal estimates are suitably combined to get the ﬁnal, ﬁltered output. The MEAC process is avoided and a change detection technique [27, 28] is used instead, to 320



Fig. 1 Structure of the proposed AWGN reduction ﬁlter for videos IET Image Process., Vol. 1, No. 4, December 2007



3 Temporal ﬁltering and the ﬁnal estimate of the uncorrupted video 3.1 Temporal ﬁltering based on the scalar Kalman ﬁlter Motion in videos is represented by the change in intensity along the temporal direction. In general, techniques to compensate for the motion are used prior to the temporal ﬁltering. Ideally, once the interframe motion in the uncorrupted video is compensated for, the change in the intensity along the temporal direction should be zero. Such a case is considered in this section in order to analyse the temporal ﬁltering. We shall now show that, like the sample mean ﬁlter [31], the 1D scalar Kalman ﬁlter when used for temporal ﬁltering gives an optimal estimate under the assumption that the video is time invariant (motion compensated). However, it has a much lesser storage requirement than the sample mean ﬁlter. A signal corrupted by an AWGN can be modelled as x¼I þN



(3)



which is the estimated value at the pixel position (i, j) of the second frame. As can be seen, the p standard deviation of the ﬃﬃﬃ noise is decreased by a factor of 2. Similarly, it can be easily shown that, if the ﬁrst r frames are considered for the reduction of noise in the rth frame xr1 using the sample mean ﬁlter, the estimated rth frame can be expressed as



s Xr1 (i, j) ¼ I(i, j) þ pﬃﬃ Vr1 (i, j) r



This shows that the standard deviation of the noise is pﬃﬃ decreased by a factor of r. Hence, it is desirable to include as many previous frames as possible for the temporal estimation. It is evident from (9) that the reduction in the noise variance is proportional to the number of frames considered. But, this involves the storage of all the previous frames being considered and a heavy computation for the motion compensation between the different frames. Let us now consider the temporal scalar Kalman ﬁlter used in [12], given by the following equations. Initialisation I^0j1 (i, j) ¼ x0 (i, j)



where I is the uncorrupted original signal, N is a zero mean AWGN and x is the observed corrupted signal. The model in (3) can be rewritten as x¼I þsv



(4)



where s is the standard deviation of the noise N, and v a zero mean unit-variance Gaussian noise. The squared error between the corrupted and the uncorrupted signals is given by ½x(i; j )  I(i; j)2 ¼ s 2 c 2 (i; j)



(5)



It can be inferred from (5) that for a signal corrupted by an additive noise, the squared error between the noisy and uncorrupted signals is directly proportional to the variance of the noise. Now, let x0 and x1 represent the ﬁrst and second noisy frames. Let (i, j) represent the position of a pixel in a frame. Writing the expressions for x0 and x1 in the form given by (4), we obtain x0 (i, j) ¼ I0 (i, j) þ s  v0 (i, j) x1 (i, j) ¼ I1 (i, j) þ s  v1 (i, j)



(6)



where it is assumed that the AWGN corresponding to x0 is independent of that corrupting x1 , but having the same standard deviation s. Ideally, when the interframe motion has been compensated for, we have I0 (i, j) ¼ I1 (i, j) ¼ I(i, j) . Let us now consider the use of the sample mean ﬁlter as the temporal ﬁlter to reduce the AWGN in x1 . The application of this ﬁlter in the temporal direction (using all the previous frames) results in the reduction of corruption in x1 as x0 (i, j) þ x1 (i, j) s (7) ¼ I(i, j) þ (v0 (i, j) þ v1 (i, j)) 2 2 pﬃﬃﬃ Let v0 þ v1 ¼ 2V 1 . It is known that the sum of independent Gaussian random variables produces another Gaussian random variable [32]. Thus, V 1 is a unit-variance zeromean white Gaussian noise. Therefore, (7) can be rewritten as X1 (i, j) ¼ I(i, j) þ s0 V1 (i, j) (8) p ﬃﬃ ﬃ where s0 ¼ s= 2, and X1 (i, j) ¼ {[x0 (i, j) þ x1 (i, j)]=2}, IET Image Process., Vol. 1, No. 4, December 2007



(9)



j0j1 (i, j) ¼ VAR[x0  I 0 ] ’ VAR(n0 )



(10)



Measurement updates Kn (i, j) ¼



jnjn1 (i, j) jnjn1 (i, j) þ Rn



I^njn (i, j) ¼ I^njn1 (i, j) þ Kn (i, j)(xn (i, j)  I^njn1 (i, j))



jnjn (i, j) ¼ jnjn1 (i, j)  Kn (i: j)jnjn1 (i, j)



(11)



Time updates I^nþ1jn (i, j) ¼ I^njn (i, j)



jnþ1jn (i, j) ¼ jnjn (i, j) þ Qn (i, j)



(12)



In the above equations, Rn is the variance of the noise in the (n þ 1)th frame, Qn (i, j) the variance of the difference between the nth frame and the (n þ 1)th frames calculated within a neighbourhood window centred at (i, j) after the interframe motion has been compensated, I^njn is the required estimate of I n , the (n þ 1)th frame of the uncorrupted video and jnjn (i, j) is the corresponding variance of the error of the estimate calculated within the neighbourhood window centred at (i, j). Since we have assumed ideal motion compensation, the value of Qn (i, j) will be zero at every update. Thus, the measurement and time updates given, respectively, by (11) and (12) are reduced to the following simpliﬁed form. Kn (i, j) ¼



jn1 (i, j) jn1 (i, j) þ Rn



I^ n (i, j) ¼ I^n1 (i, j) þ Kn (i, j)(xn (i, j)  I^n1 (i, j)) jn (i, j) ¼ jn1 (i, j)  Kn (i, j)jn1 (i, j)



(13)



where I^n is the required estimate of I n , and jn (i, j) the variance of error of the estimate within the ﬁlter window. Let us consider the ﬁrst two frames, that is, when n ¼ 1. Then, I^n1 ¼ x0 . Also, jn1 (i, j) (j0 (i, j) ) is assumed to be equal to s2 , the variance of the noise. It can be easily seen that the value of K1 (i, j) is 0.5. Thus, when the ﬁrst 321



Initialisation



two frames are considered, using (13), we obtain 1 I^1 (i, j) ¼ x0 (i, j) þ (x1 (i, j)  x0 (i, j)) 2 x (i, j) þ x1 (i, j) ¼ X1 (i, j) ¼ 0 2



b^ t0j1 (i, j) ¼ b^ s0 (i, j)



jij0j1 ¼ VAR[a0  b0 ] ’ VAR[h0 ] (14)



1 1 1 j1 (i, j) ¼ j0 (i, j)  j0 (i, j) ¼ j0 (i, j) ¼ s2 2 2 2 Thus, j1 (i, j) becomes one-half of the original noise variance. Since we have assumed that the variance of the AWGN corrupting the various frames is the same, R2 , will be equal to s2 , the noise variance. By substituting the value of j1 (i, j) and R2 in the expression for Kn (i, j) in (13), we get K2 (i, j) ¼ 1=3. Thus, using (13), we obtain (15)



It can be observed that (14) is equivalent to (7). If the temporal 1D scalar Kalman ﬁlter is further extended to r frames, following the same procedure used above, it can be shown that I^r1 (i, j) ¼ Xr1 (i, j), where Xr1 (i, j) is given by (9). Hence, the Kalman ﬁlter gives the same reduction in the noise variance as that yielded by the sample mean ﬁlter, which is an optimal estimator of the uncorrupted signal when the noise is AWGN [31]. However, an attractive feature of the 1D Kalman ﬁlter is that at each update, it requires the storage of only two frames and the motion compensation between these two frames, thus reducing the complexity signiﬁcantly. It should be noted that the performance of the Kalman ﬁlter in reducing the noise is heavily dependent on the accuracy of the motion estimation and compensation. Hence, while designing a temporal ﬁlter based on the 1D scalar Kalman ﬁlter, it is important that the interframe motion is estimated or measured correctly. As shown earlier, when we obtain ideal motion compensation, the scalar Kalman ﬁlter reduces to the sample mean ﬁlter. Hence, one might immediately think of a weighted scalar Kalman ﬁlter, so that the complex MEAC process is not required at all. The weights may be obtained from a simple change detection technique such as the frame differencing operation, which gives the amount of change in the gray value at a particular pixel in the two different frames considered. It is obvious that this change in the gray value is also a measure of the motion between the frames at each pixel. We now propose a weighted scalar Kalman ﬁlter that uses a change detection technique instead of motion estimation and compensation, and hence has low complexity. A normalised difference between the spatial estimate of the current frame and the spatiotemporal estimate of the previous frame is used as a measure of the motion. Hence, we use the symbol nrm[A ij] for the normalised elements of the array A with respect to the largest element and VAR[B] for the variance (normalised with respect to the maximum gray scale value, that is, 255) of B. Weights based on the value of the measure of the interframe motion obtained using the change detection technique are associated with the terms in the equations of the 1D scalar Kalman ﬁlter. This weighted scalar Kalman ﬁlter works on the frame as a whole rather than on its blocks. The resulting equations of the weighted Kalman ﬁlter are given as follows. 322



Measurement updates Rn ¼ VAR[hn ] h i dnij ¼ nrm jb^ sn (i, j)  b^ tnjn1 (i, j)j



and



x (i, j) þ x1 (i, j) þ x2 (i, j) I^2 (i, j) ¼ 0 3



(16)







 ij



Wnij ¼ 1  dn þ Knij ¼



ij jnjn1



ij jnjn1 þ Rn



!



ij jnjn1 þ ð1=255Þ !



 (dnij )



 Wnij ij jnjn1 þ Rn     b^ tnjn (i, j) ¼ (1  Knij )  b^ tnjn1 (i, j) þ (Knij )  b^ sn (i, j)    ij  ij ij jnjn ¼ jnjn1  Knij  jnjn1 (17) Time updates Qn ¼ VAR[d n ] b^ tnþ1jn (i, j) ¼ b^ tnjn (i, j) ij ij jnþ1jn ¼ jnjn þ Qn



(18)



In the above, b^ tnjn and jnjn are, respectively, the spatiotemporal estimate and the estimation error matrix corresponding to the (n þ 1)th frame of the uncorrupted video, and Rn is the variance of the noise corrupting the (n þ 1)th frame. In (16), the initial value of the spatiotemporal estimate is set equal to the spatial estimate of the ﬁrst frame. The initial value of all the elements of the estimation error matrix is set equal to the variance of the noise in the ﬁrst frame. The elements of the matrix dn have values in the range [0, 1], with 0 signifying no motion at the pixel and 1 signifying maximum motion. These values are used to deﬁne the weight matrix Wn , which is used to carry out the spatiotemporal estimation. The term 1/255, signifying the minimum gray scale value normalised with respect to the maximum value, is used, in the expression for Wn , to ensure the stability of the system represented by the expressions in (17). As a result, the elements of matrix K n will always be less than unity, that is, Knij , 1. Let the standard deviation of the noise corrupting the signal at the input of the temporal ﬁlter be vt . Let us consider a factor D that represents the reduction in noise variance achieved by carrying out the temporal estimation. Let the video signal be time invariant, in which case we have d n ¼ 0. Now, when d n ¼ 0, (17) and (18) would be essentially the same as the update equations given in (13). As shown earlier, the standard deviation of the noise reduces to D  vt , where the value of D is given by 1 D ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ nþ1



(19)



with n  0 being the frame number. It is evident from (19) that for a time-invariant video signal, D ! 0 as n ! 1. Next, a comparison of the proposed weighted 1D scalar Kalman ﬁlter represented by (16), (17) and (18) with the Kalman ﬁlter proposed in [12] given by (10), (11) and (12) is presented. IET Image Process., Vol. 1, No. 4, December 2007



The ﬁrst difference is that the proposed weighted 1D scalar Kalman ﬁlter works on the whole frame once, whereas the Kalman ﬁlter proposed in [12] works on each pixel of the motion-compensated frame considering a small neighbourhood window around it. Furthermore, in (12), the time updates are obtained using the value of Qn calculated from all the elements in the ﬁlter window, which might not give an accurate measure of the motion corresponding to that particular pixel. In the proposed Kalman ﬁlter, Qn is calculated for all the elements of the frame. Further, a weight matrix W n that depends on the interframe motion corresponding to each pixel is introduced. The measurement and time update equations corresponding to the variance of the estimation error of the Kalman ﬁlter proposed in [12] are ij ij ij jnjn ¼ jnjn1  Knij jnjn1 ij ij jnþ1jn ¼ jnjn þ Qijn



¼



ij jn1jn1







ij Knij jn1jn1



þ



dnij ¼ nrm[jb^ sn (i, j)  b^ tn1 (i, j)j] (1  dnij )  (b^ tn1 (i, j)) þ b^ sn (i, j) b^ tn (i, j) ¼ 1 þ 1  dnij b^ tnþ1 (i, j) ¼ b^ tn (i, j)



Qijn1







Knij Qijn1



(21)



The corresponding expression for the proposed Kalman ﬁlter for each pixel can be obtained using (19) and (18) and is given by



b^ s ¼ b þ k ¼ b þ vt v



b^ s0 (i, j) ¼ b0 (i, j) þ vt v0 (i, j)



1. The proposed one has a lower complexity, as it does not require a neighbourhood of pixels to carry out the updates for each pixel. 2. It uses a better estimate of the motion variance Qn , and hence, is expected to give better results concerning the noise reduction. 3. It is adapted to the motion at each pixel and hence, the MEAC process can be completely avoided for the temporal noise reduction. 3.2 Temporal ﬁltering based on the running average ﬁlter It is evident from (17) that the proposed 1D Kalman ﬁlter gives a weightage to all the previous frames depending on ij the corresponding values of jnjn and dnij . Intuitively, this might make the ﬁlter sensitive to large interframe motion. In this section, we present another temporal ﬁlter that gives a greater weightage to the immediate previous frame and successively less weights to the other previous frames. Intuitively, this might make the ﬁlter less sensitive to fast motion and avoid the accumulation of errors. This proposed temporal ﬁlter is based on the 1D running average ﬁlter, and the change detection technique used is the same as the one used for the proposed 1D Kalman ﬁlter. The corresponding update equations are as follows. Initialisation
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b^ s1 (i, j) ¼ b1 (i, j) þ vt v1 (i, j)



(22)



A comparison of (21) and (22) reveals the fact that the amount of temporal ﬁltering applied is made adaptive to the motion at each pixel in the case of the proposed Kalman ﬁlter. Hence, the proposed 1D weighted scalar Kalman ﬁlter is preferable to the classical 1D scalar Kalman ﬁlter [12] in view of the following reasons:



b^ t1 (i, j) ¼ b^ s0 (i, j)



(25)



where vt is the standard deviation of the noise k, and v is a zero-mean unit-variance noise. Now, let us consider the ﬁrst three input frames b^ s0 , b^ s1 and b^ s2 to the temporal ﬁlter. Let (i, j) represent the position of a pixel in a frame. Writing the expressions for b^ s0 , b^ s1 and b^ s2 in the form given by (25), we obtain



ij ij ij jnjn ¼ jn1jn1  Knij Wnij jn1jn1 þ Qijn1



 Knij Wnij Qijn1



(24)



In the above equations, b^ tn is the spatiotemporal estimate of the (n þ 1)th frame of the uncorrupted video. The initial value of the spatiotemporal estimate is set equal to the spatial estimate of the ﬁrst frame. We now derive an expression for D introduced in the previous subsection for the 1D weighted running average ﬁlter. Again, we assume that the video is time invariant, that is, d n ¼ 0. The signal corrupted by the AWGN at the input of the temporal ﬁlter is modelled as



(20)



Combining the two expressions in (20), we obtain ij jnjn



Updates



(23)



b^ s2 (i, j) ¼ b2 (i, j) þ vt v2 (i, j)



(26)



Since we have assumed the variance of the noise corrupting each frame of the video to be the same and the video to be time invariant, we get b0 (i, j) ¼ b1 (i, j) ¼ b2 (i, j) ¼ b(i, j) and d n ¼ 0. Hence, from (24), when only the ﬁrst two frames are considered, we obtain the spatiotemporal estimate to be b^ s (i, j) þ b^ s1 (i, j) ¼ b(i, j) b^ t1 (i, j) ¼ 0 2 v þ t (v0 (i, j) þ v1 (i, j)) 2 or v (27) b^ t1 (i, j) ¼ b(i, j) þ ptﬃﬃﬃ (L0 (i, j)) 2 pﬃﬃﬃ where L0 is a unit variance noise and 2L0 ¼ (v0 þ v1 ). If we now consider b^ t1 and the third frame b^ s2 , we obtain the running average as b^ t (i, j) þ b^ s2 (i, j) b^ 2 (i, j) ¼ 1 ¼ b(i, j) 2   vt 1 0 pﬃﬃﬃ L (i, j) þ v2 (i, j) þ 2 2 which reduces to



pﬃﬃﬃ  ^bt (i, j) ¼ b(i, j) þ 1 þ 2 v  L(i, j) t 2 4 ¼ b(i, j) þ D  vt  L(i, j)



(28) pﬃﬃﬃ where pﬃﬃﬃL is a unit variance noise and [(1 pþ ﬃﬃﬃ 2)=2]L ¼ ðð1= 2ÞL0 þ v3 ). From (28), D ¼ [(1 þ 2)=4]. As we keep augmenting frames in a similar manner, the successive values of D from the ﬁrst frame onwards is given by 323



pﬃﬃﬃ pﬃﬃﬃ pﬃﬃﬃ pﬃﬃﬃ (1, 2), [(1 þ 2)=4], [(5 þ 2)=8 2], [(5 þ pﬃﬃð1= ﬃ 9 2)=32] and so on. The value of D at the (n þ 1)th frame may be written as 8 1 n¼0 > < Pn1 pﬃﬃﬃ3r2 1 þ 2 D¼ (29) r¼1 n ¼ 1, 2, 3 . . . > pﬃﬃﬃ3n2 : 2 Let us now consider the second expression in (29); it can be rewritten as 2 qn1  1 þ , n ¼ 1, 2, 3 . . . (30) qn (q  1)qn1 pﬃﬃﬃ where q ¼ 2 2. It is evident from (30) that as n ! 1, D ! [1=(q  1)] ¼ 0:5469. Comparing this with that of the one obtained for D given by (19) corresponding to the proposed 1D Kalman ﬁlter, it can be seen that as successive frames of a video are considered, the reduction in noise variance of the proposed 1D running average ﬁlter is not as much as that in the proposed 1D Kalman ﬁlter, under the assumption that the video is time invariant. In fact, there is no appreciable reduction in the noise variance after ﬁve or six frames have been used for the 1D running average ﬁlter. From the above analysis, we see that it is preferable to use the proposed 1D scalar Kalman ﬁlter when the interframe motion is expected to be small and the proposed 1D running average ﬁlter when the interframe motion is expected to be large. The reason behind this statement is that compared with the ID weighted running average ﬁlter the 1D weighted scalar Kalman ﬁlter is more sensitive to large interframe motion, and has a better noise reduction property. In order to perform the temporal ﬁltering in a video, one needs to consider the motion between the various frames of the video. If the motion is not taken into account during the ﬁltering, then the artefacts such as blurring would be present mainly at the edge areas in the various frames of the recovered video. The use of a simple change detection technique in the 1D scalar Kalman ﬁlter and the 1D running average ﬁlter incorporates the motion information, and thus reducing the introduction of blurring artefacts in the recovered video. D¼



3.3 Adaptive combination of spatial and spatiotemporal estimates to obtain the ﬁnal estimate An adaptive combination of the spatial and spatiotemporal estimates is carried out to get the ﬁnal ﬁltered output. A novel criterion based on the variance of the noise, the variance of the interframe motion and the size of the frame is used to determine whether the spatiotemporal estimate should be weighted more than the spatial estimate or vice versa. The following equation shows the proposed method of combining the estimates. b^ ijn ¼



K 2 VAR[d n ]  b^ sn (i, j) ] þ VAR[ h ] n n



K 2 VAR[d þ



VAR[hn ]  b^ tn (i, j) n ] þ VAR[h n ]



K 2 VAR[d



(31)



where K ¼ [S1 S2 =(352)(288)] and b^ n is the estimate of the (n þ 1)th frame of the uncorrupted video. In the combination of the spatial and spatiotemporal estimates, less weightage is given to the spatiotemporal estimate when the variance of the matrix d n representing the interframe motion is high, since in this case the error because of the 324



spatiotemporal estimation would be large. On the other hand, less weightage is given to the spatial estimate when the noise variance is high, since in this case the error because of the spatial estimation would be large. The factor K associated with VAR[dn] has been introduced to take into account the size S1  S2 of the frames, which is also the size of the d n matrix. It is empirically determined that the ﬁgure 352  288, which represents the size of a CIF format video frame, is used to determine the value of K in [33]. We have introduced the factor K keeping in mind the following. 1. The spatial estimate b^ sn is obtained using a ﬁlter with a ﬁxed window of size s1  s2 (2). Intuitively, such a ﬁlter would result in less blurring in the edge areas as the frame size or resolution increases. 2. The value of VAR[dn] gives the amount of motion per pixel and hence, it is not a suitable measure of the overall (total) motion, which varies with the frame size. We use ðK  VAR[d n ]Þ as a measure of the overall motion in order to carry out the adaptive combination, since the blurring introduced by the proposed temporal ﬁlters is not inﬂuenced by the frame size as in the case of the spatial ﬁlter, and hence, the weight factor associated with the spatial ﬁlter should increase with increasing frame size. From the above explanation, we ﬁnd that in the proposed combination scheme, the spatial ﬁlter would dominate when the interframe motion is larger than the noise corrupting the underlying frame, whereas the spatiotemporal ﬁlter would dominate when the noise corrupting the underlying frame is larger than the interframe motion. When the interframe motion and the corrupting noise are comparable, then both the spatial and the spatiotemporal ﬁlters will have equal weightage in the combination, when K ¼ 1. Otherwise, the spatial ﬁlter would dominate, depending on the value of K.



4 Performance of the various ﬁlters in reducing AWGN in videos In the previous sections, we have proposed two ﬁlters based on the structure given in Fig. 1, for reducing the AWGN in videos. Both these ﬁlters use the edge adaptive Wiener ﬁlter for the spatial estimation, while the temporal estimation is carried out using either the proposed 1D weighted scalar Kalman ﬁlter or the proposed 1D weighted running average ﬁlter. These two ﬁlters will, henceforth, be referred to as the Wiener-weighted Kalman ﬁlter and the Wiener-weighted running average ﬁlter, respectively. In this section, the performance of the proposed ﬁlters is studied and compared with that of a few other existing ﬁlters. We consider the two categories of the existing ﬁlters, those that work on motion-compensated frames and those that do not require any MEAC. Filters considered in the ﬁrst category are the motion-compensated versions of the 3D a-trimmed and K-nearest neighbourhood (Knn) ﬁlters [8], the 3D LMMSE ﬁlter [33], the 3D AWA ﬁlter [9], the joint Wiener and Kalman estimation (Wiener – Kalman) ﬁlter [12] and the joint Hadamard transform and Wiener estimation (Hadarmard – Wiener) ﬁlter [13]. The ﬁlters that do not require motion compensation considered are the 3D rational ﬁlter [14], the data-dependent weighted average (DDWA) ﬁlter [17] and the non-local means (NL means) ﬁlter [19]. It should be noted that if the a-trimmed and Knn ﬁlters are not motion compensated, then they give rise to blurring as noted by the authors themselves in IET Image Process., Vol. 1, No. 4, December 2007



[8], and hence, in this paper we have considered the motioncompensated versions of these ﬁlters to reduce the blurring. In the process of MEAC for the motion-compensated ﬁlters, the motion between the frames is estimated ﬁrst, and the estimate is then used to carry out the compensation. The motion estimation technique that has been used in this study for the motion-compensated ﬁltering is the exhaustive block-matching algorithm (EBMA) [21]. We use the peak signal-to-noise ratio (PSNR) to quantify the amount of noise corrupting a video. The PSNR is given by PSNR ¼ 10 log



c2max dB s2e



(32)



where cmax is the peak (maximum) intensity value of the video signal and s2e , the MSE between the original and the corrupted signals, is given by



s2e ¼



1X X (c (m, n, k)  g (m, n, k))2 J k m,n



(33)



In (33), c and g are, respectively, the intensity values of the corrupted and original videos, and J is the total number of pixels in the video. Figs. 2 and 3 show the qualitative performance of the various ﬁlters. These ﬁgures show an original ﬁeld of the video, the corresponding ﬁeld corrupted by the AWGN and the ones recovered using the various ﬁlters. Zoomed versions of smaller portions containing edges and homogenous regions of the original, corrupted and recovered ﬁelds are also shown in order to make the subjective evaluation easier. The original video considered is the ‘Patrol Car’ sequence. Synthetically generated noise is used to corrupt the original signal such that the input to the ﬁlters has a PSNR value of 20 dB. From these ﬁgures, it can be seen that the motion-compensated ﬁlters reduce the noise effectively, but tend to blur the edges present in the ﬁelds (or frames) of the video. This is because the perfect MEAC cannot be achieved, and hence errors are introduced. Although the 3D rational ﬁlter does not blur the edges, it leaves behind a signiﬁcant amount of noise at both the homogeneous and edge regions. The DDWA ﬁlter reduces the noise satisfactorily in the homogeneous regions, but leaves behind the noise at the edge areas; on the other hand, the NL-means ﬁlter causes a signiﬁcant amount of blurring. It is evident from the ﬁgures that the two proposed ﬁlters perform equally well in reducing the noise effectively without any blurring of the edges. Thus, on a qualitative basis, it may be concluded that the proposed ﬁlters give the best results in reducing AWGN when compared to the various ﬁlters considered. The ﬁlter is applied on the ﬁelds of the videos, as the deinterlacing processes (in the case of videos in PAL format), which are used to generate frames from the ﬁelds, involve techniques which might affect the noise content in the video. In addition, the ﬁelds of the videos, and not the frames, are captured by the video camera and transmitted through various communication channels. Table 1 gives the quantitative results of the various ﬁlters in reducing the AWGN in videos, when the input has PSNRs of 20 and 25 dB. The videos considered in this table are the ‘Miss America’ (MA), ‘Flower Garden’ (FG), ‘Patrol Car’ (PC ), ‘Tennis’ (TN ), ‘Coast Guard’ (CG) and ‘Susie’ (SU) sequences. The improvement in PSNR (PSNRi), that is, the difference between the PSNRs of the recovered and corrupted versions of a video, obtained using the ﬁlters to the corrupted frames (or ﬁelds) is given in the table. The PSNR of the recovered video is calculated using (32), where c is the recovered video. The 3D LMMSE ﬁlter seems to give a slightly better performance IET Image Process., Vol. 1, No. 4, December 2007



than the proposed ﬁlters in videos such as the CG and FG, wherein there is a large amount of high-frequency components. On the other hand, with the sequences like MA and SU that have very little motion, the Hadamard – Wiener ﬁlter has a slight advantage over the proposed ﬁlters. However, on an overall basis, it is evident that the performance of the proposed ﬁlters is consistently about the same as or better than that of the other ﬁlters. It is found that in most of the cases the proposed Wiener-weighted running average ﬁlter has a better performance than the proposed Wiener-weighted Kalman ﬁlter. This could be because the latter is more sensitive to motion between the frames. Table 2 gives the average time required by the ﬁlters to process a frame (or ﬁeld) of a video as a measure of their performance. The videos considered are the same as in the previous table. The simulations were carried out using MATLAB on a windows OS machine with a 2.5 GHz processor. It is seen from Table 2 that the proposed ﬁlters are as fast as the 3D rational ﬁlter, which is known to be real-time implementable, and much faster than the other six ﬁlters. One reason for this is that the process of MEAC needed for these six ﬁlters is not required for the 3D rational ﬁlter or the proposed ﬁlters. However, the DDWA and the NL-means ﬁlters, which are not motion compensated, are not as fast as the proposed ﬁlters. In fact, the NL-means ﬁlter is as slow as the motion-compensated ﬁlters. Table 3 gives the computational complexity of the various noise reduction ﬁlters. The complexity of the various steps involved in the ﬁlter algorithm and the overall theoretical complexity are given in Table 3. It is evident that the proposed ﬁlters have the lowest complexity. Fig. 4 shows the PSNR curves for the various noisy videos and those recovered by the different ﬁlters. The videos considered are the ‘Patrol Car’, FG and SU sequences. The PSNR is calculated for each frame (or ﬁeld) of the video and plotted against the frame (or ﬁeld) number to obtain the PSNR curves. It is evident that the performance of the proposed ﬁlters is about the same as or better than that of the others. 5



Novel technique to reduce speckle in videos



Speckle corruption is unavoidable in videos that are generated using coherent imaging systems. An image (or frame) generated by a coherent imaging system is always associated with an attribute called the equivalent number of looks (ENL), L. For a unit-mean speckle noise, the value of the ENL equals the reciprocal of the noise variance with L  1. In this section, we propose a fast scheme to reduce speckle in videos. The proposed system to reduce speckle is an unbiased homomorphic system. As mentioned in Section 1, the problem of speckle reduction in a video is essentially a problem of reducing the AWGN after the forward homomorphic transform. When images are produced by a coherent imaging system at certain intervals of time, it forms an image sequence, that is, a video. In general, it is assumed that the interval is high enough so that we can consider the speckle corruption in any frame is uncorrelated with that of any other frame [34]. Each frame in the video is corrupted by a speckle (lognormally distributed multiplicative noise) and the speckle corruption in a ﬁlter window is modelled as as(i) ¼ u  hs(i)



(34)



where hs(i) is a unit-mean lognormally distributed white noise, u the uncorrupted original signal and as(i) the corrupted signal. The ﬁrst operation is to perform the natural logarithmic transform of the observed corrupted signal. 325



Fig. 2 Qualitative performance of the various ﬁlters using the ‘Patrol Car’ test sequence a Original ﬁeld no. 3 of the ‘Patrol Car’ sequence b Field corrupted by AWGN (PSNR ¼ 20 dB) c Field recovered by 3D rational ﬁlter d Field estimated by the proposed Wiener-weighted running average ﬁlter e Field recovered by the proposed Wiener-weighted Kalman ﬁlter f Field recovered by 3D alpha-trimmed ﬁlter g Field recovered by 3D Knn ﬁlter For further results, see Fig. 3



Applying natural logarithm to both sides of (34), we have A(i) ¼ B þ Z(i)



(35)



where B ¼ ln u þ m, m being the mean of ln hs(i). The zero-mean white noise Z(i) has a Gaussian distribution. The MM ﬁlter proposed in [24], which reduces the 326



noise effectively without blurring the edges, is used as the spatial ﬁlter applied on the video frames to obtain the spatial estimate of B. The spatial estimate is given by r X B^ s ¼ g (j)A(j) (36) j¼1
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Fig. 3 Qualitative performance of the various ﬁlters using the ‘Patrol Car’ test sequence (see also Fig. 2) a Field recovered by 3D LMMSE ﬁlter b Field recovered by 3D AWA ﬁlter c Field recovered by the Wiener– Kalman ﬁlter d Field recovered by the Hadamard – Wiener ﬁlter e Field recovered by the DDWA ﬁlter f Field recovered by the NL-means ﬁlter The original ﬁeld no. 3 of the sequence, the ﬁeld corrupted by AWGN, and ﬁelds recovered by other ﬁlters are shown in Fig. 2



where j gives the position of an element in the array obtained by arranging the r samples of A within the ﬁlter window in an ascending order, that is, A(1) , A(2) ,    , A(r) and g is an array of r elements, which are the coefﬁcients of the MM ﬁlter. The coefﬁcients of MM ﬁlter are based on the Criterion 1 presented in [24], as it results in a low-complexity ﬁlter. Thus, the coefﬁcients IET Image Process., Vol. 1, No. 4, December 2007



are given by



g¼



agmean þ bgmedian aþb



(37)



where gmean represents the coefﬁcients of the sample mean estimator, gmedian those of the sample median 327



Table 1: PSNRi (in dB) obtained using the different ﬁlters to reduce the AWGN in the various videos when the input to the ﬁlter has a PSNR of 20 and 25 dB Filters



MA [CIF]



CG [CIF]



FG [PAL]



PC [PAL]



SU [PAL]



TN [PAL]



20 dB 3D a-trimmed ﬁlter



11.27



1.336



2.495



3.5



8.825



3.217



4.208



5.057



8.745



4.98



3D LMMSE ﬁlter



11.114



3.921



4.99



5.984



11.385



7.396



3D AWA ﬁlter



10.763



2.095



2.799



3.903



10.535



4.59



Wiener– Kalman ﬁlter



11.625



4.473



3.929



6.807



11.265



6.338



Hadamard– Wiener ﬁlter



13.471



4.168



3.321



4.21



13.919



5.053



7.612



1.06



1.065



3.508



7.793



3.756



12.258



4.162



5.59



8.104



11.643



8.593



12.363



3.996



5.44



8.052



11.973



8.445



DDWA ﬁlter



5.951



1.222



2.33



3.625



6.183



4.463



NL-means ﬁlter



5.745



4.683



2.74



2.249



4.313



3.611



3D Knn ﬁlter



3D rational ﬁlter Proposed Wiener-weighted



10.756



3.431



running average ﬁlter Proposed Wiener-weighted Kalman ﬁlter



25 dB 3D a-trimmed ﬁlter



8.248



23.682



22.406



21.386



7.467



21.433



3D Knn ﬁlter



7.812



21.221



0.178



1.18



7.437



0.988



3D LMMSE ﬁlter



9.422



1.679



3.223



4.261



9.726



5.276 20.226



7.765



22.936



22.183



20.999



7.392



Wiener– Kalman ﬁlter



10.187



20.248



20.219



3.733



9.533



2.722



Hadamard– Wiener ﬁlter



11.366



20.653



21.514



20.664



11.671



0.194



5.791



23.446



23.482



20.571



5.98



10.466



20.509



2.027



5.319



10.382



5.893



10.381



20.713



1.906



5.241



10.3



5.794



DDWA ﬁlter



4.849



22.426



20.758



0.537



4.808



1.864



NL-means ﬁlter



3.227



1.911



0.930



1.172



1.791



1.896



3D AWA ﬁlter



3D Rational ﬁlter Proposed Wiener-weighted



20.29



running average ﬁlter Proposed Wiener-weighted Kalman ﬁlter



Table 2: Average time in seconds per frame (or ﬁeld) required by different ﬁlters to process the various videos to reduce the AWGN Filters



3D a-trimmed ﬁlter



MA [CIF],



CG [CIF],



FG [PAL],



PC [PAL],



SU [PAL],



TN [PAL],



s/frame



s/frame



s/ﬁeld



s/ﬁeld



s/ﬁeld



s/ﬁeld



5.17 þ 2CT



3.94 þ 2CT



10.92 þ 2PT



11.135 þ 2PT



9.06 þ 2PT



10.395 þ 2PT



3D Knn ﬁlter



18.97 þ 2CT



15.75 þ 2CT



40.08 þ 2PT



41.04 þ 2PT



33.425 þ 2PT



39.61 þ 2PT



3D LMMSE ﬁlter



21.11 þ 2CT



16.83 þ 2CT



42.63 þ 2PT



43.035 þ 2PT



35.6 þ 2PT



42.97 þ 2PT



3D AWA ﬁlter



6.30 þ 2CT



5.27 þ 2CT



14.8 þ 2PT



14.9 þ 2PT



12.79 þ 2PT



15.285 þ 2PT



Wiener– Kalman ﬁlter



3.2 þ 2CT



2.74 þ 2CT



51.11 þ 2CT



47.07 þ 2CT



Hadamard– Wiener ﬁlter



6.575 þ 2PT 101.24 þ 2PT



6.575 þ 2PT 102.11 þ 2PT



5.86 þ 2PT 95.59 þ 2PT



6.595 þ 2PT 97.75 þ 2PT



3D rational ﬁlter



3.29



2.67



6.905



7.395



5.72



7.055



Proposed Wiener-weighted



3.4



2.75



6.74



6.63



5.9



6.64



3.13



2.69



6.565



6.545



5.835



6.515



running averaging ﬁlter Proposed Wiener-weighted Kalman ﬁlter DDWA ﬁlter NL-means ﬁlter



74.46 987



67.9 893.11



141.46 1892.9



147.92 1959.5



138.7



140.6



1303.3



1393.1



CT, time required for motion estimation and compensation in a CIF format video ¼ 210 s/frame; PT, time required for motion estimation and compensation in a PAL format video ¼ 575 s/ﬁeld 328
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Table 3:



Theoretical complexity of the various ﬁlters to reduce AWGN in videos



Filters



Complexity of various sequential steps in the algorithm of the ﬁlter



3D a-trimmed ﬁlter



O(MNABC) þ O(MNABC log[ABC]) þ O(MNABC) þ O(M2N2)



3D Knn ﬁlter



O(MNABC) þ O(MNABC log[ABC]) þ O(MNABC)þ O(M2N2)



3D LMMSE ﬁlter



O(MNABC) þ O(MNABC)þ O(M2N2)



3D AWA ﬁlter



O(MNABC) þ O(MNABC)þ O(M2N2)



Wiener– Kalman ﬁlter



O(MNAB) þ O(MN) þ O(M2N2)



Hadamard– Wiener ﬁlter



O(MNAB) þ O(MN log[MN]) þ O(M2N2)



3D Rational ﬁlter



O(MNABC)



Proposed Wiener-weighted running averaging ﬁlter



O(MNAB) þ O(MN) þ O(MN)



Proposed Wiener-weighted Kalman ﬁlter



O(MNAB) þ O(MN) þ O(MN)



DDWA ﬁlter



O(MNABC) þ O(MNABC)



NL-means ﬁlter



O(M2N2ABC)



MN is the size of the frame per ﬁeld; AB is the size of the 2D window; ABC is the size of the 3D window; O(M2N2) is the order of complexity of the EBMA algorithm [21]



estimator and the weights a and b are given by



a ¼ s2



and b ¼



1 1 s2



(38)



In (38), s2 is the estimated variance (normalised with respect to the maximum gray scale value of 255) of the Gaussian noise in a frame. It can be seen that as the variance s2 of the noise increases, the weightage given to the coefﬁcients of the sample mean ﬁlter (sample median ﬁlter) increases (decreases). It can be shown that the sample mean ﬁlter dominates over the median ﬁlter as long as s2 . 0:618, otherwise the sample median ﬁlter takes over. It can also be shown that s2  0:693 as the ENL, L  1 [24]. Next, the spatially ﬁltered frames are processed using a temporal ﬁlter. Hence, the estimate obtained after the temporal ﬁltering is the spatiotemporal estimate. The temporal ﬁlter considered here is the 1D weighted running average ﬁlter introduced in Section 3. Then, the criterion described in the same section is used to combine adaptively the estimates B^ tn and B^ sn to obtain the ﬁnal estimate B^ n of Bn . The combination is carried out based on the amount of interframe motion present and the amount of noise corrupting the frame. The estimate B^ n is given by (31). Once the estimate B^ n is obtained, the estimate of the original signal un , the (n þ 1)th frame of the video, can be obtained by applying exponentiation. However, this estimate would have a biased mean as explained in [24], which is applicable to any homomorphic system. Hence, the bias compensation technique suggested in [24] is used to obtain the unbiased estimate u^ n of un . The overall algorithm to reduce speckle in videos is given in Fig. 5. 6 Performance of the various ﬁlters in reducing speckle in videos In this section, the performance of the proposed system, namely, homomorphic MM weighted running average ﬁlter, in reducing speckle in videos is studied and compared with the Hadamard– Wiener ﬁlter and the homomorphic DCT-Wiener ﬁlter given in [13] and [20], respectively. These two ﬁlters are motion-compensated ones and as in Section 4, the motion estimation technique used here is the EBMA [21]. We use the ENL to quantify the amount of speckle corrupting a frame of a video given as an input to the ﬁlters. IET Image Process., Vol. 1, No. 4, December 2007



The signal to mean square error ratio (SMSER) is also used to measure the amount of speckle corruption in a video. The SMSER of a video is given by SMSER ¼ 10  log



c2avg dB s2e



(39)



where



s2e ¼ c2avg ¼



1X X (c (m, n, k)  g (m, n, k))2 J k m,n



(40)



1X X (c (m, n, k))2 J k m,n



(41)



In the above, s2e is the MSE between the original signal g and the corrupted signal c, and J is the total number of pixels in the video. Both the qualitative and quantitative performance of the various ﬁlters are considered in this section. The quantitative measures used are (i) the time taken by the various ﬁlters to process a frame of the video and the computation complexity of the ﬁlter algorithms, and (ii) the SMSERi, which is the difference between the SMSERs of the recovered and corrupted videos. Fig. 6 presents the subjective performance of the various ﬁlters in reducing speckle. In this ﬁgure, the frame is corrupted by combining the original signal with the speckle using pixel-wise multiplications. The original uncorrupted videos considered are almost speckle-free SAR videos, which we refer to as the ‘DC South’ sequence. Smaller portions of the various frames are zoomed into, so that the subjective evaluation is made easier. Table 4 gives the average time required for processing a frame using the various ﬁlters, which clearly shows that the proposed ﬁlter is much faster than the other two. Table 5 gives their computational complexity, showing that the proposed ﬁlter has the lowest complexity, explaining as to why the average time for processing a frame is drastically lower than that of the others. Table 6 gives the SMSERi results of the various ﬁlters in reducing the speckle from the videos, with ENL values of 2, 5 and 10, wherein the SMSER of the recovered video is calculated using (39), c now being the recovered video. Fig. 7 shows the SMSER curves for the various noisy videos and those recovered by the different ﬁlters. The SMSER is calculated for each frame of the video and plotted against the frame number 329



Fig. 4 PSNR curves for various video ﬁlters using eight consecutive frames of the various sequences (P stands for proposed) a PSNR curves for the ‘Patrol Car’ sequence b PSNR curves for the ‘Flower Garden’ sequence c PSNR curves for the ‘Susie’ sequence



to obtain the SMSER curves. Table 6 and Fig. 7 show that the homomorphic DCT – Wiener ﬁlter exhibits a performance which is consistently below that of the proposed one, and that it tends to leave behind noise at the edges. 330



Although the performance of the Hadamard – Wiener ﬁlter with respect to noise reduction is satisfactory, it suffers from the disadvantage that the edges are heavily blurred, indicating that the ﬁlter is highly sensitive to the errors in IET Image Process., Vol. 1, No. 4, December 2007



Table 4: Average time (in s/frame) required by the different ﬁlters to process the various videos to reduce the speckle Filters



DC South



DC North



Gibson West



5.484



5.524



5.522



Hadamard–Wiener ﬁltera



470.771



471.802



472.617



Homomorphic DCT–



437.153



436.74



438.55



Proposed homomorphic MM– weighted running average ﬁlter



Wiener Filtera a



Time taken by the motion estimation and compensation technique has been included



Table 5: Theoretical complexity of the various ﬁlters to reduce speckle in videos Filters



Complexity of the various steps in the ﬁlter algorithm



Proposed homomorphic



O(MNAB) þ O(MNAB log[AB]) þ O(MN) þ O(MN)þ O(MN)



MM weighted running average ﬁlter Hadamard–Wiener



O(MNAB) þ O(MN log[MN]) þ O(M2N2)



a



Filter



Fig. 5 Proposed algorithm to reduce the speckle in videos



Homomorphic



O(MNAB) þ O(MN) þ O(MN) þ O(M2N2)



DCT– Wiener



motion estimation. It is evident from the various tables and ﬁgures that, on an overall basis, the proposed system outperforms the other two both on qualitative and quantitative bases. The most attractive feature of the proposed system is its low complexity, as has been already pointed out. This should facilitate its implementation in a real-time environment. 7



Conclusion



The popularity of the use of videos in various strategic, commercial and medicinal applications has been increasing rapidly in Table 6:



Filtera MN the size of the frame per ﬁeld, AB is the size of the 2D window; and O(M2N2) is the order of complexity of the EBMA algorithm [21] a Complexity of motion estimation and compensation technique has been included



recent times. However, such videos get corrupted by noise during their process of generation, transmission and archiving. In many cases, the noise reduction might have to be done for an on-board usage or under real-time conditions. The contributions of this paper have been the development of fast



SMSERi (in dB) obtained for the various ﬁlters to reduce speckle in videos with different ENLs



Filters



DC South



DC North



Gibson West



10.5733



ENL ¼ 2 Proposed homomorphic MM weighted running average ﬁlter



10.2408



10.1168



Hadamard– Wiener ﬁlter



7.3878



6.0857



6.8178



Homomorphic DCT–Wiener ﬁlter



8.374



7.5345



7.79



ENL ¼ 5 Proposed homomorphic MM weighted running average ﬁlter



9.7328



9.0204



9.818



Hadamard– Wiener ﬁlter



4.4075



2.9502



4.0643



Homomorphic DCT – Wiener ﬁlter



6.5944



5.4522



6.3288



ENL ¼ 10 Proposed homomorphic MM weighted running average ﬁlter



8.6731



7.6825



8.9481



Hadamard– Wiener ﬁlter



1.9273



0.3827



1.6508



Homomorphic DCT – Wiener ﬁlter



5.6407



3.4776



4.8906
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Fig. 6 Qualitative performance of the various ﬁlters using the ‘DC South’ sequence a b c d e



Original frame no. 5 of the ‘DC South’ sequence Frame corrupted by speckle (ENL ¼ 2) Frame recovered by the proposed system Frame recovered by the Hadamard – Wiener ﬁlter Frame recovered by the homomorphic DCT – Wiener ﬁlter
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signiﬁcantly better in terms of the noise reduction as well as the processing speed. 8



Fig. 7 SMSER curves for the ﬁlters to reduce speckle using six consecutive frames of the various sequences a SMSER curves for the ‘DC North’ sequence b SMSER curves for the ‘DC South’ sequence c SMSER curves for the ‘Gibson West’ sequence



schemes for reducing two kinds of noise, namely, the AWGN and speckle, in videos. First, the problem of reducing the AWGN in videos has been considered and two new ﬁlters have been proposed. The two ﬁlters use the edge-adaptive Wiener ﬁlter as the spatial estimator; however, they differ in the way the temporal estimation has been carried out. In one of them, the temporal estimation is based on the scalar Kalman ﬁlter, whereas in the other it is based on the running average ﬁlter. A change detection technique has been used to measure the interframe motion in lieu of the commonly applied complex motion estimation and motion compensation technique. Both the quantitative and the qualitative results of the proposed ﬁlters in reducing the AWGN have been studied and compared with that of some of the existing ones. The proposed ﬁlters have been found to have a signiﬁcantly high processing speed and low computational complexity and to perform better than the others in reducing the AWGN. The reduction of the speckle noise in videos has been investigated. For this purpose, the MM ﬁlter [24] has been used as the spatial estimator within an unbiased homomorphic system. The temporal estimator used in the system is based on the running average ﬁlter. Quantitative and qualitative performance of the proposed system have been studied and compared with that of the two existing ones. The proposed system has been found to perform IET Image Process., Vol. 1, No. 4, December 2007
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