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With respect to con dentiality, a computer security policy de nes what information stored in a computer users have the permission to know. We propose to express these policies with an epistemic and deontic logic. In this context, con dentiality is de ned by the formula KA' ! RA' that could be read \ ' '". We provide a new possible-worlds semantics for the RA operator that depends on the security policy to be modeled. Finally, we express within our framework three examples of security policies. Keywords: Computer security, Con dentiality, Mandatory Access Control, Multilevel security, Information ow models, Epistemic logic, Deontic logic.



a



if A knows



then A should have the permission to know



Introduction



The goal of computer security is to protect a computer against malicious use of its programs and of the data stored in this computer. A secure system is expected to enforce the three following properties:  Con dentiality: data may only be learned by authorized users  Integrity: data may only be modi ed by authorized users  Availability: programs may always be used by authorized users In order to help customers buying computers that correctly address a security speci cation, evaluation criteria were developed in several countries [Def83, Com90]. A computer meeting the highest ratings of these criteria should



3 This



work was supported by DRET



be formally speci ed and a proof that this speci cation enforces security properties should be provided. These requirements gave birth to an area of research trying to de ne formally computer security. In this paper we focus on con dentiality and try to provide a general and formal de nition of what it means for a user to be authorized to know some data. In the real world, organizations de ne a security policy that controls how members of an organization may access data belonging to this organization. An example of security policy is the well-known multi-level security that is commonly used by military organizations in order to protect their information. In this context, clearances are associated to persons according to their role within the organization, and every container of information as les, reports, messages is given a classi cation. Clearances and classi cations are usually taken into a lattice of levels. With respect to con dentiality, multilevel security could be summarized by one rule: A person may learn some data only if its clearance dominates the classi cation of this data. Usually two kinds of security policy are distinguished. In the rst kind, called Mandatory Access Control Policy (MAC), data belongs to the organization and this organization is the only one entitled to grant or deny access rights on the data to its members. Multilevel security is an example of MAC policy, where the organization should decide of the clearances and classi cations to be associated to persons and data. In the second kind, called Discretionary Access Control Policy (DAC), data belongs to a member of the organization that is allowed to de ne its own security policy by granting or denying access rights on its data to other members. Notice that, in a DAC policy, an organization may constrain how a member transmits access rights to other members. In the following of this paper we only pay attention to MAC policies. A computer may be regarded as an organization where members are users or processes (from now on we call them subjects) and containers of information are les, memory locations (from now on we call them objects). As in the real world a computer security policy de nes how subjects may access information stored in the computer. In a secure computer every access performed by a subject on an object is controlled according to this security policy. In order to build a secure computer the main problem is not to perform access controls, it is to correctly assess the sensitivity (w.r.t. con dentiality) of information contained in this computer. There is a rst class of information provided directly by subjects or initially fed into the computer for which this assessment is not so dicult. But a computer also creates internally new information. The only way to assess the sensitivity of this information is to study how information ows within the computer. For example, if highly sensitive information ows in some piece of internal information as the duration of an operation then it is likely that this information should be considered as highly sensitive. Otherwise, by observing the duration of this operation a non-authorized subject could learn highly sensitive information. Access con-



trols on the class of internal information should be performed according to an information ows policy. The concept of information ows control is the basis of several de nitions of security, see [GM84, BC91]. In this paper we propose a general model for security policies concerned with con dentiality. In section 1, we de ne a model of computer systems that is used in section 2 to recall classical de nitions of con dentiality. In section 3, the model given in section 1 is used as a new possible-worlds semantics for an epistemic and deontic logic of security. In section 4, we explain how this logic may be used in order to express dierent security policies. 1



A model of computation



A security model has two parts, the rst one is a general model of computer systems, the second one provides a de nition of security. Usually, systems are represented by a state-machine-like model, and semantics of modal logics are de ned in terms of a possible-worlds models. Here we propose a model of computation that share some properties with the trace semantics of CSP (see [Hoa85 ]) and that can be used as a possible-worlds model for the security



logic.



De nition 1 The model is a ve-tuple S < S;O; D; A; T > where: =







  



O is the set of objects, it is partitioned into three subsets: { In: the set of input objects { Out: the set of output objects { Intern: the set of internal objects D is the domain of value of the objects (this set should contain the undetermined value Null ). T is the set of time points, we assume that T is the set of integers. S is a subset of E , where E is the set of total functions from O 2 T to D. We call S the set of traces of system S .



 A is the set of subjects of system S . A is a subset of the set of roles P (O 2 T ). This model is a special case of the model presented in [Eiz89] with only one global clock (i.e. the set



T



). Unlike traces in CSP, a trace is not a sequence



of elementary actions but it is a function that associates to each ob ject at each time point a value in



D



.



Every set of pairs (object,time) is called a role. The set of roles corresponds to the set of every observation that virtual agents could perform. We identify a subject (a real agent) with the role he plays in system



S,



i.e.



pairs (object,time) such that this subject can observe its values. roles could not be played in system



S



the set



the set of As some



A is a subset of the set of roles.



Suppose we want to model an automatic chocolate-bars selling machine that provides a chocolate-bar whenever a user has given one dollar. We would use:







one input object



inA







whose value at time



is 1 whenever subject



Null  chocolate



gives at that time one dollar to the machine, and







outA



one output object subject



A



whose value at time



A



otherwise.



is



whenever



receives at that time a chocolate from the machine, and



Null



otherwise. In the modelization of the selling machine subject the set



finA ; outAg 2 T .



A



would be identi ed with



In the context of multi-level security, where a level



is associated to each object and subject, the set of members of classi cation level is dominated by some level



l



O2T



whose



could represent a subject



l De nition 2 We note sdA, where A is a subset of O 2 T and s is a trace of S the function from O 2 T into D such that:  s o;  If o;  2 A sdA o;  Null Else whose clearance level is



.



(



If



A



) =



(



)



(



)



is a subject, then, as in the trace semantics of C.S.P.,



observation of subject



A



sdA



models the



when the system ran according to the trace



De nition 3 If A is a subset of O 2 T then:



Ai A \ I and I In 2 T Ao A \ Ou and Ou Out 2 T A A \ O 2 f ; :::;  g where  2 T sdA i sdA o A A s A s =



If



A



is a subject then



s s sdA  sd A i  trace



. Similarly,



.



(



2



)



.



=



=



=



s



=



(



0



)



is the sequence of inputs performed by



is the sequence of outputs received by



models the observation of subject



is the sequence of inputs performed by



in trace



in trace



A



during



during trace



until time until time



 



and .



De nitions of Con dentiality



The second part of a security model contains all that deals actually with security.



This part should enable computer designers to decide whether a



speci cation enforces a security property.



2.1



The Bell-LaPadula Model



The Bell-LaPadula model was the rst security model that tried to de ne formally security.



This model is based on a state-machine view of compu-



tation where subjects perform read and write operations on objects.



In the



context of multi-level security, con dentiality is de ned by two rules on access controls:







A subject may read an object only if the clearance level of the subject is greater or equal to the classi cation level of this object.







A subject may write in an object only if the clearance level of the subject is less or equal to the classi cation level of this object.



The rst rule forbids a subject to directly learn information stored in an object unless this subject is authorized to know this information. The second rule tries to prevent a non-authorized subject to learn indirectly some piece of information. Suppose subject



L



is not allowed to read object



the second rule another subject, called



H



not allowed to write the information stored in classi cation such that



L



o



. Thanks to



, that would be allowed to read



o



into another object



o



0



o



is



with a



could read it and learn information he should not



know. Unfortunately, several researchers [McL90, McC87] showed that the security guaranteed by the application of these two rules is unsatisfactory.



The



main reason is that reading an object is not the only way to learn information.



For example, when a subject reads an object then it learns that the



classi cation level of this object is less or equal to its clearance, the subject may also learn what is the duration of this operation.



The Bell-LaPadula



model does not say whether subjects should have the permission to know information that are not stored in objects.



As accesses to this information



are not controlled, it is possible for malicious subjects to transmit con dential information. This kind of non-authorized transmission of information is called covert channel. The new models of security have proposed de nition of security that would also rule out these covert channels. They no longer regard security as access control but as information ows control. The main problem tackled by these models is to nd conditions under which information does not ow from one subject to another one within a computer.



2.2



Non-interference



In the non-interference model of Goguen and Meseguer (see [GM84]), the emphasis has been made on protecting the con dentiality of the inputs of



B



some subject from



B



.



These authors consider that there is no information ow



A



non-interferes with 0



if



does not interfere with



whenever for every trace



purged from the inputs of



t



A B



to another subject



B



such that



A



t



of



S



A



. In system



S, B



there exists a trace



receives the same outputs in



t



t



0



and



. In our model, if



by



B



during



t



every input of are equal in



t



t



is a trace, then



. We say that



Bi



and



t



is equal to



t



0



0



td B i



is the sequence of inputs performed



is a purged trace of



null



t



whenever in



t



0



the value of



and the value of the inputs performed by



. We propose the following de nition for



B



A



non-interferes



with



A



where



:







8t 2 S; 9t0 2 S; t0 dBi = 


pair (object,time) the value



Null



to every



.



Using this de nition of absence of information ow, multilevel security could be expressed by assertions of the form:



A



should not interfere with



B



unless the clearance of



clearance of



2.3



A



B



dominates the



.



Causality



Another de nition of absence of information ows was provided in [BC91]. In this context, to every subject is associated a set of objects that this subject has the permission to observe. A system is considered to be secure when what a subject actually observes depends functionally on what it has the permission to observe.



When subjects input is the only way to feed information into



the computer, it is considered that the set of objects that a subject has the permission to observe is equal to its set of input objects.



In our model,



causality could be stated as: System



S



is secure (w.r.t. a subject



8 2 T; 8s 2 S; 8s0 2 S; sd(Ai )



A



) i



=



s d A i  ! sdA  s dA  0



(



)



0



=



Using this de nition of absence of information ow, multilevel security could be expressed by the following assertion: The observation of a subject whose clearance level is



l



should depend on



l



input objects whose classi cation is dominated by



2.4



.



Other Security Policies



Although multilevel security was the main target for the development of secure systems, the community of computer security researchers was also interested in commercial and non-military security policies.



One interesting



example is the \Chinese-wall security policy" that is used in nancial institutions in Great-Britain to prevent con icts of interests. To explain this policy, let's take an example of [BN89] where the computer of some nancial company contains three datasets about two petroleum companies







and



terests between











and a bank



and







. We suppose that there is a con ict of in-



A   or A A



. We assume that, initially, a clerk



institution has no information about the three companies



initially, it has the permission to know information about then choose freely to access to any datasets.



of the nancial



,



and



,



We assume that



access to the dataset of the petroleum company







. Hence, .



can



decides to



. Later, it decides to access



to the dataset of the bank con ict of interest between 







.



This access is authorized because there is no and 



. On the other hand, it cannot query for



an access to the dataset of the petroleum company



  and 



ict between about



and







. Hence



A







because there is a con-



has not the permission to know information



.



This example shows us that evolution of the subjects' rights should be taken into account in a general theory of security.



The \NSA phone-book



problem" [Lun89] provides another interesting security policy. This problem is an example of so-called quantity-based aggregation problems: a collection of up to than



N



N



objects of a given type is not sensitive, but a collection of greater



objects is sensitive.



In the phone book example, the objects in the



phone book are unclassi ed but the entire phone book or even a set of more than



N



objects from the book is sensitive. In this case, the user's clearance is



equal to the maximal number of objects the user has the permission to know.



3



A Security Logic



In the last section we saw how MAC security policies de ne what subjects are authorized to learn when they use a computer.



All these policies could



be stated informally in terms of what a subject should not know:







Non-interference forbids a subject performed by







B



A



to gain knowledge about the inputs



.



Causality constrains the knowledge of a subject to depend on an authorized observation.







The \Chinese-wall" policy prevents a subject to know information about two rival companies.







The \NSA phone-book" disclosure policy forbids a subject to know more than



N



phone-numbers.



We think that the use of formal notions of knowledge and permission would help to better understand security policies by providing means to have compact and clear expressions of these policies. The modal logic of knowledge [Hin63] was successfully used in order to analyze the evolution of the states of knowledge of subjects in a distributed system (see [HM84]).



Burrows, Abadi and Needham described in [BAN88]



a proof technique for authentication protocols that is based on the logic of belief. Within the language of this logic they expressed the security speci cations of these protocols. Via inference rules they de ned the evolution of the states of belief of participants of a protocol when they receive or send encrypted messages.



This approach was criticized because no semantics were asso-



ciated to this logic, and the inference rules could even be used to prove that an unsecure protocol achieves its security speci cation, see [Nes90].



Syver-



son, in [Syv91] established that this logic was more appropriate to analysis of trust between agents rather than security. The work in [Bie90] and [Syv90]



de ne extensions of the logic of knowledge in order to study the security of cryptographic protocols. Notice that these studies take into account a limited aspect of security because they do not consider covert channels. Glasgow, McEwen and Panangaden proposed in [GMP90] to add to the logic of knowledge a deontic operator



the permission to know that '



RA



RA '



such that



a security policy, con dentiality is de ned by the formula: could be read



means that



A has



. When this modal operator is used to express



KA ' ! RA '



that



if A knows that ' then A has the permission to know that '



.



The semantics for the epistemic part of this logic is usual, but these authors



RA



do not provide a possible-worlds semantics for the



modal operator. They



notice that the semantics of this operator should depend on the security policy to be modeled.



Furthermore, they consider that a security policy



should provide a set 8 of propositional variables that, if true, A has the permission to know. Then they give rules in order to decide whether A has the permission to know complex formulas:







if A has the permission to know that know that







'2



if A has the permission to know that that



'2



'1



and A has the permission to



then A has the permission to know that



'1



' 1 ^ '2



.



or A has the permission to know



then A has the permission to know that



' 1 _ '2



.



We think that this semantical de nition is not general enough. For example, in the Chinese-wall security policy, consider two companies







and







which



belong to the same con ict of interest class, then a subject may have the permission to know information about company know information about company know information about







and











.







and the permission to



but it may not have the permission to



This in contradiction with the previous



semantical rule for complex formulas.



The second problem is that it is not



sure that a security policy always de nes a set 8 of propositional variables. Suppose a policy stating that agent



Y



knows that



'



A



has the permission to know



. If the only fact known by



propositional variables (i.e.



Y



'



only if another



is the disjunction of two



a complex formula) the set 8 would be empty.



Hence this semantics does not provide a way to deduce that



A



is allowed to



know this disjunction. A possible-worlds semantics for



RA



would be helpful for the expression



of a larger class of policies. We identi ed a subject with a set of pairs (object,time) in order to model its observation. This observation is the basis for the semantics of



KA



modal operator.



In the same manner we associate a



subject with a set of roles that the security policy authorizes him to play. For instance, in the case of the \Chinese-wall" security policy, initially, a subject



A



who has no knowledge about



One role is to deal with with







(we note it clerk-



 



).



company, then the role clerkif clerk-







.







and







companies has two authorized roles.



(we note it clerkIf







A







), the second role is to deal



chooses to access to information about







becomes forbidden. The only authorized role



In the following of this section we introduce an epistemic and deontic logic of security by giving its syntax and semantics.



3.1



Syntax of the logic



The set







LVAR



of formulas of this logic is built with the following symbols:



a set of propositional variables:



val o; ; d (



fval(o; ; d) : (o; ; d) 2 O 2 T 2 Dg



despite of the predicate-like notation,



 



at time



(



 d is



. Notice that,



) is a proposition.



0! (implies), ^ (and), _ (or), : (negation). modal operator KA; , where A is a role and  is a time. KA; ' means: logical connectors:



\







o val o; ; d



) means that the value of object



A



knows, at time



A



, that



RA;



modal operator means: \







'



".



, where



A



is a subject and



has the permission, at time











RA; '



is a time.



, to know that



'



".



Formulas are de ned by the usual construction rules of classical logic, plus:







'



if



and



3.2



is a formula,



RA; '



A



is a subject or a role and







KA; '



is a time then



are also formulas.



Semantics



As usual, in order to de ne the semantics of a modal logic, it suces to add to



< S; O; D; A; T > S; s j ' ' s S S ; s j val o; ; d s o;  d S; s j p ^ q S; s j p S; s j q S ; s j :p S; s j p s A; s S ; s j KA; p 8s 2 S; s A; s 0! S ; s j p sdA  s dA  A p s p s s A



a model



s2S    



S



=



a satisfaction relation (noted (



, to be read



is true in trace



(



) =



(



) =



i (



(



) =



i not (



(



(



) i



i



=



and (







0



, with



) =



) =



0



0



[



0



(



) =



] where



0



0



The previous line says that trace



) =



) de ned like the following:



) =



) =



i



) =



(



of model



that is equivalent to



knows that



in trace



if



is true in every



with respect to the observation of



until time



.



 (S ; s) j=



R A; s;  (



RA; p



i



9X 2



R A; s;  (



The previous line says that, in trace time







, to know that



p



i



A



s



A



S; s



in trace



, a subject



A



)



s



j=



KX; p 



at time



where .



has the permission, at



can learn this information by playing a role



among the authorized roles at time



De nition 4



) such that (



) is the set of authorized roles of







in trace



s



.



A formula ' is S -satis able i 9s 2 S; S ; s j ' . (



) =



X



A formula ' is S -valid i 8s 2 S; S ; s j ' . (



) =



De nition 5 S is secure w.r.t a subject A i for all times  of T and all ' of LVAR, the formula KA; ' ! RA; ' is S -valid. De nition 6 A is a legal subject of system S i there always exists an authorized role for subject A to play: 8 2 T; 8s 2 S; R(A; s;  ) 6= ;



Fact 1 If A is not a legal subject of system S then S is not secure with respect to A.



Proof: A If



If



'0



is



S 9 2 T; 9s 2 S; R A; s;  ' LVAR S ; s j :RA; ' KA; '0 :RA; '0 S KA; '0 ! RA; '0 S S A



is not a legal subject of



Hence, for all



of



, (



S -valid, then



then



(



and



are



So, the formula



is not



with respect to



) =



;.



.



) =



-valid.



-valid and



is not secure



.



We have not studied an axiomatics for this security logic because, as the semantics shows, the behavior of the



RA



operator depends on the security



policy to be modeled. Hence the axiomatics should be studied for a chosen policy. Notice that the axiomatics of Sato's logic of knowledge and time (see [Sat77]) provides a sound axiomatization of the epistemic part of the security logic:



Prop.



All instances of propositional calculus tautologies



A A  K. KA; p ^ KA; p 0! q 0! KA; q T. KA; p 0! p 4. KA; p 0! KA; KA; p 5. :KA; p 0! KA; :KA; p A   Persistence. KA ' 0! KA ' If



If



is a subject in



, and



(



)



is a subject and



is a time point:



0



and



are times such that



 



0



:



0



plus the two inference rules:



Necessitation. F Modus Ponens. F if



is a theorem, then



if



4



and



F !F



0



KA F



is a theorem.



are theorems then



F



0



is a theorem.



Expression of Security Policies



We want to show that the new semantics for the security logic provides a very general framework for the expression of security policies. In this section we



use this logic to express security policies based on causality, non-interference and the \NSA phone-book disclosure" policy.



R A; s;  R A; s; 



propose the corresponding set



(



lead to dierent de nitions of



RA; RA;



For each of these policies we



) of authorized roles.



(



These policies



) and to dierent properties of the



operator. Before showing these results we explain some basic properties



of



operator that should be shared by every security policy.



Validity:



Suppose that



every role



X



hence



' S RA; ' is



-valid then would be



KX; ' would also be S -valid for S -valid for every legal subject A.



According to this fact, a security policy should always allow a legal



S -valid . S ; s) j= RA; '1 ^ RA; '2 then for some security policy it is possible that (S ; s) j= :RA; ('1 ^ '2 ). Consider a security policy such that R(A; s;  ) = fX1 ; X2 g and (S ; s) j= KX1 ; '1 ^



subject to know formulas that are



Conjunction: :K



X1 ;



Suppose (



'2 ^ K



X2 ;



'2 ^:K



X2 ;



'1 .



This result is in contradiction with the



R '1 ^ R '2 ! '1 ^ '2 ) is valid. Truth: K ' ! ' is S -valid for every role X hence R ' ! ' is also S -valid for all legal subject A. According to this policy, every fact a logic of Glasgow, McEwen and Panangaden where



R



A;



A;



A; (



X;



A;



legal subject has the permission to know must be true.



4.1



Causality



We use a fact relating causality to epistemic logic formulas.



Fact 2 According to causality, system S is secure (w.r.t. a subject A) i for all times  of T and all ' of LVAR, the formula K ' ! K ' is S -valid. A;



It is immediate to see that if we take



R



A;



p$K



Ai ;



Ai ;



p we obtain the following



fact:



Fact 3 According to causality, system S is secure (w.r.t. a subject A) i for all times  of T and all ' of LVAR, the formula K ' ! R ' is S -valid. A;



Semantically we have: (



K



X;



p



where



A;



S ; s) j= R p i 9X 2 R(A; s;  ) such that (S; s) j=



R(A; s;  ) = fA g



A;



i



In this particular case, the



R



A; operator behaves as an epistemic operator,



hence the axiomatics of Sato's logic of knowledge and time could also be valid for this operator.



S -valid.



Hence, the formula



R



A;



'1 ^ R



'2 ! R ('1 ^ '2 ) is A to know the allowed as long as A may A;



A;



Notice also that causality does not strictly forbids



value of some input object of



B.



This would be



learn the value of this object thanks to the observation of its inputs.



4.2



Non-Interference



We use a fact relating non-interference with an epistemic logic formula.



Fact 4 In system S , B non-interferes with A i for all time  2 T the formula :K :  d B denotes the formula \(



(



i )"



\(



A;



(



i )"



)



(o; 0 )2Bi



B non-interferes with A whenever it is A that the value of every input of B is Null. We propose to de ne an authorized role for subject A to be every role such that A cannot learn that the value of one of B 's input is dierent from Null . 1 such that (S ; s) j= :K We have R(A; s;  ) = fX 2 P (O 2 T ) :\(


compatible with the knowledge of



X;



i



A;



A;



Proof



B non-interferes with A then according to the previous fact (S ; s) j= :K :\( dB )", we can deduce As for all X 2 R(A; s;  ), (S ; s) j= :K



1. If



A;



i











A;



2.



A;



X;



that:



S ; s) j= :R :\(


a (



If system



S



i



A;



i



is secure then the formula:



:R :\( dB )" is S -valid. We can deduce that (S ; s) j= :K :\(


i



A;



i



A;



i



This expression of non-interference is interesting in order to show one limitation of the non-interference de nition of absence of information ow. Noninterference is too restrictive because it forbids edge about the value of the inputs of



B.



A to have any kind of knowl-



Suppose that in system S , at time 0, the value of an input object in B is always equal to 1. Then, in every trace s 2 S; s(in ; 0) = 1 hence val(in ; 0; 1) is S -valid. According to non-interference, every role such that A could learn that val(in ; 0; 1) is not authorized. As val(in ; 0; 1) is S -valid then K val(in ; 0; 1) is also valid for all subset X of O 2 T , so R(A; s;  ) = ;. Hence A is an illegal subject of system S . Non-interference regards system S as unsecure although there is no actual information ow from B to A. of



B



B



B



B



X;



4.3



B



B



The NSA phone-book problem



We can formalize this mandatory security policy in our logical model by the following.



P O 2 T ) denotes the powerset of O 2 T



1 (



De nition 7 A \phone-book" security policy is a pair < Max; Cpt > where:  Max is a function from A into IN  Cpt A2S 2T IN For a given subject A 2 A, Max(A) represents the maximal cardinality of the set of objects that this subject could access. That is to say, subject A could not access to more than Max(A) objects in the book. Cpt(A;s;  ) represents the number of objects subject A has already accessed in trace s at time  . We can now de ne the set of authorized role of subject A in trace s at time  . We have: R(A; s;  ) = fX 2 P (O 2 T ) ^ (Card(X ) + Cpt(A; s;  ))  Max(A)g where Card(X ) represents the cardinality of the set X . For instance, let us assume that Max(A) = 10 and that, initially, in trace s we have Cpt(A; s; 0) = 0 (in this trace, A has no prior knowledge of a phone , the set of integers.



is a function from



into



.



number). Then we have:



R(A; s; 0) = fX 2 P (O 2 T ) j Card(X )  10g that is to say, initially, A can access to 10 phone numbers. Let us assume, that in the same trace at time  = 5, we have Cpt(A; s; 5) = 3 (A has already access to 3 phone numbers). Then we have: R(A; s; 5) = fX 2 P (O 2 T ) j Card(X )  7g that is to say, A can still access to 7 phone numbers.



We can notice that the \phone-book" security policy is a typical example where the formula RA; '1 ^ RA; '2 ! RA; '1 ^ '2 is not valid.
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Conclusion



We provided a new possible-worlds semantics for the logic of security based on the notion of authorized roles. The three examples given in section 4 show that this notion relates security policies more directly to the RA operator. We think that foundations of computer security could bene t from results and controversies of deontic logics. We intended to de ne semantics for RA close to the semantics given to the permission operator P of Standard Deontic Logic ([Bai91]). As in SDL, we could de ne a dual operator such that OA; ' would mean that A has the obligation, at time  , to know '. Semantics for this new operator could also use the notion of authorized roles:



 (S; s) j= OA; p i 8X 2 R(A; s;  ); (S; s) j= KX; p Glasgow, McEwen and Panangaden proposed to use this operator in order to model security policies concerned with integrity.



Another way to de ne the permission to know could use a mixture of epistemic logic and SDL and regard RA as a composite operator such that RA '  P KA '. This would enable us to express statements as P val(o; ; e) meaning that the security policy allows the value of object o at time  to be e. As far as MAC policies are considered we do not think that we need this kind of statements. If DAC policies are considered, such an operator could help to express that subject A has permission to transmit its rights to another subject.
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