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Confident Identification of Relevant Objects Based on Nonlinear Rescaling Method and Transductive Inference Shen-Shyang Ho Department of Computer Science George Mason University 4400 University Dr., Fairfax, VA 22030 [email protected]



Abstract We present a novel machine learning algorithm to identify relevant objects from a large amount of data. This approach is driven by linear discrimination based on Nonlinear Rescaling (NR) method and transductive inference. The NR algorithm for linear discrimination (NRLD) computes both the primal and the dual approximation at each step. The dual variables associated with the given labeled dataset provide important information about the objects in the data-set and play the key role in ordering these objects. A confidence score based on a transductive inference procedure using NRLD is used to rank and identify the relevant objects from a pool of unlabeled data. Experimental results on an unbalanced protein data-set for the drug target prioritization and identification problem are used to illustrate the feasibility of the proposed identification algorithm.



1. Introduction The goal of the ranking problem is to learn an ordering over objects. Based on the ordering, one can identify the most relevant objects from a large amount of data. The ranking problem occurs in many real-life problems. In particular, the ranking problem is the core problem in search engine construction. The objective is to order web-pages that are most likely to be the ones a user is searching. Another real-life problem is label-ranking. For such a problem, given a predefined set of labels, one attempts to order the labels for a given object given some criteria. The most relevant objects will be ranked among the highest for easy identification. In the drug discovery problem, one attempts to order the large number of proteins according to their potential to be an approved drug. The objective is to reduce the time needed during the drug identification stage
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in a wet-lab, i.e., speedup the drug discovery process. In this paper, we proposed a methodology to rank and identify relevant objects based on the nonlinear rescaling (NR) method [3, 4] and transductive inference [5]. The NR method has been applied to problems that required extremely precise and accurate solutions such as the radiotherapy treatment planning for cancer treatment [1]. Our proposed methodology characterizes ranking and identification as a classification problem. Given a training data-set consisting of both positive and negative examples, a discriminating hyperplane constructed attempts to separate the positive and negative examples. The linear discriminating function based on NR method called NRLD is motivated by the support vector machine (SVM) [5]. It follows from NRLD that each example in the training data-set is associated with a unique Lagrange multiplier. Its value characterizes the “cost” of its “non-separability” from the discriminating hyperplane. The two distinct differences between the NRLD and the classical SVM is that (i) the Lagrange multipliers of the classical soft-margin SVM is upper-bound by the predefined penalty C while the Lagrange multipliers of NRLD are unbounded positive values, and (ii) the Lagrange multiplier of each example computed from NRLD is unique. The Lagrange multiplier from NRLD can be used to order the examples in the data-set. The main contributions of this paper are (i) the introduction of the recently developed Nonlinear Rescaling (NR) method in Optimization Theory to the data mining community, (ii) linear discriminant function based on NR method (NRLD), and (iii) the confidence score based on NRLD and transductive inference for ranking, and in particular to the identification of relevant objects from a large pool of data. The paper is organized as follows. In Section 2, we describe the NR method and review the basic convergence results. In Section 3, we derived the NR solution (NRLD) for the linear discrimination problem. In Section 4, we



described our proposed confidence score for the ranking problem based on a transductive inference procedure using NRLD. In Section 5, we apply the proposed confidence score to a drug target prioritization problem to show its feasibility.



2. Nonlinear Rescaling Method



between an unconstrained minimization L(x, λ, k) in 


In this section, we briefly introduce the nonlinear rescaling (NR) method and the basic convergence results. Let −∞ < t0 < 0 < t1 < ∞. We consider a class Ψ of twice continuously differentiable functions ψ : (t0 , t1 ) → 


λs+1 = ψ 0 (kci (xs+1 ))λsi , i = 1, · · · , n. i



2. ψ 0 (t) > 0;



(5)



From (4)–(5), we have



3. ψ 00 (t) < 0. The function ψ ∈ Ψ is used to transform the constraints of a given constrained optimization problem into an equivalent set of constraints. Let f : 


(1)



∇x L(xs+1 , λs , k) = ∇x L(xs+1 , λs+1 ) = 0 (6) P where L(x, λ) = f (x) − λi ci (x) is the classical Lagrangian for the original problem (1). Therefore, xs+1 = arg min{L(x, λs+1 )|x ∈ 


m



where Ω = {x ∈ < : ci (x) ≥ 0, i = 1, · · · , n}. It follows from properties 1.–3. that for any given scaling parameter k > 0, we have Ω = {x : k −1 ψ(kci (x)) ≥ 0, i = 1, · · · , n}



d(λs+1 ) = L(xs+1 , λs+1 ) where d(λ) = inf x∈


Therefore, for any k > 0, the following problem ∗



0



and updating the Lagrange multipliers by the formula:



ψ 0 (0) = 1;



1. ψ(0) = 0,



i=1



=



∗



x ∈ X = arg min{f (x)|k



−1



ψ(kci (x)) ≥ 0, i = 1, · · · , n}



d(λ∗ ) = arg max{d(λ)|λ ∈ 


is equivalent to the original convex optimization problem (1). The classical Lagrangian L : 


n X



λi ψ(kci (x)),



(3)



i=1



which corresponds to problem (2) is the main tool in developing NR methods for solving the constrained optimization problem 1 . We use the shifted logarithmic barrier function ψ(t) = ln(t + 1), which leads to the modified barrier functions theory and methods [3]. Each step of the NR method alternates 1 Throughout this paper, < means non-negative real number, i.e. r ≥ + 0 and  0.



(7)



The following theorems establish the convergence properties of the NR method (4)–(5). Theorem 1 [3] If the standard second order optimality conditions are satisfied and f , ci , i = 1, · · · , n are smooth enough then there is k0 > 0 large enough that for any k ≥ k0 , the following bounds hold a) b)



||xs+1 − x∗ || ≤ ck −1 ||λs − λ∗ || ||λs+1 − λ∗ || ≤ ck −1 ||λs − λ∗ ||



(8)



and the constant c > 0 is independent of k. Theorem 2 [4] If (2) is a convex programming problem, Slater’s conditions are satisfied and X ∗ is a bounded set, then for any k > 0 the NR method (4)–(5) generates the primal-dual sequence {xs , λs } such that: 1. lims→∞ λs = λ∗ ,



2. lims→∞ f (xs ) = lims→∞ d(λs ) = f (x∗ ) = d(λ∗ ), 3. for any converging subsequence {xse }, lim xse = x∗ ∈ X ∗ .



se →∞



The NR method (4)–(5) requires finding an unconstrained minimizer xs+1 of L(x, λs , k) at each step which is generally speaking an infinite procedure. In [3] a stopping criteria was introduced that allows replacing xs+1 in (5) by an approximation x ¯s+1 , which does not require infinite procedure and maintains the convergence properties of the NR method.



3. Linear Discrimination via Nonlinear Rescaling (NRLD) For a given set of labeled data points {(ai , yi ) ∈ 


∆ =



max



min d(ai , h)



||w||2 =1,b i∈I



By introducing ∆ = mini∈I d(ai , h), one can rewrite the problem of finding ∆∗ as follows: ∆ → max



(9)



subject to ci (x) ≡ = ci (x) ≡ = 2 ||w|| =



ci (w, b, ∆) (w, ai ) − b − ∆ ≥ 0, i ∈ I+ ci (w, b, ∆) −(w, ai ) + b − ∆ ≥ 0, i ∈ I− 1



(10) (11) (12)



where I+ and I− consist of positively and negatively labeled data points respectively. To describe the NR method for solving the problem (9)– (12), we consider an equivalent problem. For any given positive parameters k > 0, τ > 0 and a transformation ψ ∈ Ψ, the following problem: −τ ∆ → min



(13)



subject to k −1 ψ(·) = k −1 ψ(kci (x)) ≥ 0, k −1 ψ(·) = k −1 ψ(kci (x)) ≥ 0,  1 ||w||2 − 1 = 0 2



i ∈ I+ i ∈ I−



(14) (15) (16)



is equivalent to (9)–(12). The classical Lagrangian L(·)



= L(w, b, ∆, λ, γ, τ ) = −τ ∆ − k −1 Σi∈I+ λi ψ(kci (x)) −k −1 Σi∈I− λi ψ(kci (x))  1 +γ ||w||2 − 1 2



(17)



for the problem (13)–(16) is our basic tool. We use the Lagrangian L(·) to describe the Nonlinear Rescaling Linear Discrimination (NRLD). NRLD solves the problem (13)–(16) which consists of finding the minimum of the Lagrangian (17) for the equivalent problem in x = (w, b, ∆), and then updating the Lagrange multipliers λ = (λ1 , · · · , λn ) and τ . The scaling parameter k can be fixed or updated at any iteration. Let  > 0 be small enough. We describe the NR method for solving (13)–(16) given a fixed positive scaling parameter k as follows: 1. Find x b = arg min{L(x, λ, γ, τ, k)|x ∈ 


(18)



which is equivalent to solving the following system of equations: = −Σi∈I+ λi ψ 0 (·)ai +Σi∈I− λi ψ 0 (·)ai + γw = 0 ∇∆ L(·) = −τ + Σi∈I+ λi ψ 0 (·) +Σi∈I− λi ψ 0 (·) = 0 ∇b L(·) = Σi∈I+ yi λi ψ 0 (·) +Σi∈I− yi λi ψ 0 (·) = 0 ∇w L(·)



(19)



(20)



(21)



2. Update the Lagrange multipliers by the formula: [ bi = λi ψ 0 (·), i ∈ I+ I− λ (22) 3. Find γ b from ||w|| b 2 = 1 where   bi ai − Σi∈I λ ba w b = γ −1 Σi∈I+ λ − i i



(23)



4. Compute τb =



bi + Σi∈I λ b Σi∈I+ λ − i



(24)



bi τb−1 , i = 1, · · · , n) (λ



(25)



5. Set b λ



:=



b > , then set (x, λ, γ, τ ) := If ||λ − λ|| b (b x, λ, γ b, τb) and go to step 1. Else x∗ = x, λ∗ = λ. To make the NRLD practical we replace x ˆ by an approximation using a stopping criteria established in Lemma 2 in [3].



4. Confidence Score for Ranking and Identification via NRLD and Transductive Inference It follows from NRLD that each data vector in the training data-set is associated with a unique Lagrange multiplier. Its value characterizes the “cost” of the “non-separability” from the discriminating hyperplane. The Lagrange multiplier plays an important role in our proposed confidence score. Let X be the set of objects that one would like to have the objects ranked or ordered. First, we describe the transductive inference step used in our confidence score (assuming a binary-class data-set): Transductive Inference Procedure using NRLD (TNRLD) : Given x ∈ X. One labels x as a positive vector and performs the NRLD to obtain a Lagrange multiplier λxp for x. Then one labels x as a negative vector and performs the NRLD again to obtain a new Lagrange multiplier λxn for x. When the true identity of x is positive, λxp is most likely to be small while λxn is most likely to be big, and vice versa when x is, in fact, negative. If the training data-set is balanced, i.e. both the number of positive and negative data vectors are (nearly) equal, then by performing the above procedure only once, one can rank the objects in X according to λxp and λxn of each x ∈ X. On the other hand, when the training data-set is highly unbalanced, we repeat the procedure a number of times for an object to get a confidence score for ranking. The algorithm that computes a confidence score Sx for an object x based on TNRLD when the training set is unbalanced is described in Algorithm 1. The confidence scores computed using Algorithm 1 for the set of objects are used to establish order among the objects.



The following indicator function is used to identify an object based on a fixed threshold θ:  1, Sx > θ; D(Sx , θ) = (26) 0, otherwise. i.e. an object x is likely to have positive identity when Sx > θ. Suppose we have two objects p1 and p2 with confidence scores Sp1 and Sp2 respectively. Assuming that Sp1 > Sp2 > θ, then p1 is more relevant than p2 . Hence, p1 has a higher priority than p2 . Algorithm 1 : Confidence score based on TNRLD Input : Training set T = {(a1 , y1 ), · · · , (an , yn )} where yi ∈ {+1, −1} with T highly unbalanced, i.e. without loss of generality, |I+ | << |I− |, and an object x ∈ X. Output: A confidence score Sx . Set: cp := 0 and number of trials, t := t0 ; 1: for i = 1 to t do 2: Construct a new negative set consisting of |I+ | data vectors by randomly sampling |I+ | data vectors from the set {(ai , −1)|i ∈ I− }; 3: Perform TNRLD; 4: if λxp < λxn then 5: cp = cp + 1; 6: end if 7: end for cp 8: Sx := t In the next section, we apply the confidence score computed by Algorithm 1 to a highly unbalanced protein dataset to show its feasibility to identify drug targets.



5. Application: Prioritizing and Identifying Drug Targets First we describe the protein data-set. Then the experimental design is described. Finally, the experimental results are discussed.



5.1. Protein Data-Set Description. The data-set consists of 13305 human proteins extracted from UniProt/Swiss-Prot. The UniProtKB/Swiss-Prot Protein Knowledgebase is a curated protein sequence database that provides a high level of annotation, a minimal level of redundancy and a high level of integration with other databases. The features of each protein consist of length, molecular weight and the amino acids composition (a 20component vector c such that ci ∈ (0, 1), i = 1, · · · , 20.). 299 proteins are known targets of approved drugs, i.e. FDA



approved small molecule drugs and biotech drugs. 724 proteins are known targets of experimental drugs, i.e. unapproved drugs, de-listed drugs, illicit drugs, enzyme inhibitors and potential toxins. 90 of the 299 approved drugs are also found in the set of targets of experimental drugs. The remaining 12372 proteins are considered negative samples where a small number of them may be unknown drug targets.



than using confidence score based on kernel SVM, which is, in turn, larger than using confidence score based on linear SVM. This implies that identification of drug targets using (26) with confidence score based on NR-method has better average (classification) performance than using confidence score based on linear SVM or kernel SVM.



5.2. Experimental Design. 209 known targets of the approved drugs, not in the set of targets of experimental drugs, are included into the positive training set. The 12372 negative proteins are included into the negative training set. The 90 targets of approved drugs also found in the set of targets of experimental drugs are used as positive test examples. 90 negative proteins are used as negative test examples. Hence, we have a total of 180 test examples. The 90 negative proteins are excluded from the sampling process in Step 2 of Algorithm 1. In the experiment, t = 100. For comparison purposes, we replace TNRLD in Algorithm 1 with the transductive inference procedure either using linear SVM or kernel SVM. When linear SVM is used, C = 10000. When kernel SVM is used, Gaussian kernel is used with σ = 1 and C = 1000000. These parameters are chosen to minimize the number of support vectors and to achieve best classification performance (on the training set) within reasonable computational time.



5.3. Experimental Results. In the experiment, confidence scores of the 90 positive and 90 negative test proteins are computed using Algorithm 1 with the number of trials t = 100. Then the confidence scores are computed again with the NRLD in TNRLD replaced by the linear SVM and the kernel SVM. The confidence score Sx is used to make decision on whether a protein is a drug target that is likely to become an approved drug (i.e. positive) based on a pre-defined threshold θ, i.e. a protein x is positive when Sx > θ; otherwise, x is negative. We vary this threshold θ from 0 to 1 to construct a Receiver Operating Characteristics (ROC) graph [2] (see Figure 1). One observes from Figure 1 that the identification of drug target using (26) with confidence scores based on NR method, linear SVM, or kernel SVM is unlikely to give a false alarm that a negative test protein is a drug target. However, in terms of identifying positive test proteins as drug targets, confidence scores based on NR method outperforms confidence score based on the other two methods. One observes that the Area under an ROC curve (AUC) for using confidence score based on NR method is larger



Figure 1. Receiver Operating Characteristics (ROC) graphs for identification of drug targets using (26) with confidence scores based on NR method, linear SVM and kernel SVM.



From Figure 2 (Top), one can see that for any threshold θ ∈ [0, 1], the true positive rate for identifying the drug target is always higher using the confidence scores based on NR method than using the confidence score based on either linear SVM or kernel SVM. It follows from Figure 2 (Bottom) that the false positive rate is about the same for the three methods when θ varies from 0 to 1. The slightly higher false positive rate of NR method is compensated by its consistently higher true positive for θ ∈ [0, 1]. From Figure 2, one can choose θ = 0.1 when the confidence scores based on NR method is used for identifying drug targets such that the true positive rate is about 0.8 and false positive rate is less than 0.05. The numbers of positive and negative test proteins in confidence score intervals [0.1(i − 1), 0.1i], i = 1, · · · , 10 are shown in the top and bottom histograms in Figure 3 for TNRLD. One notes that the confidence score Sx is meaningful as a positive protein has larger Sx (> 0.1), i.e. a protein with larger Sx is likely to be a drug target of an approved drug. When NRLD in the transductive inference procedure in Algorithm 1 is replaced by linear SVM, the confidence scores are not useful in identifying potential drug targets. More than 60 of the 90 positive test proteins have confidence scores less than 0.1. Also, all the negative test proteins have confidence scores less than 0.1. It is hard to discriminate between negative and positive proteins. When



Figure 3. Confidence scores computed using Algorithm 1: Histogram shows the proportion of test proteins (positive and negative) in different confidence score intervals.



score of between 0.4 and 0.5 (the exact score is 0.47). This negative test protein may be a potential approved drug that deserves further investigation.



Acknowledgement Figure 2. True positive rate (Top) and false positive rate (Bottom) of drug targets identification using (26) with confidence scores based on NR method, linear SVM and kernel SVM when θ varies from 0 to 1.



NRLD in the transductive inference procedure in Algorithm 1 is replaced by kernel SVM, it performs slightly better than linear SVM. However, still about half of the positive test proteins and about 85 of the 90 negative test drug targets have confidence scores less than 0.1. The ability to identify the potential drug targets is still relatively weak. Hence, the confidence score computed using TNRLD identifies potential drug targets much better than the other two confidence scores based on linear SVM and kernel SVM. The main problem using the Lagrange multipliers from linear SVM or kernel SVM to compute confidence scores lies in the fact that for many x ∈ X, λxp = λxn . One suggestion to overcome this problem for SVM is to use (w, x) − b for an object x instead of the Lagrange multiplier. Finally, we note that a small number of the negative samples may actually be drug targets that are likely to be approved drugs unknown to us. From Figure 3, we observe that one negative protein stands out and has a confidence
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