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Constructions of Self-Dual and Formally Self-Dual Codes from Group Rings Steven T. Dougherty Department of Mathematics University of Scranton Scranton, PA 18510 USA Joseph Gildea Rhian Taylor University of Chester Chester, UK Alexander Tylshchak Department of Algebra Uzhgorod State University Ukraine December 8, 2016 Abstract We give constructions of self-dual and formally self-dual codes from group rings where the ring is a finite commutative Frobenius ring. We improve the existing construction given in [12] by showing that one of the conditions given in the theorem is unnecessary and, moreover, it restricts the number of self-dual codes obtained by the construction. We show that several of the standard constructions of self-dual codes are found within our general framework. We prove that our constructed codes correspond to ideals in the group ring RG and as such must have an automorphism group that contains G as a subgroup. We also prove that a common construction technique for producing self-dual codes cannot produce the putative [72, 36, 16] Type II code. Additionally, we show precisely which groups can be used to construct the extremal Type II codes over length 24 and 48.
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Introduction



Self-dual codes over fields and rings are one of the most important and widely studied families of codes. They have interesting connections to groups, designs, lattices and other objects as well. As such, constructions of interesting self-dual codes are an important area of study in coding theory. In [12], Hurley gave a construction of self-dual codes from elements in a group algebra. The constructions were done generally in the group algebra F2 D2k , where D2k is the dihedral group of order 2k. In [14], McLoughlin gave a construction of the extremal [48, 24, 12] using this construction technique. Additionally, numerous techniques have been described using commutative Frobenius rings to construct binary self-dual and formally self-dual codes by Yildiz, Karadeniz and others (see [7], [8], [9] for example). In this paper, we expand this construction to codes over finite commutative Frobenius rings and show how to construct isodual and formally self-dual codes as well. Additionally, we construct self-dual and formally self-dual codes over various families of rings, which, in turn, give formally self-dual and self-dual binary codes via a Gray map. We consider additional groups as well and expand the constructions using these groups.



1.1



Codes



b be Let R be a finite ring. We assume that all rings contain a multiplicative identity. Let R the character module of R. Then for a finite ring R the following are equivalent. • R is a Frobenius ring. b∼ • As a left module, R = R R. b∼ • As a right module, R = RR . For commutative rings we can say that the R-module R is injective and that if R is a finite local ring with maximal ideal m and residue field k, then a Frobenius ring has dimk Ann(m) = 1. Throughout this paper, we shall always assume that the rings are commutative. A code over R of length n is a subset of Rn . If the code is a submodule of the ring then we say that the code is a linear code. We attach to the ambient space the usual inner-product, P namely [v, w] = vi wi and define the orthogonal with respect to this inner-product as ⊥ n C = {v ∈ R | [v, w] = 0, ∀w ∈ C}. There is a unique orthogonal code because the ring is commutative. A code is said to be self-orthogonal if C ⊆ C ⊥ and self-dual if C = C ⊥ . We say that two codes C and C 0 are equivalent if C 0 can be formed from C by permuting the coordinates of C. Note that we are not allowing for multiplication of a coordinate by a unit in our definition of equivalent. A code C is said to be isodual if C and C ⊥ are equivalent codes. The automorphism group of a code C, denoted Aut(G), consists of all permutations of the coordinates of the code that fix the code. 2



Let C be a code over a ring R = {a0 , a1 , . . . , ar−1 }. The complete weight enumerator for the code C is defined as: cweC (xa0 , xa1 , . . . , xar−1 ) =



r−1 XY



xnaii (c)



(1)



c∈C i=0



where there are ni (c) occurrences of ai in the vector c. The Hamming weight of a vector v ∈ Rn is wtH (v) = |{i | vi 6= 0}|. The Hamming weight enumerator is given by X WC (x, y) = xn−wtH (c) y wtH (c) = cweC (x, y, y, . . . , y). (2) c∈C



Throughout this work we restrict ourselves to Frobenius rings since this is the class of rings for which MacWilliams relations exist. That is, the weight enumerator of a code over a Frobenius ring uniquely determines the weight enumerator of its orthogonal. The MacWilliams relations imply that for a code C over a Frobenius ring R we have |C||C ⊥ | = |R|n . This often fails for codes over non-Frobenius rings. In that sense, it is very difficult to discuss self-dual and formally self-dual codes over non-Frobenius rings. A Gray map is a distance preserving map φ from R to Ft2 for some t. We define the Lee weight, wtL (a) of an element a ∈ R as the Hamming weight of φ(a). We then extend this to Rn by saying that the Lee weight of a vector is the sum of the Lee weights of the coordinates of the vector. Then the Lee weight enumerator of a code C over R with an associated Gray map is defined as: X xN −wtL (c) y wtL (c) , (3) LC (x, y) = c∈C



where N is the length of the binary image of the code C under the Gray map. Note that the Lee weight enumerator of a code C is the Hamming weight enumerator of the code φ(C). We say that a code C is formally self-dual with respect to a weight enumerator if the weight enumerators of C and C ⊥ are identical. Note that a self-dual code is necessarily formally self-dual with respect to all weight enumerators but a code can be formally selfdual and not self-dual. Moreover, a code can be formally self-dual with respect to one weight enumerator and not another.



1.2



Group Rings



P Let G be a finite group or order n, then the group ring RG consists of ni=1 αi gi , αi ∈ R, gi ∈ P P G. Addition in the group ring is done by coordinate addition, namely ni=1 αi gi + ni=1 βi gi = Pn Pn Pn P i=1 (αi + βi )gi . The product is given by ( i=1 αi gi )( j=1 βj gj ) = i,j αi βj gi gj . This gives P that the coefficient of gi in the product is gj gk =gi αi βj . Group rings are defined for groups and rings of arbitrary cardinality but, in this paper, we shall only be concerned with finite rings and finite groups. If R is a field then the term group 3



algebra is usually used in this case since the structure is an algebra as well. Throughout this paper we use eG to refer to the identity element of any group G. We denote the space of n by n matrices with coefficients in R by Mn (R). Note that Mn (R) is, in general, a non-commutative ring. A matrix M , where the indices are given by the elements in Zn , is said to be circulant if Mi,j = M1,j−i (mod n) , that is the matrix is formed by cycling the first row to the right. A matrix M , where the indices are given by the elements in Zn , is said to be reverse circulant if Mi,j = M1,j+i (mod n) , that is the matrix is formed by cycling the first row to the left. It is immediate from the definition that a reverse circulant matrix is symmetric, that is, M = MT .



1.3



Family of Rings



In this section, we shall describe a family of rings which is useful in producing binary formally self-dual codes via their associated Gray maps. Define the ring Rk as Rk = F2 [u1 , u2 , . . . , uk ]/hui 2 , ui uj − uj ui i.



(4)



These rings are local rings of characteristic 2 with maximal ideal m = hu1 , u2 , . . . , uk i. k The socle for the ring Rk is Soc(Rk ) = hu1 u2 · · · uk i = m⊥ . We have that |Rk | = 22 . The rings Rk were described in [7], [8], and [9]. We can describe a Gray map for Rk . We define φ1 (a + bu1 ) = (b, a + b), where φ maps R to F22 . Then view R[u1 , u2 , . . . , us ] as R[u1 , u2 , . . . , us−1 ][us ] and define φs (a+bus ) = (b, a+b). k Then the map φk is map from Rk to F22 . The following theorem appears in [9]. k



Theorem 1.1. Let C be a self-dual code over Rk then φk (C) is a self-dual code in F22 . We shall give several examples where we construct self-dual codes over Rk using the method in the paper and then use the Gray map to construct a binary self-dual code of longer length.



2



Matrix Construction



In this section, we shall give a construction of codes in Rn from the group ring RG. This construction was first given for codes over fields by Hurley in [12]. Let R be a finite commutative Frobenius ring and let G = {g1 , g2 , . . . , gn } be a group of order n. Let v ∈ RG.



4



Define the matrix σ(v) ∈ Mn (R) to be  αg−1 g αg1−1 g2 αg1−1 g3 . . .  1 1  αg−1 g1 αg−1 g2 αg−1 g3 . . . 2 2 2 σ(v) =  .. .. .. ..  . . . .  αgn−1 g1 αgn−1 g2 αgn−1 g3 . . .



αg1−1 gn αg2−1 gn .. .



   .  



(5)



αgn−1 gn



The elements g1−1 , g2−1 , . . . , gn−1 are simply the elements of the group G in some order. We take this as the ordering of the elements since it makes the constructions more natural. For a given element v ∈ RG, we define the following code over the ring R: C(v) = hσ(v)i.



(6)



Namely, the code is formed by taking the row space of σ(v) over the ring R. The code C(v) is a linear code since it is the row space of a generator matrix, but it is not possible to determine the size of the code (or the dimension if R is a field) immediately from the matrix. In other words, the rows of the matrix σ(v) are not necessarily linearly independent, although they may be, as we show in the following example. Example 1. Let R be a finite commutative Frobenius ring and let G = {g1 , g2 , . . . , gn } be a P P group. Let v1 = 0gi . Then σ(v1 ) is the all zero matrix and C(v1 ) = {0}. Let v2 = αi gi with αj = 1 for some j and αi = 0 for i 6= j. Then σ(v) is permutation equivalent to In , the n by n identity matrix, which gives that C(v2 ) = Rn . Example 2. Let v = (1+s+s2 +s3 )(1+t) ∈ F2 M16 where M16 = hs, t | s8 = t2 = 1, st = ts5 i is the modular group of order 16. Then, 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 1 0 0 0 0 1 1 1



 00 00 10 11 11 11 01 00 01 01 11 10 10 10 00 01  0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 0 1 1 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1   σ(v) =  11 11 11 01 00 00 00 10 01 01 01 11 10 10 10 00  1 0 0 0 0 1 1 1 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 0 1 0 0 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0 1 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 0 0 0 1 1 1 1 0 1 1 1 0 0 0 0 1



and σ(v) is equivalent to 1 0 0 0 0



0 1 0 0 0



0 0 1 0 0



0 0 0 1 0



0 0 0 0 1



1 1 0 0 1



1 0 1 0 1



1 0 0 1 1



0 1 1 1 0



1 0 1 1 0



1 1 0 1 0



1 1 1 0 0



1 1 1 1 1



0 0 1 1 1



0 1 0 1 1



0 1 1 0 1



! .



Clearly, C(v) is the [16, 5, 8] Reed-Muller code. We shall now show that the codes we construct are actually ideals in the group ring. We use this to get information about the automorphism group of the constructed code. 5



Theorem 2.1. Let R be a finite commutative Frobenius ring and G a finite group of order n. Let v ∈ RG and C(v) the corresponding code in Rn . Let I(v) be the set of elements of P RG such that αi gi ∈ I(V ) if and only if (α1 , α2 , . . . , αn ) ∈ C(v). Then I(v) is a left ideal in RG. Proof. The rows of σ(v) consist precisely of the vectors that correspond to the elements hv in RG where h is any element of G. The sum of any two elements in I(v) corresponds exactly to the sum of the corresponding elements in C(v) and so I(v) is closed under addition. P Let w1 = βi gi ∈ RG. Then if w2 corresponds to a vector in C(v), it is of the form P P P P γj hj v. Then w1 w2 = βi gi γi hi v = βi γj gi hj v which corresponds to an element in C(v) and gives that the element is in I(v). Therefore I(V ) is a left ideal of RG. Example Let v = 1 + ba + ba2 + ba3 ∈ F2 D8 where ha, bi ∼ = D8 . Then σ(v) =  1 0 0 0 0 1 13.1  0 1 0 0 1 1 1 0   1 0 0 0 0 1 1 1  00 00 10 01 11 10 01 11  0 1 0 0 1 1 1 0  0 1 1 1 1 0 0 0  and σ(v) is equivalent to A = 0 0 1 0 1 1 0 1 . Clearly C(v) = hσ(v)i is the 1 1 1 0 0 1 0 0 1 1 0 1 0 0 1 0 1 0 1 1 0 0 0 1



0 0 0 1 1 0 1 1



[8, 4, 4] extended Hamming code. Let v1 = 1 + ba + ba2 + ba3 ∈ F2 D8 , v2 = 1 + b + ba + ba2 ∈ F2 D8 , v3 = 1 + b + ba + ba3 ∈ F2 D8 and v4 = 1 + b + ba2 + ba3 ∈ F2 D8 where vi are the group P4 α v |α ∈ F . Then I(v) is ring element corresponding to the rows of A. Let I(v) = i i i 2 i=1 a left ideal of F2 D8 and in particular I(v) is the left principle ideal of F2 D8 generated by v. Corollary 2.2. Let R be a finite commutative Frobenius ring and G a finite group of order n. Let v ∈ RG and C(v) the corresponding code in Rn . Then the automorphism group of C(v) has a subgroup isomorphic to G. Proof. Since I(v) is an ideal in RG we have that I(V ) is invariant by the action of the elements of G. It follows immediately that the automorphism group of C(v) contains G as a subgroup. We note that our construction gives a natural generalization of cyclic codes since cyclic codes are ideals in RCn where Cn is the cyclic group of order n. Cyclic codes are held invariant by the cyclic shift whereas our codes are held invariant by the action of the group G on the coordinates. Moreover, this is the strength of our construction technique. Namely, we can construct a code whose automorphism group must contain a given group. Example 4. Let C be the extremal [48, 24, 12] Pless symmetry code. The automorphism group of this code is P SL(2, 47). A computation in GAP [10] shows that the only subgroup of P SL(2, 47) of order 48 is D48 . Hence the only possible construction of this code by our technique must have G = D48 . This construction is given by McLoughlin in [14]. Combining the results in [2], [3], [4], [16], [17] and [18], we have that the automorphism group of a putative [72, 36, 16] code must have order 1,2, 3, 4, or 5. See [6] for details on the 6



automorphism group and a detailed description of this putative code. Since it is impossible for a group of order 72 to satisfy these we have the following corollary. Corollary 2.3. The putative [72, 36, 16] code cannot be of the form C(v) for any v ∈ F2 G for any group G. Proof. The result follows immediately from Corollary 2.2 and the previous discussion. Note that a code whose automorphism group is trivial cannot be constructed by this technique. For example, in [13], it was shown that if a projective plane of order 10 existed there would be a [112, 56, 12] self-dual code with no weight 16 vectors that had a trivial automorphism group. This code was shown not to exist. Such a code could not be constructed in a group ring. The following is a rephrasing, in more general terms, of Theorem 1 in [12]. Specifically, in [12], R is assumed to be a field. The proof is identical and simply consists of showing that addition and multiplication is preserved. Theorem 2.4. Let R be a finite commutative Frobenius ring and let G be a group of order n. Then the map σ : RG → Mn (R) is an injective ring homomorphism. P P For an element v = αi gi ∈ RG, define the element v T ∈ RG as v T = αi gi−1 . This is sometimes known as the canonical involution for the group ring. The reason this notation is used in this setting will be apparent by the next lemma. The following is a straightforward generalization of a result in [12]. Lemma 2.5. Let R be a finite commutative Frobenius ring and let G be a group of order n. For an element v ∈ RG, we have that σ(v)T = σ(v T ). Proof. The ij-th element of σ(v T ) is α(gi−1 gj )−1 = αgj−1 gi which is the ji-th element of σ(v). We next give our first result about the structure of our constructed codes. Lemma 2.6. Let R be a finite commutative Frobenius ring and let G be a group of order n. If v = v T and v 2 = 0 then Cv is a self-orthogonal code. Proof. If v = v T then σ(v)T = σ(v T ) by Lemma 2.5. Then we have that (σ(v)σ(v))ij is the inner-product of the i-th and j-th rows of σ(v). Since v 2 = 0, by Theorem 2.4 we have that σ(v)σ(v) = 0. This gives that any two rows of σ(v) are orthogonal and hence they generate a self-orthogonal code. We can now use this lemma to construct self-dual codes. For codes over fields we could simply use the dimension of σ(v), however over an arbitrary Frobenius ring we cannot determine the size of the generated code simply from the rank of the matrix. Therefore, we have the following theorem. 7



Theorem 2.7. Let R be a finite commutative Frobenius ring and let G be a group of order n n and let v ∈ RG. If v = v T , v 2 = 0 and |Cv | = |R| 2 then Cv is a self-dual code. n



Proof. By Lemma 2.6 the code Cv is self-orthogonal and since |Cv | = |R| 2 we have that Cv is self-dual. Notice that unlike the field case we are not assuming that n is even. For example, let R = Rk and let G be the trivial group of size 1 and let v = ui eG where eG is the identity of the group. Then σ(v) = (ui ) and Cv is a self-dual code of length 1. In the following example, we show the strength of this construction by constructing a code over R1 using the alternating group on 4 letters which has an image under the associated Gray map of the length 24 extended Golay code. Example 5. We shall use the previous results to construct the binary Golay code from the ring R1 . Let v = u(b + ab + ac + bc2 ) + (bc + bc2 ) + (1 + u)(c2 + abc2 ) ∈ R1 A4 . Then, Cv is a self-dual code of length 12 over R1 . Hence φk (C) is a binary self-dual code of length 12 by Theorem 1.1. The  binary code φk (C)  has a generator matrix of the following form: 



 I12 A where A =



1 1  11 1 1 1 0 0 0 0 0



0 1 1 0 0 1 1 1 1 0 1 0



1 1 1 1 0 0 0 1 0 1 1 0



1 0 1 0 1 0 1 0 1 1 1 0



0 0 1 1 1 1 0 1 1 1 0 0



0 1 0 0 1 1 1 0 1 1 0 1



1 1 0 0 1 0 1 1 0 0 1 1



0 0 0 1 0 0 1 1 1 1 1 1



1 1 0 1 0 1 0 1 1 0 0 1



1 0 1 0 0 1 1 1 0 1 0 1



0 1 1 1 1 0 0 0 1 0 1 1



1 0 0 1 1 1 . 0 0 0 1 1 1



It is a simple computation to see that φk (Cv )



is the [24, 12, 8] Golay code. Lemma 2.8. Let R be a finite commutative Frobenius ring and let G be a group of order n. P If v = αi gi and w = αi gi h for some h ∈ G then Cv and Cw are equivalent codes. Proof. The generator matrix for Cw is formed from the generator matrix of Cv by permuting the columns corresponding to multiplication of the elements of G by h. Hence, the codes are equivalent. ∼ Example 6. Let v1 =1+xz+yz+xyz  ∈ F2 (C2 ×C2 ×C2 ) where hx, y, zi = C2 ×C2 ×C2 . Now 1 0 0 0 0 1 1 1 σ(v1 ) is equivalent to 00 10 01 00 11 01 10 11 . The code C(v1 ) is the the [8, 4, 4] extended Hamming 0 0 0 1 1 1 1 0



code. Next, let us consider v 2 = (1 + xz + yz  + xyz)y = y + xz + z + xyz ∈ F2 (C2 × C2 × C2 ). 1 0 0 1 0 0 1 1 Then σ(v2 ) is equivalent to 00 10 01 11 00 11 01 10 . Clearly C(v1 ) is equivalent to C(v2 ). 0 0 0 0 1 1 1 1



2.1



Binary Golay Code



We shall consider constructions of the [24, 12, 8] binary Golay code from F2 G. It is well known that the automorphism group of the [24, 12, 8] code is the Mathieu group M24 and



8



the only possible groups for the construction are SL(2, 3), D24 , (C6 × C2 ) o C2 , C3 × D8 , C2 × A4 and C22 × D6 1 . Initially, it was shown in [1] that the [24, 12, 8] could be constructed from ideals in the group algebra F2 S4 where S4 is the symmetric group on 4 elements. In [15], the [24, 12, 8] code was constructed from F2 D24 . We shall now separately consider the remaining cases. • The group C3 × D8 Let 4 X v= [ai−1 (αi + αi+4 z + αi+8 z 2 ) + bai−1 (αi+12 + αi+16 z + αi+20 z 2 )] ∈ F2 (C3 × D8 ) i=1



where hzi = C3 , ha, bi = D8 and αi ∈ F2 . Now σ(v) =



A B B A



!



   B1 B2 B3 A1 A2 A3     where A = A3 A1 A2 , B = B3 B1 B2 , B2 B3 B1 A2 A3 A1 



A1 = cir(α1 , α2 , α3 , α4 ), A2 = cir(α5 , α6 , α7 , α8 ), A3 = cir(α9 , α10 , α11 , α12 ), B1 = rcir(α13 , α14 , α15 , α16 ), B2 = rcir(α17 , α18 , α19 , α20 ), B3 = rcir(α21 , α22 , α23 , α24 ) and cir(α1 , α2 , . . . , αn ), rcir(α1 , α2 , . . . , αn ) are circulant and reverse circulant matrices respectively and α1 , α2 , . . . , αn is the first row of the respective matrices. Clearly hσ(v)i is self-dual if σ(v)T = σ(v). Now, σ(v)T = σ(v) if and only if a2 = a4 , a5 = a9 , a6 = a12 , a7 = a11 , a8 = a10 , a17 = a21 , a18 = a22 , a19 = a23 and a20 = a24 . Next, consider elements of F2 (C3 × D8 ) of the form {α1 + α2 (a + a3 ) + α3 a2 + α4 (z + z 2 ) + α5 az(1 + a2 z) + α6 a2 z(1 + z) + α7 az(a2 + z) +



4 X



b(αi+7 + αi+11 (z + z 2 ))ai−1 | αi ∈ F2 }



i=1 1



These groups are SmallGroup(24,i) for i ∈ {3, 6, 8, 10, 12, 13, 14} according to the GAP system [10].



9



and in particular the element v1 = 1 + b[(ˆ a + 1) + (1 + a)(ˆ z + 1)] of this set where P3 P2 i i a ˆ = i=0 a and zˆ = i=0 z . The matrix σ(v1 ) is equivalent to ! I A A I where



0 1 1 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 0 1 1 0 0 1



 11 10 01 11 00 01 11 10 00 01 11 10  1 1 0 0 0 1 1 1 1 1 0 0   A =  10 00 01 11 11 11 10 01 10 00 01 11  . 0 1 1 0 1 0 1 1 0 1 1 0 1 1 0 0 1 1 0 0 0 1 1 1 1 0 0 1 1 0 0 1 1 1 1 0 0 0 1 1 0 0 1 1 1 1 0 1 0 1 1 0 0 1 1 0 1 0 1 1



It is a small computation to see that C(v1 ) is the [24, 12, 8] code. Moreover, it can be shown that the above set contains 128 elements that generate the [24, 12, 8] code. • The group C2 × A4 Let 3 X v= (α4i−3 + α4i−2 a + α4i−1 b + α4i ab + α4i+9 x + α4i+10 xa + α4i+11 xb + α4i+21 xab)ci−1 i=1



∈ F2 (C2 × A4 ) where hxi = C2 , a = (1, 2)(3, 4), b = (1, 3)(2, 4) and c = (1, 2, 3) and αi ∈ F2 . Now ! A B σ(v) = B A     B2 B2 B3 A2 A2 A3     where A = A4 A5 A6 , B = B4 B5 B6 , B7 B8 B9 A7 A8 A9 A1 = bc(α1 , α2 , α3 , α4 ), A2 = bc(α5 , α6 , α7 , α8 ), A3 = bc(α9 , α10 , α11 , α12 ), A4 = bc(α9 , α12 , α10 , α11 ), A5 = bc(α1 , α4 , α2 , α3 ), A6 = bc(α5 , α8 , α6 , α7 ), A7 = bc(α5 , α7 , α8 , α6 ), A8 = bc(α9 , α11 , α12 , α10 ), A9 = bc(α1 , α3 , α4 , α2 ), B1 = bc(α13 , α14 , α15 , α16 ), B2 = bc(α17 , α18 , α19 , α20 ), B3 = bc(α21 , α22 , α23 , α24 ), B4 = bc(α21 , α24 , α22 , α23 ), B5 = bc(α13 , α16 , α14 , α15 ), B6 = bc(α17 , α20 , α18 , α19 ), B7 = bc(α17 , α19 , α20 , α18 ), B8 = bc(α21 , α23 , α24 , α22 )and B9= bc(α13 , α15 , α16 , α14 ) where bc(a, b, c, d) is a matrix that takes the form



a b c d



b a d c



c d a b



d c b a a21 ,



. Now, σ(v) = σ(v)T if



and only if a5 = a9 , a6 = a12 , a7 = a10 , a8 = a11 , a17 = a18 = a24 , a19 = a24 and a20 = a23 . Next, consider elements of F2 (C2 × A4 ) of the form {



1 X



xi ((α8i+1 + α8i+2 a + α8i+3 b + α8i+4 ab)+



i=0



(α8i+5 + α8i+6 a + α8i+7 b + α8i+8 ab)(c + c2 )) | αi ∈ F2 }, 10



and in particular the element v1 = 1 + x(1 + b(1 + a)(1 + c2 )) + xa(1 + b)c of this set. The matrix σ(v1 ) is equivalent to ! I A A I where



1 0 1 1 0 1 0 1 0 0 1 1 0 1 1 1 1 0 1 0 0 0 1 1



 11 11 10 01 01 10 01 10 11 11 00 00  0 1 0 1 1 1 0 1 0 1 1 0   A =  10 01 10 01 10 11 11 01 11 00 00 11  . 1 0 1 0 1 0 1 1 0 1 1 0 0 0 1 1 0 1 1 0 1 1 1 0 0 0 1 1 1 0 0 1 1 1 0 1 1 1 0 0 1 0 0 1 1 0 1 1 1 1 0 0 0 1 1 0 0 1 1 1



It is a small computation to see that C(v1 ) is the [24, 12, 8] code. Moreover, it can be shown that the above set contains 384 elements that generate the [24, 12, 8] code. • The group G = (C6 × C2 ) o C2 Let v=



4 X



(αi y i−1 + αi+4 xy i−1 + αi+8 x2 y i−1 + αi+12 y i−1 z + αi+16 xy i−1 z + αi+20 x2 y i−1 z)



i=1



∈ F2 ((C6 × C2 ) o C2 ) where (C6 × C2 ) o C2 = hx, y, z | x3 = y 4 = z 2 = 1, xy = yx2 , xz = zx, yz = zy 3 i and αi ∈ F2 . Now,  α1 α2 α3 α4 α5 α6 α7 α8 α9 α10 α11 α12 α13 α14 α15 α16 α17 α18 α19 α20 α21 α22 α23 α24  α2 α1 α13 α10 α4 α11 α9 α18 α17 α14 α6 α24 α3 α5 α7 α21 α15 α23 α22 α8 α16 α21 α19 α8 α20 α6 α12



 αα143  α5  α24  α17  α23  α9  αα10  α12 11 σ(v) =   αα134  α15  α19  α7  α18  α16  α20  α22



α13 α1 α4 α10 α19 α7 α8 α15 α5 α22 α21 α2 α14 α9 α24 α17 α20 α6 α18 α12 α11 α23 α16



α10 α14 α1 α2 α17 α19 α6 α11 α13 α18 α15 α5 α3 α21 α7 α24 α22 α23 α12 α20 α9 α16 α8



α14 α10 α2 α1 α9 α21 α12 α24 α3 α23 α7 α4 α13 α19 α15 α11 α16 α18 α6 α8 α17 α22 α20



α12 α16 α7 α9 α1 α23 α14 α18 α15 α21 α2 α22 α17 α20 α3 α8 α10 α24 α5 α11 α13 α4 α19



α9 α17 α16 α22 α8 α1 α24 α13 α12 α5 α18 α15 α6 α2 α23 α3 α21 α4 α11 α10 α20 α19 α14



α18 α23 α24 α11 α4 α6 α1 α22 α21 α9 α10 α20 α19 α12 α14 α16 α13 α17 α2 α15 α5 α3 α7



α7 α15 α12 α6 α18 α13 α21 α1 α16 α14 α8 α17 α22 α3 α20 α2 α24 α10 α19 α4 α23 α11 α5



α4 α5 α13 α3 α15 α11 α22 α19 α1 α8 α17 α14 α2 α24 α9 α21 α6 α20 α16 α23 α7 α12 α18



α24 α21 α18 α8 α22 α5 α9 α4 α23 α1 α16 α19 α20 α14 α12 α10 α17 α13 α7 α3 α6 α15 α2



α6 α22 α15 α17 α2 α18 α10 α23 α7 α19 α1 α16 α9 α8 α13 α20 α14 α11 α4 α24 α3 α5 α21



α3 α2 α5 α14 α21 α15 α20 α7 α4 α16 α19 α1 α10 α17 α11 α9 α8 α12 α23 α6 α24 α18 α22



α5 α4 α3 α13 α7 α24 α16 α21 α2 α20 α9 α10 α1 α11 α17 α19 α12 α8 α22 α18 α15 α6 α23



α17 α9 α22 α16 α20 α2 α11 α3 α6 α4 α23 α7 α12 α1 α18 α13 α19 α5 α24 α14 α8 α21 α10



α22 α6 α17 α15 α3 α8 α4 α20 α9 α11 α13 α12 α7 α18 α1 α23 α5 α19 α10 α21 α2 α14 α24



α15 α7 α6 α12 α23 α3 α19 α2 α22 α10 α20 α9 α16 α13 α8 α1 α11 α14 α21 α5 α18 α24 α4



α8 α20 α21 α19 α10 α22 α13 α6 α24 α7 α4 α23 α11 α16 α5 α12 α1 α15 α3 α17 α14 α2 α9



α21 α24 α8 α18 α6 α14 α7 α10 α20 α13 α12 α11 α23 α5 α16 α4 α15 α1 α9 α2 α22 α17 α3



α23 α18 α11 α24 α5 α12 α2 α16 α19 α17 α14 α8 α21 α6 α10 α22 α3 α9 α1 α7 α4 α13 α15



α19 α11 α20 α23 α12 α10 α15 α14 α8 α3 α6 α24 α18 α4 α22 α5 α7 α2 α17 α1 α16 α9 α13



α16 α12 α9 α7 α13 α20 α5 α8 α17 α24 α3 α6 α15 α23 α2 α18 α4 α21 α14 α19 α1 α10 α11



α20 α8 α19 α21 α14 α16 α3 α12 α11 α15 α5 α18 α24 α22 α4 α6 α2 α7 α13 α9 α10 α1 α17



α11 α19 α23 α20 α16 α4 α17 α5 α18 α2 α22 α21 α8 α10 α6 α14 α9 α3 α15 α13 α12 α7 α1



and σ(v) = σ(v)T if and only if a4 = a14 , a6 = a24 , a7 = a17 , a8 = a23 , a11 = a12 , a16 = a19 and a21 = a22 . Next, consider elements of F2 ((C6 × C2 ) o C2 ) of the form {



4 2 X X (αi y i−1 + αi+4 xy i−1 ) + (αi+8 x2 y i−1 + αi+12 y i+1 z) + (α11 x2 y 2 + α17 x2 z)(1 + y) i=1



i=1 2 3



+ α4 yz + α6 x y z + α7 xz + x2 y 2 zα8 + α12 z + α14 xy 2 z + α15 xyz + α16 xy 3 z} 11



                



and in particular the element v1 = 1 + [a + b + b3 + (a + a2 )(b2 + b3 )]c of this set. The matrix σ(v1 ) is equivalent to   I A



where



0 1 0 1 1 0 1 1 0 0 1 1 0 1 0 0 1 1 1 0 1 1 1 0



 10 00 11 01 11 01 11 10 11 00 10 01  1 1 0 1 1 1 0 0 0 1 0 1   A =  11 11 10 00 00 10 10 01 01 01 11 11  . 1 0 1 1 0 1 0 0 1 1 1 0 1 1 0 1 0 1 1 1 1 0 0 0 0 0 1 0 1 1 0 1 0 1 1 1 1 0 1 1 0 0 1 1 0 1 0 1 0 1 1 1 1 0 0 1 1 1 0 0



It is a small computation to see that C(v1 ) is the [24, 12, 8] code. Moreover, it can be shown that the above set contains 576 elements that generate the [24, 12, 8] code. • The group SL(2, 3) Let v=



6 X



 xi−1 αi + α6+i y + α12+i y 2 + α18+i y 2 x ∈ F2 SL(2, 3)



i=1



where SL(2, 3) = hx, y | x3 = y 3 = (xy)2 i  A1 A  5 σ(v) =   A9 A13



and αi ∈ F2 . Now,  A2 A3 A4 A6 A7 A8   , A10 A11 A12  A14 A15 A16



where A1 = circ(α1 , α2 , α3 , α4 , α5 , α6 ), A2 = circ(α7 , α8 , α9 , α10 , α11 , α12 ), A3 = circ(α13 , α14 , α15 , α16 , α17 , α18 ), A4 = circ(α19 , α20 , α21 , α22 , α23 , α24 ), A5 = circ(α16 , α22 , α8 , α13 , α19 , α11 ), A6 = circ(α1 , α21 , α14 , α4 , α24 , α17 ), A7 = circ(α7 , α20 , α5 , α10 , α23 , α2 ), A8 = circ(α18 , α12 , α6 , α15 , α9 , α3 ), A9 = circ(α10 , α15 , α21 , α7 , α18 , α24 ), A10 = circ(α16 , α6 , α20 , α13 , α3 , α23 ), A11 = circ(α1 , α12 , α19 , α4 , α9 , α22 ), A12 = circ(α2 , α17 , α11 , α5 , α14 , α8 ), A13 = circ(α9 , α14 , α20 , α12 , α17 , α23 ), A14 = circ(α15 , α5 , α19 , α18 , α2 , α22 ), A15 = circ(α6 , α11 , α24 , α3 , α8 , α21 ), A16 = circ(α1 , α16 , α10 , α4 , α13 , α7 ). Now, σ(v) = σ(v)T if and only if α2 = α6 , α3 = α5 , α7 = α16 , α8 = α11 , α9 = α19 , α10 = α13 , α12 = α22 , α14 = α24 , α15 = α18 , α17 = α21 and α20 = α23 . Next, consider elements of F2 SL(2, 3) of the form: {α1 + α2 (x + x5 ) + α3 (x2 + x4 ) + α4 x3 + α5 (y + x3 y 2 ) + α6 (xy + x4 y) + α7 (x2 y + y 2 x) + α8 (x3 y + y 2 ) + α9 (x5 y + x3 y 2 x) + α10 (xy 2 + x5 y 2 x) + α11 (x2 y 2 + x5 y 2 ) + α12 (x4 y 2 + x2 y 2 x) + α13 (xy 2 x + x4 y 2 x) | αi ∈ F2 }. 12



It can be shown that it is not possible to construct the [24, 12, 8] from any element of this set.



• The group C22 × D6 Let v = 2 X



[(αi+1 +αi+4 z+αi+7 w+αi+10 zw)+b(αi+13 +αi+16 z+αi+19 w+αi+22 zw)]ai ∈ F2 (C22 ×D6 )



i=0



where hz, wi = C22 , ha, bi = D6 and αi ∈ F2 . Now σ(v) =



A B B A



!



   B1 B2 B3 B4 A1 A2 A3 A4 B B B B  A A A A   2  2 1 4 3 1 4 3 , B = where A =   , A1 = cir(α1 , α2 , α3 ), A2 =  B3 B4 B1 B2  A3 A4 A1 A2  B4 B3 B2 B1 A4 A3 A2 A1 cir(α4 , α5 , α6 ), A3 = cir(α7 , α8 , α9 ), A4 = cir(α10 , α11 , α12 ), B1 = rcir(α13 , α14 , α15 ), B2 = rcir(α16 , α17 , α18 ), B3 = rcir(α19 , α20 , α21 ) and B4 = rcir(α22 , α23 , α24 ). Now, σ(v) = σ(v)T if and only if α2 = α3 , α5 = α6 , α8 = α9 and α11 = α12 . Next, consider elements of F2 (C22 × D6 ) of the form 



{α1 + α3 z + α5 w + α7 zw + (a + a2 )(α2 + α4 z + α6 w + α8 zw) +



2 X



+bai (αi+13 + αi+16 z + αi+19 w + αi+22 zw)}.



i=0



It can be shown that it is not possible to construct the [24, 12, 8] Golay code from any element of this set. We summarize these results in the following theorem. Theorem 2.9. The [24, 12, 8] Type II code can be constructed in F2 G precisely for the following groups of order 24: S4 , D24 , C3 × D8 , C2 × A4 and (C6 × C2 ) o C2 .
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The Dihedral Group



Let D2k be the dihedral group. We describe the group by D2k = ha, b | a2 = bk = 1, ab = b−1 ai. The ordering of the elements for the map σ is 1, b, b2 , . . . , bk−1 , a, ab, ab2 , . . . , abk−1 . It is this group that McLoughlin used in [14] to give a construction of the binary [48, 24, 12] extremal Type II code. 13



Let v =



P



              



αai ,bj ai bj . In this case, the matrix σ(v) is of the form:



α1 αbk−1 .. . αb αa αab .. . αabk−1



αb α1 .. .



αb2 αb .. .



αb2 αb3 αab αab2 αab2 αab3 .. .. . . αa αab



... ... .. .



αbk−1 αbk−2 .. .



αa αab .. .



... α1 αabk−1 . . . αabk−1 α1 ... αa αbk−1 .. .. .. . . . . . . αabk−2 αb



αab αab2 αab2 αab3 .. .. . . αa αab αb αb2 α1 αb .. .. . .



. . . αabk−1 ... αa .. .. . . . . . αabk−2 . . . αbk−1 . . . αbk−2 .. .. . .



αb2



...



αb3



        .      



(7)



α1



This gives that σ(v) is of the form: A B B A



!



where A is a circulant matrix and B is a reverse circulant matrix. We begin by proving a lemma. Lemma 3.1. Let R be a finite commutative Frobenius ring of characteristic 2. Let C be the code generated by a matrix M of the form ! Ik B , B Ik where B is a symmetric k by k matrix. If the free rank of C is k then C is self-dual. Proof. Let D = h(Ik |B)i and D0 = h(B|Ik )i. The inner-product of the i-th row of (Ik |B) and the j-th row of (B|Ik ) is Bi,j + Bj,i = 0 since Bi,j = Bj,i and the characteristic is 2. Therefore D0 = D⊥ since |D||D0 | = |R|n . The code C = hD, D⊥ i. If D 6= D⊥ then |C| > |D|. However, we are assuming that the free rank of C is k. Hence C = D = D⊥ . This gives that C is a self-dual code. In [12], Hurley proves that Cv is self-dual over F2 if v ∈ F2 D24 , v 2 = 0 and the dimension is n2 . We can expand this by showing the following which eliminates the need for v to satisfy v 2 = 0. Theorem 3.2. Let R be a finite commutative Frobenius ring of characteristic 2 and let P v ∈ RDn with v = αi hi where only one αa0 bi is 1 and the rest are 0. If Cv has free rank k, then Cv is a self-dual code.
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Proof. Since only one α2i is 1 and the rest are 0, the generator matrix of Cv is permutation equivalent to a matrix of the form: ! Ik B B Ik where B is a reverse circulant matrix and hence symmetric. Then, by Lemma 3.1, we have the result. To show the importance of the strengthening of this result, consider the element v = 1 + ab ∈ F2 D2k where k is greater than 2. Then (1eD2k + ab)2 6= 0 but Cv is a self-dual code. We continue with a larger example. Example 7. Consider v ∈ F2 D48 such that dim(Cv ) = 24 and the minimum distance of Cv is 10. There are 192 elements v which produce equivalent self-dual codes using the technique. For more information about the importance of this result, see [6]. A common technique for producing self-dual codes is to generate a code with the matrix (I |A) where A is a reverse circulant matrix. Given a code C generated by this matrix we have that C ⊥ is generated by (AT |I n2 ) which is equal to (A|I n2 ) since A is symmetric. If C is a self-dual code then h(A|I n2 )i ⊆ h(I n2 |A)i. This means that the code generated by ! I n2 A is the code C. Consider the first row of this matrix. Reading this as an element A I n2 v ∈ F2 D2k we have that C = C(v). This gives the following. n 2



Theorem 3.3. Let C be a binary self-dual code generated by (I n2 |A) where A is a reverse circulant matrix then C = C(v) for some v ∈ F2 D2k . Applying Corollary 2.3, we have the following. Corollary 3.4. The putative [72, 36, 16] Type II code cannot be produced by (I n2 |A) where A is a reverse circulant matrix. Proof. Corollary 2.3 gives that the [72, 36, 16] Type II code is not formed from an element in a group algebra and so Theorem 3.3 gives the result. This corollary eliminates a commonly used technique in the attempt to construct this putative code. This give a reason why these attempts have not been successful.
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The Cyclic Group cross the Dihedral Group



In this section, we shall use the group G = Cs × D2k . Let Cs = hhi and let D2k = ha, b | a2 = bk = 1, ab = b−1 ai. We shall order the elements as follows: {(1, 1), (1, b), . . . , (1, bk−1 ), (h, 1), (h, b), . . . , (h, bk−1 ), . . . , (hs−1 , 1), (hs−1 , b), . . . , (hs−1 , bk−1 ), (1, ab), . . . , (1, abk−1 ), (h, 1), (h, ab), . . . , (h, abk−1 ), . . . , (hs−1 , 1), (hs−1 , ab), . . . , (hs−1 , abk−1 )}. We see that if we choose v ∈ RG such that only 1 of α(hi ,a0 bj ) is 1 and the rest are 0. Then we get a matrix σ(v) of the form: ! Ik B , B Ik where B is of the following form:    B=  



1A s−1 h A .. . hA



h2 A . . . hs−1 A hA . . . hs−2 A .. .. .. . . . 2 3 h A h A ... 1A hA 1A .. .



     



where hk A indicates the matrix where the i, j-th element is (hk , Ai,j ) and A is a reverse circulant matrix. P Theorem 4.1. Let R be a Frobenius ring and let v ∈ RCs D2k with v = αi hi where only 1 of α(hi ,)a0 bj is 1 and the rest are 0. Let R be a finite commutative Frobenius ring of n characteristic 2. If |Cv | = |R| 2 , then Cv is isodual and hence formally self-dual with respect to any weight enumerator. Proof. We have that the code C(v) is generated by (Ik |B) and then its orthogonal is generated by (B T |Ik ). Then we have that B is equivalent to B T . Therefore C(v) and C(v)⊥ are equivalent and therefore formally self-dual with respect to any weight enumerator. Note that if R is a finite field, then the condition in the previous theorem becomes that dim(Cv ) = n2 . Example 8. Let G be the group C3 D8 . There are exactly 212 = 4096 elements in F2 G with the property that α(hi ,a0 bj ) is equal to 1 when i = j = 0 and equal to 0 otherwise. Of these 256 have dim(Cv ) = 12 and 192 of these codes are formally self-dual but not selfdual and 64 are self-dual. Of the 192 formally self-dual codes, 80 have minimum distance 6 which is optimal for Type I codes. As an example, if v1 = 1 + a(b + b(1 + b)(bh + h2 )) then Cv1 is a formally self-dual code with minimum distance 6. The remaining 112 formally self-dual codes have have minimum distance 4 and Cv2 is an example of such a code where v2 = 1 + a(b2 + h + b3 h + h2 + bh2 ). 16



Example 9. Let G be the group C4 D8 and consider elements of F2 G with the property that α(hi ,a0 bj ) is equal to 1 when i = j = 0 and equal to 0 otherwise. Of these elements, there are 2048 that have dim(Cv ) = 16, of these 512 are self-dual and the remaining 1536 are formally self-dual. Let v1 = 1 + a(ˆb + h)h, v2 = 1 + a(b + b3 + h + h3 + (b2 + ˆb)h2 + (1 + ˆb)h3 ) and v3 = 1 + a(b(1 + h) + ˆbh2 + (b + ˆb)h3 ). The code Cv1 is an example of a formally self-dual with minimum distance 4, the code Cv2 is an example of a formally self-dual with minimum distance 6 and the code Cv3 is an example of a formally self-dual with minimum distance 8. Of the 1536 formally self-dual codes, there are 896 with minimum distance 4, 192 with minimum distance 6 and 448 with minimum distance 8.
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Cyclic Case



In this section, we shall set G = Cn the cyclic group of order n. Since the inception of cyclic codes, it has been an open question to determine which cyclic codes were self-dual. We shall describe when this occurs. We focus on the case when n = 2k. Let G = hhi. Then let hi = hi . We then use as the ordering of the elements of G: (h0 , h2 , . . . , h2k , h1 , h3 , . . . , h2k−1 ). That is gi = h2(i−1) for i = 1 to k and gk+j = h2(j−1)+1 for j = 1 to k. It follows that the form of σ(v) is: 



αh0 αh2k .. .



αh2 αh0 .. .



      α αh6  h4  αh2k−1 αh1  α h  2k−3 αh2k−1  .. ..  . . αh1 αh3



· · · αh2k αh1 · · · αh2k−2 αh2k−1 .. .. .. . . . ··· αh2 αh3 · · · αh2k−3 αh0 · · · αh2k−5 αh2k .. .. ... . . · · · αh2k−1 αh4



 αh3 · · · αh2k−1 αh1 · · · αh2k−3   .. ..  .. . . .   αh5 · · · αh1   . αh2 · · · αh2k   αh0 · · · αh2k−2   .. ..  .. . . .  αh6 · · · αh2



Hence σ(v) is of the form A B D A



!



where A, B and D are circulant matrices. P Choose an element of v such that v = αi hi where only one of α2i = 1 and the rest of α2i are 0. Then the generating matrix is permutation equivalent to a matrix where A is Ik



17



and B and D are circulant matrices. Namely, we get a matrix of the form ! I n2 B . D I n2 Theorem 5.1. Let R be a Frobenius ring of characteristic 2 and let v ∈ RCn with v = P αi hi where only one α2i = 1 and the rest of α2i are 0. If v2k−i = vi for odd i and |C| = |R|k then C(v) is a self-dual code. Proof. By the construction, we have that σ(v) is of the form ! Ik B . D Ik If v2k−i = vi for odd i then D = B T . We have that |C| = |R|k . However, the form of the matrix gives that C contains a free code isomorphic to Rk , namely the code generated by the matrix (Ik |B). This means that C = h(Ik |B)i. Consider the code generated by the matrix (B T |Ik ). This code must be C ⊥ . However, this code is contained in C(v) as well, so we have that C = C ⊥ . Notice that we did not have to determine the cardinality of the code to see that the code was self-dual. Note that it is certainly more difficult to use this technique to construct self-dual codes with the cyclic group. That is, we had to put more restrictions on v to obtain a self-dual code. This is certainly to be expected since it is fairly difficult to find cyclic self-dual codes. Moreover, note that a code over Rk constructed with this technique is cyclic, which gives that its image under the Gray map is quasi-cyclic of index 2k . Example 10. Let G be the cyclic group of order 10 and v = 1+uh+h5 +uh9 ∈ R1 C10 . Then Cv = hσ(v), uσ(v)i is cyclic self-dual code and its image under φ1 is a binary quasi-cyclic self-dual [20, 10, 4] code of index 2. We note that this is a standard construction of self-dual codes, namely you take a vector v and generate a circulant matrix B from it with BB T = −Ik , with n = 2k, and generate the code (Ik |B). Hence we have another of the standard constructions of self-dual codes within our general framework. We can now use our general construction to produce isodual codes. Theorem 5.2. Let R be a finite commutative Frobenius ring with characteristic 2. Let P n v ∈ RCn with v = αi hi where only one α2i = 1 and the rest of α2i are 0. If |C(v)| = |R| 2 then C(v) is a formally self-dual code with respect to any weight enumerator.
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n



Proof. If |C(v)| = |R| 2 then C is generated by the matrix (Ik |B) where B is a circulant matrix. Then its orthogonal is of the form (B T |Ik ). Since B is a circulant code, then by permuting the rows and columns of B we can form B T . This gives that C(v)⊥ is equivalent to C(V ) and hence isodual and therefore formally self-dual code with respect to any weight enumerator. Example 11. Let G be the cyclic group of order 6 and v = 1+u2 h+(1+u1 +u1 u2 )h3 +u1 h5 ∈ R2 C6 . Then Cv = hσ(v), u1 σ(v), u1 u2 σ(v)i is a cyclic formally self-dual code and its image under φ2 is a binary quasi-cyclic self-dual [24, 12, 6] code of index 4.
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