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Control a Novel Discrete Chaotic System through Particle Swarm Optimization * Fei Gao and Hengqing Tong Department of mathematics Wuhan University of Technology Wuhan, Hubei Province, China [email protected] Abstract - To investigate the inherent chaotic phenomenon in genetic algorithms (GA), a novel chaos control approach through Particle Swarm Optimization (PSO) (CCPSO) with three main processes is proposed. Firstly it detects the dynamical behaviors of a new discrete chaotic system with rational fraction in GA such as its unstable periodic points. Then it directs the chaotic system to its unstable fix point from any initial point by global controlling factors {Uk} solved self-adaptively by PSO. Thirdly a multi-model solution for chaos control with double plasticity of parameter and structure generated by PSO is proposed to stabilize the system on its unstable fix point. And finally details of applying the proposed method into CCPSO are given, and experiments done show the put approach’s effectiveness. Index Terms - Chaos control, unstable periodical point, particle swarm optimization, discrete chaotic system



I. INTRODUCTION Fractals, chaos, complexity and nonlinear science have established contacts with each other closely along with science developments, and the fields of Society, economy, nature, engineering and technology are taking on more and more obviously not fabricative but intrinsic chaotic phenomena and fractal characters [1,2,3]. Simple iterative systems can generate non-linear dynamic system intricate completely and have been applied broadly, for example, the famous Logistic map is applied into spatio-temporal chaos, communications security etc [4, 5]. Evolutionary algorithm (EA) is an umbrella term used to describe computer-based problem solving systems which use computational models of some of the known mechanisms of EVOLUTION as key elements in their design and implementation. Although simplistic from a biologist’s viewpoint, these algorithms are sufficiently complex to provide robust and powerful adaptive search mechanisms [6, 7]. Recently a lot of iterative systems are proposed basing on Logistic map in the studies of most well-know EA Genetic algorithm (GA). For instance, a new discrete chaotic system with rational fraction is proposed to describe the inherent chaotic phenomenon in GA [5, 8]. Particle Swarm Optimization (PSO)is a relatively new computational intelligence tool relation to artificial neural *



nets, Fuzzy Logic, and Evolutionary Computing, developed by Dr. Eberhart and Dr. Kennedy in 1995[6], inspired by social behavior of bird flocking or fish schooling. In past several years, PSO has been successfully used across a wide range of application fields as well as in specific applications focused on a specific requirement for the two reason following. The first it is demonstrated that PSO gets better results in a faster, cheaper way compared with other methods. And the second reason that PSO is attractive is that there are few parameters to adjust. One version, with slight variations, works well in a wide variety of applications [6, 9]. In this paper, a novel chaos control approach with PSO (CCPSO) is proposed to study the chaotic system introduced above. It combines following processes as a whole: detecting dynamical behaviors, directing the system to the unstable fix point from any initial and stabilizing it on this fix points. The rest of this paper is organized as follows. In Section 2, the main concepts of new chaotic system with rational fraction are described. In Section 3 the main processes of PSO and some technique to progress PSO is introduced. A novel chaos control strategy CCPSO is proposed in Section 4, and experimental results are reported and analyzed. The paper concludes with Section 5. II. A NEW CHAOTIC SYSTEM WITH RATIONAL FRACTION A deterministic model in GA is required in the problems of multi-model function’s optimization and multi-objective optimization for it can control the frequency of evolution, reconcile peak values and create complexity and diversity. And chaos sequence can improve the performance of GA much more comparatively with random sequence as the analysis of GA’s convergence and numerical simulations show [5, 8]. Recently a serial of non-linear model are selected in Ref [5] to describe the stochastic phenomena in the evolution process in GA through a lot of simulations and comparison. System (1) is one of them, indissolubly linking with GA [5].



xn +1 = f ( xn ) =



1 − q ⋅ xn x + 0.1 2 n



(1)
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where q ∈ [ − q0 , q0 ] , x ∈ [ −10.0025,10.0025] ,



q0 =



1 1 § · ⋅ ¨10.0025 − ¸ ≈ 0.9990 2 10.0025 © 10.0025 + 0.1 ¹



The particle swarm optimization concept consists of, at each time step, changing the velocity



Vi (k ) = ( vi ,1 (k ),!, vi , D (k ) )



(2)



of each particle toward its pbest and gbest locations (PSO without neighborhood model). Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and gbest locations [11]. That is



System (1) is a discrete iterative system with rational fraction with different parameter q to describe GA’s random evolution process. It is much more complicated than Logistic map for it has more than one peak value because it can be seen as approximate combination of three parabolic maps for it has three concave-convex domains with some special parameter q . And it will have an impact upon fields of GA with studies going on [5]. Ref. [5, 8] reports the unstable points of system (1) as below: q = −0.2972 , the fix point x f = 1.0951 ; 2 period points



where w is called Inertia Weight, c1 is called Cognition



are x2,1 = 1.0793 , x2, 2 = 1.1113 .



Acceleration Constant, c2 is called Social Acceleration



q = 0.06 , 4 period points are x4,1 = 0.0412 , x4, 2 = 9.8305 , x4,3 = −0.5795 ,



Constant. The cognitive parameter c1 determines the effect of the distance between the current position of the particle and its best previous position Pi on its velocity. On the other hand,



x4, 4 = 2.3293 .



best previous position, Pgi attained by any particle in the



Particle Swarm Optimization (PSO) belongs to the category of Swarm Intelligence methods closely related to the methods of Evolutionary Computation, which consists of algorithms motivated from biological genetics and natural selection. A common characteristic of all these algorithms is the exploitation of a population of search points that probe the search space simultaneously [6, 10]. PSO shares many similarities with evolutionary computation techniques such as Genetic Algorithms (GA). The system is initialized with a population of random solutions and searches for optima by updating generations [11]. However, unlike GA, PSO has no evolution operators such as crossover and mutation. The dynamics of population in PSO resembles the collective behavior and self– organization of socially intelligent organisms [12]. At step k , each particle X i ( k ) = ( xi ,1 ( k ), !, xi , D ( k )) keeps track of its coordinates in the problem space which are associated with the best solution (fitness) it has achieved so far. (The fitness value is also stored.) This value is called



(



(3)



the social parameter c2 plays a similar role but it concerns the



III. THE MAIN CONCEPT OF PARTICLE SWARM OPTIMIZATION



pbest Pi ( k ) = pi ,1 ( k ),! , pi , D ( k )



 Ai, d ( k ) = rand ( 0, c1 ) ⋅ ª¬ pi ,d ( k ) − xi, d ( k ) º¼ ° ° Bi , d ( k ) = rand ( 0, c2 ) ⋅ ª¬ qg , d ( k ) − xi ,d ( k ) º¼ ® °vi, d ( k + 1) = w ⋅ vi , d ( k ) + Ai , d ( k ) + Bi ,d ( k ) ° xi , d ( k + 1) = xi , d ( k ) + vi, d ( k + 1) ¯



) . Another "best" value



that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle, called lbest Li (t ) = (li ,1 (t ), !, li , D (t )) . When a particle takes all the population as its topological neighbors, the best value is a global best and is called gbest



Qg (k ) = ( (qg ,1 (k ),! , qg , D (k ) ) .
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neighborhood. rand ( a, b) denotes random in [ a, b] , in this way, the randomicity is introduced to PSO. Vi ( k ) is limited by a max velocity Vmax as below:



 vij , if | vij |≤ Vmax , ° vij = ®−Vmax , ifvij < −Vmax , °V , ifvij > Vmax , ¯ max



(4)



Though PSO without neighborhood model converges fast, sometimes it relapses into local optimal easily. So an improved edition of PSO with circular neighborhood model is also proposed to ameliorate convergence through maintaining more attractors. Let N i = { X i −r ,!, X i −1 , X i , X i +1 ,! , X i + r } be a neighborhood of radius r of the i-th particle, X i (local variant). Then, lbest Li ( k ) is defined as the index of the best particle in the neighborhood of X i , i.e.,



f ( Pgi ) ≤ f ( Pj ),



j = i − r ,! , i + r .



(5)



The neighborhood’s topology is usually cyclic, i.e., the first particle X 1 is assumed to follow after the last particle X N . Now the updating mechanism is given:



Ci ,d ( k ) = rand ( 0, c3 ) × ª¬li , d ( k ) − xi, d ( k ) º¼ °° ®vi, d ( k + 1) = w ⋅ vi , d ( k ) + Ai , d ( k ) + Bi , d ( k ) + Ci, d ( k ) ° °¯ xi , d ( k + 1) = xi , d ( k ) + vi , d ( k + 1)



f(x)



15



5



(6) where c3 is called Neighborhood Acceleration Constant, the other parameters are the same as those in (3). Sometimes Vi ( k ) can be modified [13] as



vi, d ( k + 1) = χ ª¬ w ⋅ vi, d ( k ) + Ai ,d ( k ) + Bi ,d ( k ) + Ci ,d ( k ) º¼ where



χ



is Constriction factor, normally



χ=



χ



(7) = 0.9 . And



2κ



(8)



| 2 − φ − φ 2 − 4φ |



φ > 4 , where φ = c1 + c2 , and κ = 1



[13,14]. It is known to all that there is no algorithm fit to any problems. When the objective function f ( x ) is full of local optimums and more than one minimizer is needed, some established techniques is often combined with PSO to guarantee the detection of a different minimizer, such as deflection and stretching are introduced. Suppose objective function is f ( x ) , we use deflection technique [15] as below for



to generate the new objective function F ( x) : k



(9)



∗



where xi (i = 1, 2," k ) are k minimizers founded,. We also introduce stretching technique [15] to generate the new objective functions G ( x) and H ( x) as new objective functions:



G ( x) = f ( x) + β1 x − x ª¬1 + sgn ( f ( x) − f ( xi∗ ) ) º¼ ∗ i



H ( x) = G( x) + β 2



(10)



∗ i



tanh ª¬δ ( G ( x) − G ( xi∗ ) ) º¼



where λi ∈ (0,1) , β1 , β 2 , δ > 0 . Fig.1. shows deflection and f ( x) = cos x at x = π .



stretching



0 −5



0



5



x



effects



(11)



on



10



Fig 1. Deflection and stretching effects on



f ( x)



IV. A NOVEL CHAOS CONTROL STRATEGY THROUGH PSO Now we propose a novel chaos control strategy through PSO (CCPSO) to control the chaos system (1). CCPSO consists of three aspects. Firstly it detects the dynamical behaviors of the system (1) such as the domain and unstable periodic points through PSO. Secondly it directs system (1) to its unstable fix point from any initial point by global controlling factors { U k } solved self-adaptively by PSO. Thirdly it proposes a multi-model solution for chaos control through PSO to stabilize system (1) on its unstable fix point. And experiments done with many repetitions shows the novel control strategy is workable and effective. A. Equations Dynamical behaviors simulations by PSO Firstly CCPSO detects the dynamical behaviors of discrete chaotic such as unstable periodic points of system (1). Let Φ = ( Φ1 , Φ 2 ,…, Φ n ) : R → R (Φ i : R → R , T



−1



F ( x ) = ∏ ª¬ tanh(λi x − xi∗ ) º¼ f ( x) i =1



1 + sgn ( f ( x ) − f ( x ) )



10



f(x) F(x) G(x) H(x)



n



n



n



i =1,2,…, n) is a nonlinear system, we define a new function Eq. (12) below to get its different unstable period orbits.



F ( X ) = Φ( p) ( X ) − X



2



(12)



∗



Then X s.t. F ( X ) = 0 is also the Φ ’s p period points. ∗



( X ) ,…, Φ ( P ) ∗ ( X ) } is the Φ ’s p period orbit. We can judge the X ’s When X is achieved, { X , Φ ( X ) , Φ (1)



(2)



stability by the algorithm in [15]. The optimization of function (12) is difficult, so we choose PSO without neighbor model to seek the system (1)’s unstable period points. With the evolution generation of DE in each contraction T = 800 , the size of the population in [-10.0025, 10.0025], Cognitive M = 40 acceleration c1 = c2 = 2 , Constriction factor χ = 0.9 , Value of velocity Weight at the beginning and the end are wstart = 0.95 and wend = 0.4 , and velocity weight w varies as Eq. (13):



wstart − wend (13) T ( p) −10 And when x − f ( x ) s.t. ≤ 10 , we consider PSO is w := w − k ⋅



successful. If two period points x1, x2
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s.t . x1 − x2 ≤ 10−10 ,



we consider they are the same. Let PSO run 50 times independently, the results with the probability lager than 98% are listed as below: TABLE I UNSTABLE PERIOD POINTS



Step2. Judge the stability of x f , if it is unstable, go to Step3,



Period points



q Fix point -0.0444 0.982433092809625 -0.2972 1.0951210377959 0.06



0.946791422550846



0.5



0.835448646519729



2-order 5.60653976656916 1.11130814428321 5.42337798577876



4-order



otherwise go back to Step1; Step3. For a given initial X 0 = 0.92, use PSO to find global



0.0412110038 560536



control factors [ U1 , U 2 ,…, U m ], until f1 ≤ ε , X m = x8 , n =8 ; Step4. Stabilize xn in U ( x f , ε 2 ) with U k detected by DE



All these results are much more superior to the results reported in Ref. [5] in sense of x − f



( p)



is f 2 ≤ ε 2 . Then a novel chaos control strategy through PSO comes into being: Algorithm1. Chaos control strategy through PSO (CCPSO) Step1. Choose PSO to seek the unstable fix point x f ;



( x) .



with the objective f 2 , compute xn +1 by system (1);



B. Directing and stabilize chaos system through PSO Having the unstable period points above, now we can direct the chaos system (1) into these points from any initial points. With the concept of global control [16], PSO self adaptively find a chaotic orbit converging to an unstable period point and force system (1) from any initials to it. We choose chaos system (1)’s unstable period point achieved in Section4.1, that is with q = 0.5 , its unstable fix point is x f = 0.835448646519729 . The control objective



Step5. n = n + 1 , if n ≤ 1000 , go back Step4; Otherwise output {xn } = { X 1 , X 2 , ", X 8 , x9 ," , xn } . For the chaotic system we discussed, let CCPSO run 50 times independently, the efficiency is 96% . We choose one of the success control process as below. Fig.2 shows the process that the initial point 0.92 is directed into U ( x f , ε1 ) through U n by PSO globally.



is to make the system (14) below



4



xn +1 = f ( xn ) + U n



(14) 2



from any initial x1 on the mercy of control factors



[U1 ,U 2 ," ,U m ] to become X m = xm +1 ∈ U ( x f , ε1 ) , ( ε 1 = 10 ) after m iterations. And we choose PSO to realize this process for it’s only a problem of m -dimensional function optimization which can be resolve by PSO. Let m = 8 , the evolution generation of PSO in each contraction T = 500 , the size of the population −10



M = 20 random in [−2, 2]m , the termination condition is f1 ≤ ε1 . The process of directing chaos is then translated into minimizing the function f1 : (15)



6



n



(16)



And set m =1, the evolution generation of PSO in each contraction T = 100 , the size of the population M = 20 random in [ −0.01, 0.01]



m



, the termination condition
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(n = 1: 8)



U ( x f , ε 2 ) where U n is the control factor, error= X n − x f ,



n is the iteration from n = 9 . 0.5



x 10



−6



0 −0.5 −1



−2 −2.5



200



400



n600



Fig. 3 Control factors {Un}



f 2 (U k ) = xk +1 − x f



8



Fig.3 and Fig.4 shows the process PSO stabilize the xn in



−1.5



function is f 2 :



4



Fig. 2 CCPSO control chaos



chaos control generated by PSO to obtain double plasticity of parameter and structure is proposed to stabilize the system on its unstable fix point U ( x f , ε 2 )(ε 2 = 10 ) . The objective



error xf 2



When system is in U ( x f , ε1 ) , a multi-model solution for



−7



Un



−2



Un



f1 ([U1 ,U 2 ,! ,U 8 ]) = X m − x f



xn



0



800



1000



(n = 9 :1000)



−6 −7 log10 (error)



−8 −9



−10 −11 −12 −13 0



200
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n600



Fig. 4 Error of CCPSO control chaos



800



1000



(n = 9 :1000)
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