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Summary



Research area and problem formulation For the control of complex dynamical systems, large scale mathematical models are used to describe the most dominant physical phenomena in sufficient detail. The controller to be designed needs to have short computation times, since it needs to be implemented in the control loop that is running in real-time, and hence needs to have a lower complexity than the mathematical model representing the dynamical system. There are two classical approaches for obtaining low order controllers. Either by first approximating the model using model reduction strategies and inferring a low order controller based on this approximation, or by directly designing a controller for the complex model and applying a reduction strategy to reduce the controller complexity. With the common model reduction strategies, both approaches have the potential disadvantage of losing relevant information for the controller. This means that the interconnection of the controller with the original system does not have the desired performance. Similar problems occur in the design of observers for complex dynamical systems, which are used to estimate signals that are not directly measurable, and also have to be implemented in real-time. Methodology This research aims to develop model reduction strategies that prevent these problems by providing explicit guarantees on the performance of controlled systems. The following two methodologies have been investigated: i. This methodology involves first representing the (complex) controlled system, approximating it by an efficient reduction technique and then synthesizing a controller of low complexity. ii. This methodology develops model reduction strategies that maintain control relevant information in the approximation process in such a way that a controller (or observer) designed using the approximated system, exhibits explicit guarantees on (controlled) performance.
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Summary



Contributions i. We have addressed the design of models that describe the desired closed-loop system for different control and observer design problems. ii. We have provided novel results on the representation of systems with square integrable trajectories in the behavioral framework, extended this theory to rational representations, and we have provided novel computational algorithms that can be used for the synthesis of controllers using this approach. iii. We have developed model reduction strategies that keep the design of controllers and observers invariant, and ensure that disturbances on the input of the system have no influence on measurable outputs or estimated signals of the closed-loop system. Applications Part of this research has been performed at TNO, Integrated Vehicle Safety, in Helmond, where we have shown that the problem of losing control-relevant information using the two classical approaches occurs in applications in industry. For future safety systems in cars, a complex mathematical model that describes the kinematic behavior of a driver has been developed. For this model, the active muscular behavior is included by interconnection with controllers, which are based on the derived complex model. The model describing the complete active kinematic behavior, which is the interconnection of the controllers with the complex passive model, needs to be simulated in-vehicle, and therefore needs to be fast. We have shown that our proposed methodologies result in a better performance than when compared to the classical strategies.
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Samenvatting



Onderzoeksgebied en probleem formulering Voor het regelen van grootschalige dynamische systemen zijn complexe wiskundige modellen noodzakelijk om de meest dominante fysische verschijnselen in voldoende detail te beschrijven. De te ontwerpen regelaar moet een korte rekentijd hebben, omdat deze in een real-time regellus geïmplementeerd dient te worden, en daarom moet de complexiteit van de regelaar lager zijn dan deze van het beschreven dynamische systeem. Er zijn twee klassieke methodes om regelaars met een lage complexiteit te verkrijgen. Eerst kan het model van het dynamische systeem geapproximeerd worden met behulp van model reductie strategieën, waarna een lage orde regelaar ontworpen wordt op basis van deze approximatie. Ook kan er direct een regelaar ontworpen worden gebaseerd op het complexe model, waarna een model reductie strategie kan worden toegepast om de complexiteit van deze regelaar te verkleinen. Met de huidige model reductie strategieën hebben beide aanpakken het nadeel dat er informatie verloren kan gaan in de reductie stap, waardoor een interconnectie van de lage orde regelaar met het complexe systeem niet zal leiden tot het gewenste gesloten lus gedrag. Soortgelijke problemen doen zich voor bij het ontwerpen van schatters voor complexe dynamische systemen, welke gebruikt worden om een signaal uit het systeem, dat niet direct meetbaar is, te schatten. Deze systemen dienen ook in real-time implementeerbaar te zijn, en moeten daarom ook een lage complexiteit hebben. Methodes Het doel van dit onderzoek is om model reductie strategieën te ontwikkelen welke deze problemen voorkomen, en zodoende expliciete garanties kunnen geven over de prestaties van de geregelde systemen. De volgende twee methodes zijn onderzocht: i. In de eerste methode zijn we geïnteresseerd in het beschrijven van het gewenste geregelde (gesloten lus) gedrag van het systeem in een (complex) wiskundig model. Dit model dient dan geapproximeerd te worden met een efficiënte reductie strategie, waarna een regelaar met een lage complexiteit gesynthetiseerd kan worden. ii. In de tweede methode is het doel om model reductie strategieën te ontwikkelen die direct de gewenste informatie voor het ontwerpen van een regelaar behouden, zodoende dat de regelaar (of schatter), welke ontworpen wordt gebaseerd op het geapproximeerde model, direct expliciete garanties geeft op de (regel) prestaties.
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Samenvatting



Contributies i. We hebben modellen ontworpen welke het gedrag van de gewenste geregelde lus gedragingen voor verschillende regel- en schatter doelstellingen beschrijven. ii. We hebben nieuwe resultaten gegeven voor de representatie van dynamische systemen in het behavioral framework, waarbij trajecten kwadratisch integreerbare functies zijn. We hebben deze theorie uitgebreid naar rationele representaties, en hebben nieuwe berekenbare algoritmes gegeven die gebruikt kunnen worden voor de synthese van regelaars in dit framework. iii. We hebben model reductie strategieën ontworpen welke het ontwerpen van regelaars of schatters na reductie nog steeds toestaat. Deze regelaars of schatters moeten er voor zorgen dat verstoringen op de ingang van het systeem geen invloed hebben op meetbare uitgangen van het systeem, of in de geschatte signalen van het gesloten lus systeem. Toepassingen Een deel van dit onderzoek is uitgevoerd bij TNO, Integrated Vehicle Safety, in Helmond, waar we hebben aangetoond dat het probleem van het verliezen van relevante informatie voor de regelaar door de twee klassieke methodes voorkomt in de industrie. Voor toekomstige veiligheidssystemen in auto’s hebben we een complex wiskundig model ontworpen dat het kinematische gedrag van een bestuurder in een auto beschrijft. In dit model is het actieve spiergedrag beschreven door een interconnectie met een regelaar, welke gebaseerd is op het afgeleide complexe model. Het model dat het complete actieve kinematische gedrag van de bestuurder beschrijft, wat dus een interconnectie van de regelaars met het complexe passieve model is, moet gesimuleerd worden in de auto, en moet daarom dus snel zijn. We hebben aangetoond dat onze voorgestelde methodieken resulteren in betere prestaties in vergelijking met de twee klassieke aanpakken.
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Abstract: In this chapter, the introduction of the STW project and the specific topics of this PhD thesis will be addressed. The main problems discussed in this thesis will be formulated, and the desired research goals that need to be achieved are discussed. We will show how this research is positioned in the literature, and where and why new contributions have been made. We will conclude with an outline of the different chapters of the thesis, regarding the formulated problems.
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1.1



INTRODUCTION



Motivation



In industrial process engineering and process optimization, rigorous mathematical models are widely accepted as indispensable tools for understanding the behavior of the process. These models can be used to perform simulations to predict the behavior of the process. In this way, possible changes of the process (such as changes in the production process in the factory, changes in material behavior, or the influence of disturbances) can be evaluated off-line so that no unnecessary or expensive changes have to be implemented on the process directly. These models can also be used for the design of control systems to compensate such changes and yield a more desirable operation of the process. With a more “desirable” operation, we mean that the process is robust against disturbances and uncertainties, that it behaves with a guaranteed stability, and that it meets required performance criteria. In this sense, the process can be running in an economically more profitable manner, it will be able to produce more products in less time, it can ensure safety criteria that should be taken into account, and it results in products that have robust and constant levels of quality. Mathematical models are therefore required for the design of model-based controllers. In this type of control, the behavior of the process will be predicted using the model and a set of control variables are adapted to obtain the most desirable process behavior. However, the rigorous models that are used to represent the process have a number of major disadvantages. Firstly, accurate models are computationally demanding up to a degree where computation time for a simulated scenario may take longer than the time of the scenario itself. As a result, the underlying model is useless for the purpose of real-time and on-line optimization. Secondly, the modeling process, based on the formulation of dynamic conservation laws, constitutive equations, physical properties and other relevant chemical-physical relations, usually involves the construction of a macroscopic model from many microscopic details and leads to models consisting of several thousands of differential and algebraic equations. The complexity of these models is therefore a serious concern. Although many commercial simulation packages are able to reliably simulate such models, the resulting complexity is often prohibitive for model-centric approaches towards process optimization, for time efficient decision making in engineering designs and for the model centric synthesis of automatic control systems. A prerequisite for the design of a model-based controller is to obtain a model that is simple enough to allow for fast simulations while it has the desired accuracy, as the rigorous model of the process has. Complexity of a model can be expressed in different ways. Our definition of complexity reflects the number of (first-order differential) equations that need to be solved to predict the process behavior. Typically a large number of equations will result in long computation times. We therefore investigate the problem of finding a model with low complexity, that has low simulation times as required
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for the synthesis of a control system, but at the same time contains the most relevant information in sufficient detail. This trade-off between complexity and accuracy is the key issue in the problem of model reduction, which is the theme of the research that has been carried out in this thesis.



Model Reduction and Control Design for Large-Scale Dynamical Systems Model reduction is an active research topic within the field of modeling, systems and control. A number of model reduction techniques are available that reduce the complexity for different types of systems, while maintaining the desired accuracy of the system. Some references will be provided in Section 1.4 of this chapter. The goal of the STW project was to continue the line of research started in [5, 25], where model reduction methods have been developed for complex processes in industry. More specifically, two different problems concerning model reduction have been addressed in the context of this STW project:



1. Model reduction for spatial-temporal systems: Many processes in industry are not only varying in the temporal domain (time) but can also change in other coordinates (e.g. space). An example of such processes are flow processes as they occur in the manufacturing of glass, in tubular reactors, or in diesel particulate filters. A reduction method that can deal with this kind of processes is discussed in e.g. [5], however this reduction strategy does not distinguish between the different physical domains which appear in the process (as e.g. temperature, velocities and pressures). This topic is therefore part of the STW project, but is not discussed in this thesis. These results can be found in the PhD thesis of Femke van Belzen [60], who has researched this topic in parallel to the research results presented in this thesis.



2. Model reduction for control purposes: The second topic in the project was defined on model reduction for control. In classical model reduction strategies, the goal is to obtain an approximate model of lower complexity, which has a high accuracy in the sense that the behavior of the approximation is similar to the behavior of the complex system. In these strategies, one generally does not consider the specific information that is required for the synthesis of a controller. Since in many applications in industry the purpose of modeling is to infer a model of low complexity that is used for a model-based controller, the issue of control relevant selectivity is very important in the simplification process. Therefore, we address the problem of control relevant model reduction. This thesis will be summarizing the main research results for this second reduction approach.
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INTRODUCTION



1.2



Problem formulation



The purpose of the research presented in this thesis is to reduce the complexity of the rigorous models, that have been developed to describe the process, with the purpose that simplified substitute models will be used for the design of a controller afterwards. In short, this yields the following main problem formulation: Problem formulation: Develop model reduction techniques that reduce the complexity of a rigorous model under the condition that the approximate models can be used for the design of controllers, in such a way that no control relevant information is lost in the approximation. Model-based control is already used in industrial environments. Hence models with a low complexity should be available for the design of controllers. The controllers have to run in real-time, hence need to be very fast and need to have low computation times, and therefore need to have low complexity. The synthesis of such controllers that are designed from rigorous models often follow either of the following two popular design strategies, as illustrated in Figure 1.1: 1. Reduce-then-optimize strategy: First the complex model of the system will be approximated using a classical model reduction strategy. This results in an approximation of low complexity, which can be used to design a model-based controller that also has the desired low complexity. This strategy is illustrated in the figure by taking the south-west route from complex system to low-order controller. 2. Optimize-then-reduce strategy: A controller will be based on the complex model of the process, which will therefore also have a high complexity. Since the controller should be implementable in real-time, the complexity can be reduced using classical reduction strategies. This has been illustrated by the route via the north-east corner. Instead of denoting the approaches as the reduce-then-optimize or the optimize-thenreduce strategies, one could also consider to use “design” instead of “optimize”, since we are not only focusing on the synthesis of optimal controllers. Although both techniques lead to low-order controllers, a major disadvantage is the lack of guarantees that can be given on closed-loop performance, stability and robustness when the controller found is used in the real process or when it is interconnected with the complex system. Indeed, the apparent disconnect between model reduction strategies and optimal synthesis procedures may actually cause control relevant dynamics to be discarded in the model reduction process of either plant or controller. Also the optimization step in the second approach is often very complicated, or even infeasible, due to the complex description of the plant. We therefore propose to define a “direct” approach, which preserves these desired closed-loop properties and combines both steps.
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GOALS



Complex system (n ≈ 105 )



Optimization



Approximation



Low-order system (n ≈ 102 )



Complex controller (n ≈ 105 )



Approximation



Optimization



Low-order controller (n ≈ 102 )



Figure 1.1: Classical used strategies for model-based controller design for complex processes. The two strategies make use of two disjoint steps, namely approximation and optimization. They are therefore named the reduce-then-optimize and optimize-thenreduce strategies, depending on the order of the steps. The complexity of the systems is expressed by the number of (differential) equations, indicated using the symbol n. The goal in this thesis is to find such a direct method that yields, for a given complex model, controllers of low complexity, or to find model reduction strategies that keep the control relevant information so that the reduce-then-optimize strategy can still be applied and yields useful low complexity controllers.



1.3



Research goals



The research goal of this project is to carry out fundamental research regarding control relevant model reduction for processes described by complex dynamical systems. This resulted in the formulation of the following sub-goals that are to be addressed in this thesis: • The development of novel methodologies that can reduce complexity of models where control relevant information is not lost during approximation. • Convert the results from theory into computational algorithms which are suitable to apply to complex systems. Therefore, not only consider (relatively) small classroom examples. • Apply the developed algorithms to a complex process taken from a real test-case in industry.



1.4



Literature overview



Reduction strategies that reduce complexity of dynamical systems, while maintaining a certain level of accuracy, have been researched for a while, and have resulted in various
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articles in the literature. Good overviews and references for model reduction of systems represented by linear models is e.g. [4]. To reduce the complexity of non-linear systems, one can use reduction strategies that have been developed in [8, 50, 51]. In this thesis, the focus is on reduction strategies that keep control relevant information invariant. Some other authors also have been working on this topic, as e.g. [30, 31, 81], where results on control relevant model reduction are presented. Also the reduction of controllers in such a way that the reduce-then-optimize strategy still can be used has already been a topic by other researchers. See e.g. [15, 44]. In the literature, the goal to design low order controllers by approximating complex controllers has been studied, see e.g. [3]. Also the problems of balancing systems in such a way that H∞ or LQG cost criteria are taken into account for the reduced order models have been topics for earlier research [33]. The difference between the methods that are a direct approach in the literature and the methods proposed in this thesis is the fact that we have used a Lagrangian method to represent controlled systems, and use the behavioral framework to solve the controller synthesis problem afterwards. We will show that there are some connections between our results and the ones from the literature. The control relevant model reduction strategies that are proposed here are based on control problems from geometric control theory. This has, as far as we have been able to verify not done before. More details on the approaches used will be given in the next section.



1.5



Outline of thesis



We focus on two different approaches for the design of a low-order controller: First, a direct method is desired that, starting with the complex system, directly results in a low order controller that can give guarantees on closed-loop performance. Second, a reduction method for the reduce-then-optimize approach can be developed that guarantees that control relevant information is kept invariant during the approximation step. These two methods are depicted in Figure 1.2: • Strategy I: Strategy I starts with the performance specifications of the desired controlled system. Such specifications usually involve qualitative and quantitative properties or require an optimization of a suitably defined performance indicator. Generally, the desired controlled system is of a higher complexity than the total complexity of the system that is being controlled. This strategy aims to simplifying the complexity of the controlled system in such a way that qualitative and quantitative performance indicators of the controlled system are approximated well. The reduction is therefore performed on the controlled system rather than on the to-be-controlled system. After reduction of the controlled system we aim to synthesize a controller that implements the approximate controlled system for the given plant. This means that the synthesized controller, after interconnection with the plant results in the approximate controlled system.
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synthesize Controlled system



Complex model



Complex controller



reduction



Approximated controlled system



Complex model



synthesize



Low-order controller



(a) Strategy I: Combine the design of the controlled system, the approximation of this controlled system, and the synthesis of a controller.



reduction Complex model



Approximated model



optimization



Low-order controller



interconnect with original system



(b) Strategy II: Find control relevant model reduction strategies that are useful for the reduce-thenoptimize approach.



Figure 1.2: Two strategies taken in this thesis: Strategy I starts with the design of a representation for the controlled system, which afterwards is reduced and used to synthesize a controller guaranteeing closed-loop performance. Strategy II aims at finding a reduction strategy that leaves the control relevant information invariant.



• Strategy II: In Strategy II, a complex model is given for a plant together with the performance specifications of the controlled system. The aim is to approximate the (complex) model of the plant in such a way that the simplified substitute model retains the information that is relevant for the specifications of the controlled system. See Figure 1.1. Preferably, the reduced order model should be constructed in such a way that insight is given in the performance of the system that is obtained by interconnecting the plant with a controller that is synthesized for the substitute model. More specifically, we would like to get insight in the performance degradation when an optimal controller synthesized for the simplified model is implemented for the complex model.
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The chapters in this thesis are organized as follows:



Chapter 2 This chapter contains preliminaries, notation and concepts that are necessary for the remainder of the thesis. The first part consists of results from functional analysis, while the second part introduces concepts from geometric control theory. When the reader has sufficient background knowledge on these topics, this chapter can be skipped. Throughout, we have tried to use standard notation.



Chapter 3 This chapter starts with a solution for Strategy I that is illustrated in Figure 1.2. In this chapter, a method is presented to design controlled systems. This has been done using dual optimization strategies, combined with variational analysis, which yields Lagrangian or adjoint systems that represent controlled behaviors. We consider optimal L2 and H∞ control problems as well as the design of observers minimizing a quadratic or H∞ cost criteria.



Chapter 4 This chapter addresses the problem to synthesize a controller that, after interconnection with the original plant dynamics, gives a desired controlled system, as designed in Chapter 3. This therefore addresses another part of Strategy I, namely the controller synthesis problem. We make use of the behavioral approach to describe systems, where we focus on behaviors consisting of square integrable trajectories. These define so called L2 behaviors, that are represented by rational operators. Questions on equivalence of behaviors, the elimination of latent variables, and the controller synthesis problem will be addressed using this framework. Explicit and rather complete results are derived to characterize equivalence of systems, and to characterize the possibility to eliminate latent variables for systems in this model class. Algorithms for the problem of elimination of latent variables will be presented using results of geometric control theory.



Chapter 5 This chapter addresses Strategy II in Figure 1.2. We focus on control relevant model reduction. More specifically, a model reduction scheme is proposed that preserves the disturbance decoupling property of the to-be-reduced plant. It is shown that optimal feedback laws designed for the reduced system will actually be optimal for the nonreduced system. We also aim at finding reduction strategies for Strategy I that approximate the controlled systems and keep the solvability of the controller synthesis problem invariant.
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Chapter 6 Part of the work in this thesis has been done in cooperation with TNO Integrated Vehicle Safety in Helmond, The Netherlands. TNO Integrated Vehicle Safety in Helmond started a project where human state estimators are developed, which have the purpose to estimate human kinematic behavior on board of the vehicle based on a limited number of measurements. This chapter focuses on the model that forms the basis for this estimator, which describes the active human behavior for critical driving phases upto and including a possible crash. These estimators need to be fast and accurate, and can be interpreted as the interconnection of a model with a controller. We apply the techniques developed in Chapter 3 to find an active human model for pre-crash situations, whose state dimension is a factor 6 smaller than the developed model which is not reduced, while enhancing the computational speed of the estimator significantly.



Chapter 7 Conclusions of the work presented in the thesis will be given in the final chapter. We look back to the stated research goals in this introduction, and discuss what has been done to fulfill these goals. Recommendations for research in future will also be given in this chapter.



Appendices All proofs of the presented theorems and lemmas are collected in an appendix of this thesis. Also, the list of symbols used in this thesis has been put in an appendix.
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Abstract: Notational conventions and some mathematical preliminaries that are necessary for reading this thesis are introduced in this chapter. It mainly consists of results from functional analysis and geometric control theory that will be summarized briefly. This chapter also introduces the notation that will be used in the remainder of the thesis. More details on the preliminaries about functional analysis can be found in e.g. [17, 26, 66]. For more background information on geometric control theory, see the textbooks [6, 80].
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PRELIMINARIES



Functional analysis



2.1.1 Lebesgue spaces Let T ⊂ R, then L2 (T, Rp ) is the Lebesgue space of all functions f : T → Rp for which the norm k f k2 :=



‚Z



2



T



k f (t)k dt



Œ1/2



is finite. The Lebesgue space L2 (T, Rp ) becomes an inner product space when equipped with its standard inner product, namely 〈a, b〉 =



Z



a(t)⊤ b(t)dt. T



2.1.2 Hardy spaces In addition to the real valued spaces, also complex valued functions will be used. For example, one can consider transfer functions that are C valued defined on the frequency − axis. For p = 1, . . . ∞ we introduce the Hardy spaces H+ p and H p defined by: w + H+ p := { f : C+ → C | k f kH p < ∞, f is analytic}, and w − H− p := { f : C− → C | k f kH p < ∞, f is analytic},



where C+ := {s ∈ C | Re(s) > 0}, C− := {s ∈ C | Re(s) < 0} and s = σ + jω. So, − functions in H+ p and H p are analytic in C+ and in C− , respectively, and their norms are defined as



k f kH+p =







sup 



σ>0



‚



1 2π



R∞



−∞



p



| f (σ + jω)| dω



Œ1/p



sup sup | f (σ + jω)|,



, 0 < p < ∞, p = ∞,



σ>0 ω∈R



and, for functions in H− p , as:



k f kH−p =







sup 



σ


‚



1 2π



R∞



−∞



| f (σ + jω)| dω



sup sup | f (σ + jω)|, σ


p



Œ1/p



, 0 < p < ∞, p = ∞.



pPw 2 Here, | f | := i=1 | f i | denotes the Euclidean norm. It is well known that the tangential limits σ ↓ 0 and σ ↑ 0 in the above expressions exist almost everywhere and
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belong to L p , which is defined as the space of functions f ( jω) taking values in Cw for all frequencies −∞ < ω < ∞ that are analytic and have a finite norm k f kLp < ∞: ‚ Œ1/p R∞ 1 p  | f ( jω)| dω , 0 < p < ∞, 2π k f kL p = −∞  sup | f ( jω)|, p = ∞. ω∈R



This makes



H2+



and H2− closed subspaces of L2 , cf. [17].



The Hilbert space L2 is named the frequency domain Lebesgue space and consists of functions that are analytic in C0 [17]. Since L2 = H2− ⊕ H2+ , elements w ∈ L2 can be uniquely decomposed as w = w+ + w− with w+ = Π+ w ∈ H2+ and w− := Π− w ∈ H2− . Here, Π+ : L2 → H2+ and Π− : L2 → H2− denote the canonical projections from L2 to H2+ and H2− , respectively. We can also consider functions that map to complex valued matrices as p e.g. F : C → p×q p×q C . The norm of a complex valued matrix F ∈ C is defined as kF k := λmax (F ∗ F ), which is the largest singular value of F . A complex valued matrix function F : C0 → Cp×q with F ( jω) ∈ Cp×q belongs to the Lebesgue space L∞ if its norm kF ( jω)k is essentially bounded for all frequencies ω ∈ R. The corresponding norm in L∞ is defined as kF kL∞ := ess sup kF ( jω)k. ω∈R



+ Functions F : C+ → Cp×q , analytic on C+ , belong to the space H∞ if the norm



kF kH+∞ := sup sup kF (σ + jω)k < ∞. σ>0 ω∈R



− Similarly, F : C− → Cp×q , analytic on C− , belongs to H∞ if



kF kH−∞ := sup sup kF (σ + jω)k < ∞. σ


+ The prefixes R and U denote rational matrices and units in the Hardy spaces H∞ and − H∞ , as, i.e., − − − − − }. RH∞ := {F ∈ H∞ | F is rational} and UH∞ := {U ∈ RH∞ | U −1 ∈ RH∞



+ − Note that units are necessarily square rational matrices. Elements of RH∞ and RH∞ will be referred to as stable and anti-stable functions, respectively. See [17, 66] for more details about Hardy spaces. + The ring RH∞ admits an extension that consists of stable rational functions with possible poles at infinity: + RH∞,∗ := { f | ∃k ≥ 0, ∃α < 0 such that



1 (s − α)k



+ f (s) ∈ RH∞ }.



(2.1)
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+ Matrix valued functions in RH∞,∗ are understood as matrices whose elements satisfy the right-hand side of (2.1) with f : C+ → C. − Similarly, we define the extensions RH∞,∗ (and RL∞,∗ ) as the space of complex val1 − ued functions f for which there exist k ≥ 0 and α > 0 such that (s−α) k f (s) ∈ RH∞ 1 ( (s−α) k f (s) ∈ RL∞ for some k ≥ 0 and α 6= 0).



These extended spaces are characterized as follows: Lemma 2.1.1. − − + + + R[s], = RH∞ + R[s], RH∞,∗ = RH∞ RH∞,∗



RL∞,∗ = RL∞ + R[s],



(2.2)



where R[s] denotes the class of polynomials with real matrix valued coefficients. + − The proof can be found in Appendix A.2. The space of units in RH∞,∗ (RH∞,∗ , RL∞,∗ ) + − + − is denoted by UH∞,∗ (UH∞,∗ , UL∞,∗ ) and consists of all U ∈ RH∞,∗ (U ∈ RH∞,∗ , −1 + −1 − −1 U ∈ RL∞,∗ ) such that U ∈ RH∞,∗ (U ∈ RH∞,∗ , U ∈ RL∞,∗ ).



Example 2.1.2. Some examples of functions in the defined spaces are: s−1



s+1



+ ∈ RH∞ ,



(s − 1)2 s+1



∈ RH∞,∗ as



(s − 1)2 s+1



=s−2−



s−3



s+1



,



s+2 s+1



+ ∈ UH∞ .



2.1.3 Operators on Hardy spaces − Every anti-stable rational matrix function P ∈ RH∞ defines the usual multiplication of a Laurent operator in the frequency domain as (P w)(s) = P(s)w(s). This also holds for ˜ ∈ RH+ . Specifically, stable rational functions P ∞



− ˜ ∈ RH+ define the multiplicative operators (P w)(s) = Lemma 2.1.3. Let P ∈ RH∞ and P ∞ ˜ w)(s) = P ˜ (s)w(s), with possible domains L2 , H+ and H− . Then P(s)w(s) and ( P 2 2



P : L2 → L2 , ˜ : L2 → L2 , P



P : H2+ → L2 , ˜ : H+ → H+ , P 2 2



P : H2− → H2− , ˜ : H − → L2 . P 2



The kernel (or null space) of a rational multiplication operator P defined on L2 , H2+ or H2− is denoted by ker P, ker+ P and ker− P, respectively. That is, ker P = {w ∈ L2 | P w = 0},



ker+ P = {w ∈ H2+ | P w = 0},



ker− P = {w ∈ H2− | P w = 0},



where the “0” denotes the zero-element in L2 , H2+ and H2− , respectively. − Let P ∈ RH∞ and consider the multiplication operators as in Lemma 2.1.3. P is called + L2 , H2 or H2− inner if kP wk2 = kwk2 for all w ∈ L2 , w ∈ H2+ or w ∈ H2− , respectively.
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− We call P co-inner if its Hermitian transpose is inner. A matrix P ∈ RH∞ (or P ∈ − RH∞,∗ ) is called outer if for every λ ∈ C− , P(λ) has full row rank. If P is outer, then P − has a right inverse which is analytic in C− . It is easily seen that all elements in UH∞ and − UH∞,∗ are outer. Outer functions are necessarily square or wide while inner functions + are square or tall. Similar definitions apply to RH∞ . For further properties of inner and outer functions, we refer to [17, 26, 66].



2.1.4 Shift operators ˆ τ on a signal w ˆ : R → R is defined as The τ-shift operator σ ˆ ˆ − τ). ˆ τ w)(t) = w(t (σ



ˆ τ a right (left) shift whenever τ > 0 (τ < 0). Let L,L+ ,L− denote the usual We call σ bilateral and unilateral Laplace transforms defined on square integrable functions in L2 (T, R) with T = R, R+ , R− as ˆ (Lw)(s) =



∫∞ −∞



−st ˆ ˆ = w(t)e dt, (L+ w)(s)



∫∞ 0



−st ˆ ˆ = w(t)e dt, (L− w)(s)



∫0 −∞



−st ˆ w(t)e dt,



respectively. We will be interested in defining operators στ : L2 → L2 , στ+ : H2+ → H2+ and στ− : ˆτ = H2− → H2− , with τ ∈ R, that commute with the Laplace transform according to Lσ ˆ τ = στ− L− . These operators are defined by setting ˆ τ = στ+ L+ and L− σ σ τ L, L+ σ (στ w)(s) = e−sτ w(s),  −sτ [τ > 0] e w(s), −τ + R (στ w)(s) = −st e−sτ (w(s) − w(t)e ˆ dt), [τ < 0] 0



(στ− w)(s) =







e−sτ (w(s) − 



e−sτ w(s).



R0



−τ



−st ˆ w(t)e dt), [τ > 0]



[τ < 0]



w ∈ L2 , w ∈ H2+ ,



w ∈ H2− ,



+ − ˆ := L−1 ˆ := L−1 Here, w + w for w ∈ H2 and w − w for w ∈ H2 . Obviously, σ0 is the identity map. Note that στ : L2 → L2 defines an isometry (for all τ ∈ R) and that στ+ : H2+ → H2+ and στ− : H2− → H2− define isometries only if τ ≥ 0 and τ ≤ 0, respectively. In all other cases, στ+ and στ− define contractive operators (kστ+ k ≤ kwk).



In this thesis, we will avoid the superscripts + and − in στ+ , στ− whenever the domain of the operators is clear from its context. Definition 2.1.4. A subset B of L2 (or H2+ or H2− ) is said to be left invariant if στ B ⊆ B for all τ < 0. It is said to be right invariant if στ B ⊆ B for all τ > 0.
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ˆ w(t) t→ τ


τ>0



ˆ ˆ τ w)(t) (σ



ˆ ˆ τ w)(t) (σ



t→



t→



ˆ = L−1 {w} with w ∈ H2+ for τ < 0 and τ > 0. Figure 2.1: τ-shift of w When interpreted in time domain, a left- and right shift on a signal w ∈ H2+ is illustrated in Figure 2.1.



2.2



Concepts from geometric control theory



In a number of control relevant model reduction strategies of this thesis, we will make use of concepts from geometric control theory. Therefore, concepts as controlled invariant and conditioned invariant subspaces are introduced in the following subsections. For more details on geometric control theory, we refer to [6, 80].



2.2.1 Controlled invariant subspaces Consider the dynamical system: ¨ x˙ = Ax + Bu, Σ: y = C x,



(2.3)



with the finite dimensional state space X = Rn , the input space U = Rm and the output space Y = Rp . Let x(t; x 0 , u) denote the state trajectory of the system Σ in (2.3) corresponding to the input u and the initial condition x(0) = x 0 . Definition 2.2.1. We call a subspace V ⊂ X controlled invariant, or (A, B) invariant, if ∀x 0 ∈ V , there exists an input u such that x(t; x 0 , u) ∈ V for all t ≥ 0. For controlled invariant subspaces, we have the following equivalences [6, 80]: Lemma 2.2.2. The following conditions are equivalent: i. V is controlled invariant ii. AV ⊂ V + im B iii. there exists F such that (A + BF )V ⊂ V
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Let F (V ) denote the set of matrices F that achieve property iii. Let V (A, B, C, 0) be the set of controlled invariant subspaces that is defined as:



V (A, B, C, 0) = {V | V is controlled invariant and V ⊂ ker C}. A property of controlled invariance subspaces is that they are closed under addition (i.e. if V1 and V2 are controlled invariant, the sum V1 + V2 is also controlled invariant). With this property, we can define the largest controlled invariant subspace contained in the subspace ker C as follows:



V ∗ (A, B, C, 0) = max{V | V ∈ V (A, B, C, 0)}, where the maximum is taken in a set theoretic way. That is V ∗ = V ∗ (A, B, C, 0) is the unique subspace with the properties that V ∗ ∈ V (A, B, C, 0) and that V ∈ V (A, B, C, 0) implies that V ⊆ V ∗ . This subspace can be computed using an iterative algorithm, given by: Algorithm 2.2.3. Given the matrices A, B and C. The largest controlled invariant subspace V ∗ (A, B, C, 0) can be computed as follows: • Set V1 = ker C • Set Vi = ker C ∩ A−1 (Vi−1 + im B), for i = 2, 3, . . . • Stop when Vk = ker C ∩ A−1 (Vk + im B) Set V ∗ (A, B, C, 0) = Vk . Here A−1 V is the set theoretic inverse A−1 V = {x | Ax ∈ V }. The system Σ in (2.3) can also have a direct feed through term from u to y as in: Σ:



¨



x˙ = Ax + Bu, y = C x + Du.



(2.4)



We then define the set of controlled invariant subspaces V (A, B, C, D) as:



V (A, B, C, D) = {V | there exists F such that (A + BF )V ⊂ V and V ⊂ ker(C + DF )}. Due to the additive property of controlled invariant subspaces, we can define the largest controlled invariant subspace V ∗ (A, B, C, D) such that there exists a matrix F ∈ F (V ∗ (A, B, C, D)), with the property that V ∗ (A, B, C, D) ⊂ ker(C + DF ), i.e.



V ∗ (A, B, C, D) = max{V | V ∈ V (A, B, C, D)}. We can also focus on subspaces of controlled invariant subspaces as V ∗ (A, B, C, D), by defining additional requirements on their properties. In this thesis, we will make use of stabilizability and controllability subspaces, which are briefly defined here. For more details on these spaces, we refer to [6, 58, 80].
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Definition 2.2.4. We call a subspace V g ⊂ X a stabilizability subspace if ∀x 0 ∈ V g , there exists an input u such that x(t; x 0 , u) ∈ V g and satisfies lim t→∞ x(t; x 0 , u) = 0. For this subspace, we have the following equivalence conditions: Lemma 2.2.5. The following conditions are equivalent: i. V g is a stabilizability subspace ii. there exists F such that (A + BF )V g ⊂ V g with σ((A + BF )|V g ) ⊂ C− Here, |V g denotes the canonical restriction on a subspace V g ⊂ X . For a subspace where every initial condition (in this subspace) can be steered towards the origin in finite time (and without leaving the subspace), we define the following: Definition 2.2.6. We call a subspace R ⊂ X a controllability subspace if ∀x 0 ∈ R, there exists an input u and T > 0 such that x(T ; x 0 , u) = 0 and x(t; x 0 , u) ∈ R for all 0 ≤ t ≤ T. Without details, the results for this subspace based on the system matrices A and B, a matrix L, and the feedback F ∈ F (R), will be given [58]:



Lemma 2.2.7. R ⊂ X is a controllability subspace if and only if there exist F and L such that R = 〈 A + BF | im B L〉. Here, 〈 A | im B〉 is the A-invariant subspace generated by im B, i.e. 〈 A | im B〉 = im B + Aim B + · · · + An−1 im B. Since the stabilizability and controllability subspaces are controlled invariant, they also have the additivity property. When requiring that they have to be contained in another subspace (as e.g. ker C), or that they have to make the output y in Σ equal to zero, we can define the largest stabilizability and controllability in a similar way as done in V ∗ (A, B, C, D). The largest stabilizability subspace in X will be denoted by V g∗ (A, B, C, D) and the largest controllability subspace in X is given as R∗ (A, B, C, D). Observe that V g∗ (A, B, C, D) ⊆ V ∗ (A, B, C, D) and that R∗ (A, B, C, D) ⊆ V ∗ (A, B, C, D).



2.2.2 Conditioned invariant subspaces Also the notion of conditioned invariant subspaces, or (C, A) invariant subspaces, will be addressed in this preliminaries. To be able to do this, we first have to sketch the problem (as done in e.g. [58]). Consider the system Σ in (2.3) where we know the input trajectory u(t) and output trajectory y(t). The state evolution x(t) is unknown however. We could ask ourselves whether it is possible to use the observations of u and y to get information on x. To do so, we define an unknown vector ξ0 ∈ X , a known vector x 0 ∈ X and a subspace S ⊂ X . Suppose that ξ0 lies in the hyperplane x 0 + S . This means that x 0 − ξ0 ∈ S and we will say that x 0 and ξ0 are “equivalent modulo S ”. The set of all vectors ξ0 that are
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equivalent to x 0 , modulo S is denoted x 0 /S or x 0 mod S . Hence x 0 /S = {ξ0 | x 0 − ξ0 ∈ S }. For more information on factor spaces and the modulo operator, we refer to the preliminaries in [80]. Now we reconsider the question whether given the observations for y, it is possible to get information of the equivalence class w(t) = x(t)/S for all t ≥ 0 using the fact that x 0 /S is known. We therefore consider w(t) := x(t)/S and would like to reconstruct this entire equivalence class for all t ≥ 0 using y(t) only. Definition 2.2.8. Given the system x˙ = Ax and y = C x. Call a subspace S ⊂ X conditioned invariant if there exist matrices P, R such that w(t) := x(t)/S satisfies ˙ = P w + R y. w As is the case for controlled, or (A, B) invariant subspaces, we have conditions in terms of the system matrices A and C that provide equivalent conditions for condition invariant subspaces: Lemma 2.2.9. The following conditions are equivalent: i. S is conditioned invariant ii. A(S ∩ ker C) ⊂ S iii. there exists L such that (A + LC) S ⊂ S Here, we let L(S ) denote the set of matrices L that achieve property iii. Consider the system in (2.3) and define S (A, B, C, 0) as the set of conditioned invariant subspaces as:



S (A, B, C, 0) = {S | S is conditioned invariant and im B ⊂ S }. A property of conditioned invariance is that they are closed under intersection (i.e. if S1 and S2 are conditioned invariant, the intersection S1 ∩ S2 is also conditioned invariant). With this property one can infer that there exists a smallest conditioned invariant subspace that contains im B, defined as



S ∗ (A, B, C, 0) = min{S | S ∈ S (A, B, C, 0)}, where the minimum is taken in a set theoretic sense such that S ∗ ∈ S (A, B, C, 0) and S ∈ S (A, B, C, 0) implies that S ∗ ⊆ S . The computation of this subspace is similar as in Algorithm 2.2.3, namely: Algorithm 2.2.10. Given the matrices A, B and C. The smallest conditioned invariant subspace S ∗ (A, B, C, 0) can be computed as follows: • Set S1 = im B • Set Si = im B + A(Si−1 ∩ ker C), for i = 2, 3, . . . • Stop when Sk = im B + A(Sk ∩ ker C) Set S ∗ (A, B, C, 0) = Sk .
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Again, we can consider a direct feed through term D from u to y in Σ as in (2.4), resulting in the set of conditioned invariant subspaces:



S (A, B, C, D) = {S | there exists L such that (A + LC)S ⊂ S and im(B + L D) ⊂ S }. Due to the intersection property of conditioned invariant subspaces, we can define the smallest conditioned invariant subspace with direct feed through as:



S ∗ (A, B, C, D) = min{S | S ∈ S (A, B, C, D)}.



2.2.3 Other concepts in geometric control theory Considering controlled and conditioned invariance of systems, we define the notion of (S , V )-pairs as follows: Definition 2.2.11. Given a system Σ as in (2.4). We call S and V an (S , V )-pair if the following three conditions hold: i. S is (C, A) or conditioned invariant ii. V is (A, B) or controlled invariant iii. S ⊂ V In the thesis, we use the notation ΠI and |I to denote canonical projections and restrictions on a subspace I , respectively.
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Abstract: Following the first proposed strategy in Chapter 1, a representation for the desired controlled system needs to be found before a controller is actually synthesized. This chapter is about the representation of such a controlled system. This will be achieved using dual optimization strategies, combined with variational analysis, to find Lagrangian or adjoint systems that represent controlled behaviors. We consider optimal L2 and H∞ control problems as well as the design of observers minimizing a quadratic or H∞ cost criterion. The results will be illustrated using a benchmark example, which shows that the regular reduction techniques will yield worse performance. This chapter is an extended version of the papers [39, 71].
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Motivation



To overcome the loss of (control) relevant information in the classical approaches for the design of low-order controllers and observers, we propose a strategy that first requires a representation of the controlled system, second reduces the complexity of this controlled system by approximating it preserving the important controlled system behavior and finally tries to synthesize a controller (of low complexity) that fulfills this desired controlled behavior after interconnection with the original system. In this chapter, we will address the first step of this strategy, namely the construction of a representation for the controlled system. To obtain this, we start with a state space representation of a (complex) linear time invariant system and use variational analysis and Lagrangian methods to define adjoint systems that represent the controlled system. This approach is discussed in Section 3.2. The controlled system should achieve a certain performance, as it is specified in terms of a cost criterion in Section 3.2. We propose to focus on two specific control problems, as illustrated in the block scheme in Figure 3.1. The first problem is the classical quadratic control problem, where one tries to steer the output z to zero by applying the control input u. The other control problem is the H∞ control problem, where we want to have a controller that maps y to u such that it limits the maximal gain of the disturbance d to the output z. Both control problems will result in a Lagrangian system, which will be the result presented in Section 3.3. Also the problem of designing observers for complex systems is addressed in this chapter. Here observers will be viewed as dynamical systems that estimate non-measured (or non-measurable) signals from partial state measurements in a causal manner. This is illustrated in Figure 3.2. For observers of the usual Luenberger type, the dynamic degree (or state dimension) is generally equal to the dynamic degree of the plant. Again, we consider two different objective criteria, namely minimizing the estimation error e in a quadratic and in an H∞ sense. These correspond to the Kalman and the H∞ filtering problems. We study the representations of the error systems using adjoint systems, as done in Section 3.4.



z



d



ΣP y



u



Σcont Figure 3.1: Control problem using measurements y and control input u.
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e



z



d1



ΣP y



˜y



Σobs



zˆ



d2 Figure 3.2: Estimation of signal z using observer Σobs . The representations for the controlled systems will be applied to an industrial example in Section 3.6. The controlled system will be approximated using known model reduction techniques in Section 3.5, and will be compared with the reduce-then-optimize strategy as introduced in Chapter 1 (where first the model is approximated and then the controller (or observer) is designed based on the reduced order system).



3.2



Lagrangian method



To illustrate the Lagrangian method, we consider the time-invariant dynamical system represented by: x˙ = f (x, u),



x(t 0 ) = x 0 ,



(3.1)



where x ∈ L1loc (T; Rn ) is the state, u ∈ L1loc (T; Ru ) is the to-be-optimized signal in the optimization problem and f is a Lipschitz continuous function on Rn+u that assumes values in Rn . We consider solutions x and u of (3.1) that are locally integrable in the time interval T = [t 0 , t 1 ] (where t 1 > t 0 ). Typically, the to-be-designed signal u is a control input, as it will be in Section 3.3, but it can also be chosen as the impulse response of a filter, as we will illustrate in Section 3.4 for the observer design problems. For both cases, the optimization amounts to finding the signal u that minimizes the general cost function: Z t1 J(x, u) =



F (x(t), u(t))dt + E(x(t 1 )),



(3.2)



t0



where the stage cost F (x(t), u(t)) ∈ R+ is Lipschitz continuous and where E(x(t 1 )) ∈ R+ is the end-point weighting. For the purposes of this chapter, we assume a finite time interval (T = [t 0 , t 1 ]) for the optimization, but also an infinite time horizon could be chosen. The state and input trajectories (x, u) of the cost function J in (3.2) need to satisfy the constraints: x˙ = f (x, u),



x(t 0 ) = x 0 ,



(3.3a)



g(x, u) = 0,



(3.3b)



h(x) ≤ 0,



(3.3c)
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where g : Rn+u → Rq and h : Rn → Rp are assumed to be Lipschitz continuous functions. We refer to (3.3a) as the state evolution or the system equality, to (3.3b) as the equality constraint, and to (3.3c) as the inequality constraint. The q equality and p inequality constraints defined in (3.3b) and (3.3c) are assumed to hold for all time instances t ∈ T. The inequality constraints are interpreted component-wise, i.e. h j (x(t)) ≤ 0 for all t ∈ T and for all j = 1, . . . , p. The constraints in (3.3) are used to formalize a feasible set of candidate state and input trajectories for the optimization. This is defined as



F := {(x, u) ∈ L1loc (T; Rn+u ) | (3.3) holds}, which is assumed to be non-empty in this chapter. The constraints (3.3b) and (3.3c) are said to satisfy the constraint qualification condition if there exists at least one pair (x, u) ∈ Fconstraints , where



Fconstraints := {(x, u) ∈ L1loc (T; Rn+u ) | (3.3b) hold and h j (x(t)) < 0



for all components h j , with j = 1, . . . , p, and for all t ∈ T}.



To find the optimal input trajectory u∗ and state evolution x ∗ , we aim at solving the primal optimization problem: Popt :=



inf



J(x, u)



(x,u)∈F



and wish to find, if possible, (x ∗ , u∗ ) ∈ F such that J(x ∗ , u∗ ) = Popt . This optimization problem can be solved using variational analysis. To do so, define the Lagrangian functional by L(x, u, λ1 , λ2 , µ, ν) := J(x, u) + 〈λ1 , x(t 0 ) − x 0 〉 + 〈λ2 , f (x, u) − x˙ 〉



+ 〈µ, g(x, u)〉 + 〈ν, h(x)〉



= 〈1, F (x, u)〉 +E(x(t 1 ))+ 〈λ1 , x(t 0 ) − x 0 〉 +〈λ2 , f (x, u) − x˙ 〉 + 〈µ, g(x, u)〉 + 〈ν, h(x)〉 ˙ 2 , x〉 + 〈λ2 , f (x, u)〉 + λ2 (t 0 )⊤x(t 0 ) − λ2 (t 1 )⊤x(t 1 ) = 〈1, F (x, u)〉 + λ⊤ (x(t 0 ) − x 0 ) + 〈λ 1



+ E(x(t 1 )) + 〈µ, g(x, u)〉 + 〈ν, h(x)〉,



(3.4)



where λ1 ∈ Rn and λ2 ∈ L1loc (T; Rn ) are called the Lagrange multipliers, where µ ∈ L1loc (T; Rp ), ν ∈ L1loc (T; Rq ), and 〈·, ·〉 denotes the bilinear form on the interval T = R [t 0 , t 1 ] as defined by 〈a, b〉 = T a(t)⊤ b(t)dt. Partial integration has been used in the last equality of (3.4). Using this Lagrangian, the Lagrange dual cost functional ℓ : Rn × L1loc (T; Rn+p+q ) → R is defined as ℓ(λ1 , λ2 , µ, ν) :=



inf



(x,u)∈F



L(x, u, λ1 , λ2 , µ, ν),



3.2. LAGRANGIAN



25



METHOD



which is defined on the domain



G := {(λ1 , λ2 , µ, ν) ∈ Rn × L1loc (T; Rn+p+q ) | ν ≥ 0}. This problem is called feasible if there exists a (λ1 , λ2 , µ, ν) ∈ G for which there holds that ℓ(λ1 , λ2 , µ, ν) > −∞. It is used to define the dual optimization problem as Dopt :=



sup



ℓ(λ1 , λ2 , µ, ν)



(λ1 ,λ2 ,µ,ν)∈G



where we aim to find, if possible, trajectories (λ∗1 , λ∗2 , µ∗ , ν ∗ ) ∈ G such that the Lagrange dual cost functional ℓ(λ∗1 , λ∗2 , µ∗ , ν ∗ ) = Dopt . Assuming that the dual cost function is feasible, the Karush-Kuhn-Tucker (KKT) theorem [28, 29] provides necessary conditions for a local minimum x ∗ , u∗ of the primal optimization problem Popt : Theorem 3.2.1 (Karush-Kuhn-Tucker conditions). If the cost functional J has a local minimum under the constraints in Popt at the regular point (x ∗ , u∗ ), then there exist functions (λ∗1 , λ∗2 , µ∗ , ν ∗ ) ∈ G such that the Lagrangian functional L is stationary at (x ∗ , u∗ , λ∗1 , λ∗2 , µ∗ , ν ∗ ) , i.e. ∇L(x ∗ , u∗ , λ∗1 , λ∗2 , µ∗ , ν ∗ ) = 0, for all t ∈ T. Remark 3.2.2. The KKT conditions can be satisfied at a local minimum, a global minimum, which in fact is the solution of the optimization problem, as well as a saddle point. Under conditions on convexity or affinity for the cost and constraint functions in the optimization problem Popt , it is known that the KKT conditions are also sufficient. Theorem 3.2.3. Suppose that J is convex and that g and h are affine. Let T = [t 0 , t 1 ]. Assume that there exists at least one pair (x, u) ∈ Fconstraints . Then Dopt = Popt . Moreover, there exist functions (λ∗1 , λ∗2 , µ∗ , ν ∗ ) defined on T such that Dopt = ℓ(λ∗1 , λ∗2 , µ∗ , ν ∗ ) i.e. the dual optimization problem admits an optimal solution. In addition, the pair (x ∗ , u∗ ) is an optimal solution of the primal optimization problem and (λ∗1 , λ∗2 , µ∗ , ν ∗ ) is an optimal solution of the dual optimization problem if and only if i. g(x ∗ , u∗ ) = 0 and h(x ∗ ) ≤ 0, ii. ν ∗ ≥ 0 and (x ∗ , u∗ ) minimizes L(x, u, λ∗1 , λ∗2 , µ∗ , ν ∗ ) over all (x, u) ∈ L2 (T; Rn+u ) , and iii. ν j∗ h j (x ∗ ) = 0 for all j = 1, . . . , p. The KKT conditions on the stationary point (x ∗ , u∗ , λ∗1 , λ∗2 , µ∗ , ν ∗ ) of the Lagrangian functional allow a representation as the solution of a set of equations. That is for all
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time t in the interval T that (x ∗ , u∗ , λ∗1 , λ∗2 , µ∗ , ν ∗ ) satisfies x˙ =



f (x, u), ” — ∂h (x)⊤ ν, λ˙2 = −∇ x F (x, u) + f (x, u)⊤ λ2 − ∂ x — ” 0 = ∇u F (x, u) + f (x, u)⊤ λ2 , 0 =



g(x, u),



0 ≥



h(x), ν,



0 =



ν j h j (x),



0 ≤



(3.5a)



for j = 1, . . . , p.



The two differential equations in (3.5a) are subject to the two-point boundary conditions: and λ2 (t 1 ) = ∇ x E(x(t 1 )).



x(t 0 ) = x 0



(3.5b)



The system defined by the equations (3.5) is called the adjoint system or the optimal controlled system, because it contains the original system dynamics as well as the optimization criteria. Note that (3.5) is an autonomous system in the sense that solutions of (3.5a) only depend on boundary conditions (3.5b). Since the condition on λ1 is not required in the definition of the adjoint system, we shorten the notation by defining λ := λ2 . This adjoint system in (3.5) is then equivalently represented by



Σadjoint :







x˙ = f (x, u),   λ ˙ = −∇ H(x, u, λ, µ) − x



∂h (x)⊤ ν, ∂x



 0 = ∇u H(x, u, λ, µ),   0 = g(x, u),



together with the static non-linear constraints



ΣNL :







0 ≥ h(x), 0 ≤ ν,  0 = ν j h j (x),



for j = 1, . . . , p,



where H(x, u, λ, µ) := F (x, u) + f (x, u)⊤ λ + g(x, u)⊤ µ is defined as the Hamiltonian as in [71].
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Remark 3.2.4. Note that in absence of the equality and inequality constraints (i.e. p = q = 0), the optimal solution (x ∗ , u∗ , λ∗ ) needs to fulfill similar conditions as in (3.5), namely ” — ” — ˙ = −∇ x F (x, u) + f (x, u)⊤ λ and ∇u F (x, u) + f (x, u)⊤ λ = 0 x˙ = f (x, u), λ together with the boundary conditions in (3.5b).



Because the adjoint system contains twice the number of differential equations as the original system (3.1), it can become quite complex. In this chapter, we propose to reduce the adjoint system (3.5) to a less complex system. The important advantage of reducing the adjoint system is that the optimal signal u∗ , which is the optimal control input or impulse response of an optimal observer, results from the third equation in (3.5a), and can be approximated optimally using a low-order adjoint system.



3.3



Controller design problems



The design of two different optimal control strategies will be addressed in this section, both making use of the proposed Lagrangian method. The two resulting adjoint systems will describe the controlled system behavior for a system fulfilling a quadratic and an H∞ optimization criterion. This corresponds to the well known quadratic control (LQR) and H∞ control problems. For both optimization problems, we focus on a linear system that is represented in state space form by ¨ x˙ = Ax + Bu + Gd, x(t 0 ) = x 0 , (3.6) ΣP : y = C x + Du, with x ∈ L1loc (T; Rn ), u ∈ L1loc (T; Ru ), d ∈ L1loc (T; Rd ) and y ∈ L1loc (T; Ry ) with the time interval T = [t 0 , t 1 ]. Here d is a disturbance acting on the system, u is the control input, which needs to be designed to obtain the desired performance, and y is the output of the system. We defined the signals in L1loc to be able to apply the results from Section 3.2. For this section, we assume that the pair (A, B) in ΣP is stabilizable.



3.3.1 Linear Quadratic Regulator In linear quadratic control, we aim to design a controller that drives the state vector towards zero (or a desired reference value) by trading off a quadratic function of the state error and a quadratic penalty on the used control input u. We neglect the influence of the disturbance in this section, and set d := 0. Considering the generalized cost function in (3.2), we consider the quadratic stage cost F (x, u) =



1 x ⊤Q x + u⊤ Ru, 2 2



1
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where the weighting on the state Q is positive semi-definite and the weighting on the input R is positive definite. Remark 3.3.1. One could also minimize the energy of the output of the system y as a quadratic control problem by setting F (x, u) = 21 y ⊤ y = 21 x ⊤Q x + 12 u⊤ Ru + u⊤ N x, with Q = C ⊤ C, R = D⊤ D and N = D⊤ C. This general approach is discussed in [68, 71]. The end-point weighting in (3.2) for the linear quadratic control problem is defined to be E(x(t 1 )) :=



1 2



x(t 1 )⊤ E x(t 1 ),



where E = E ⊤  0. The three constraints in (3.3) that need to hold for this problem are: f (x, u) := Ax + Bu − x˙ ,



x(t 0 ) = x 0 ,



g(x, u) := A g x + B g u + C g = 0, h(x) := Ah x + Ch ≤ 0. For this linear case, the proposed stage cost, the end-point weighting, and the constraints are used to apply the results of the previous section, so we have the Lagrangian L(x, u, λ1 , λ2 , µ, ν) :=〈1, F (x, u)〉 + 〈λ1 , x(t 0 ) − x 0 〉 + 〈λ2 , Ax + Bu − x˙ 〉



+ E(x(t 1 )) + 〈µ, A g x + B g u + C g 〉 + 〈ν, Ah x + Ch 〉,



with the Lagrange multipliers λ1 ∈ Rn and λ2 ∈ L1loc (T; Rn ), µ ∈ L1loc (T; Rp ) and ν ∈ L1loc (T; Rq ). Since Q  0 and R ≻ 0, it follows that J is a convex function. Therefore, Theorem 3.2.3 promises that (x ∗ , u∗ ) solves the primal optimization problem whenever the adjoint equations in Σadjoint and ΣNL are satisfied for (x ∗ , u∗ , λ∗1 , λ∗2 , µ∗ , ν ∗ ). This yields the systems:  x˙ = Ax + Bu,   λ ˙ = −Q x − A⊤ λ − A⊤ ν − A⊤ µ, g h (3.7a) Σadjoint : ⊤ ⊤  0 = Ru + B λ + B µ,  g  0 = Ag x + Bg u + Cg , and



ΣNL :







0 ≥ Ah x + Ch , 0 ≤ ν,  0 = ν j e⊤j (Ah x + Ch ),



(3.7b) for j = 1, . . . , p,
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with boundary conditions x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ), where e j is the jth canonical basis, and where the notation λ := λ2 has been used. In absence of equality constraints, the adjoint system in (3.7a) can be rewritten as a state space representation: ¨ ξ˙ = Aξ + B ν, (3.8) Σadjoint : u = C ξ,       — ” 0 x A −BR−1 B ⊤ where ξ := ,A= , B = and C = 0 −R−1 B ⊤ . ⊤ ⊤ λ −Ah −Q −A



The optimal trajectories of the primal and dual optimization problem are defined by combining (3.8) with (3.7b) and the two boundary conditions x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ). Special cases of quadratic control problems



When considering the LQ problem without equality and inequality constraints, there are no static non-linear constraints (ΣNL ), and we only obtain the autonomous system of differential equations that simplifies to: – ™ – ™– ™ −1 ⊤ ˙ A −BR B x x  ,   λ ˙ = −Q λ −A⊤ – ™ (3.9) ΣKLQ :  ” — x  −1 ⊤  u = , 0 −R B λ where the boundary conditions are x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ). The stationary solution u∗ is then generated as the output of ΣKLQ .



Theorem 3.3.2. The solution u∗ generated by (3.9) with the two-point boundary conditions is the optimal input for the LQ control problem. We also can consider a quadratic control problem where the state x needs to be driven towards a reference value x ref ∈ L1loc (T; Rn ). For this case, the stage cost and end-point weighting are equal to: F (x, u) =



1 (x − x ref )⊤Q(x − x ref ) + u⊤ Ru, 2 2



1



E(x(t 1 )) =



1 2



x(t 1 )⊤ E x(t 1 ),



where Q  0 and R ≻ 0. When considering this problem without the equality and inequality constraints in (3.3b) and (3.3c), this results in the adjoint system – ™ – ™– ™ – ™ 0 x x˙ A −BR−1 B ⊤  x ref , +  ⊤  λ ˙ = −Q Q λ −A ™ – ΣKLQ,ref :  ” — x   u = , 0 −R−1 B ⊤ λ
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which is driven by the reference x ref . The stationary solution u∗ is generated by ΣKLQ,ref when the boundary conditions are set to x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ).



3.3.2 H∞ control problems



As mentioned in the introduction of this chapter, we also consider H∞ cost criteria for controlled systems using the Lagrangian method in Section 3.2. Again, we consider the linear dynamical system ΣP in (3.6). For H∞ problems, it is assumed that the initial state of the system ΣP is zero, i.e. x(t 0 ) = 0. The goal of the controller is to apply a control input u that makes the influence of the worst-case disturbance d on the output y less then γ, i.e. find a control u that minimizes Γ(u) := sup 06=d∈L2



k yk22 kdk22



,



where we use the norm kdk2 =



R t1 t0



d(t)⊤ d(t)dt.



The goal is to formulate a stage cost and end-point weighting as in (3.4) for this problem as we have done for the quadratic control problem. We have used the system dynamics as they are given in (3.6): ¨ x˙ = Ax + Bu + Gd, x(t 0 ) = x 0 . ΣP : y = C x + Du, Due to the influence of d, we extend the stage cost defined in the previous section and introduce Z t1 Jγ (u, d) :=



F (x(t), u(t), d(t))dt + E(x(t 1 )),



(3.10)



t0



with  ⊤    Ru 0 u u F (x, u, d) = x Q x + u Ru u − γ d d = x Q x + d d 0 −γ2 I {z } | ⊤



and



⊤



2 ⊤



⊤



:=R



E(x(t 1 )) = x(t 1 )⊤ E x(t 1 ), where, as before, Q  0, Ru ≻ 0, E  0 and γ > 0.



Remark 3.3.3. When using the system ΣP and setting the output y as the to-beminimized output for the disturbance d in the criteria Jγ (u, d), we get the stage cost F (x, u, d) = x ⊤Q x + u⊤ Ru u + u⊤ N x − γ2 d ⊤ d with Q = C ⊤ C and Ru = D⊤ D and N = D⊤ C. We assume N = D⊤ C = 0 in the analysis in this section, but this is no restriction.
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For arbitrary γ > 0, we consider a zero-sum differential game with criterion Jγ (u, d) in which u aims to minimize Jγ and d aims to maximize Jγ . The players in this game are therefore u and d. Specifically, we focus on the following two results of the game, namely: i. the Nash equilibrium, ii. the max-min equilibrium. We first focus on the Nash equilibrium, which is defined as follows: Definition 3.3.4. The pair (u∗ , d ∗ ) ∈ L1loc (T; Ru+d ) satisfies a Nash equilibrium if Jγ (u∗ , d) ≤ Jγ (u∗ , d ∗ ) ≤ Jγ (u, d ∗ )



holds for all (u, d) ∈ L1loc (T; Ru+d ) .



An important observation is that the matrix R in the stage cost is indefinite, hence the cost function Jγ (u, d) is not convex and we can not use the result of Theorem 3.2.3. However, since the primal optimization problem aims to find a solution to a saddle point, and since the KKT theorem looks for extreme values, we can still apply Theorem 3.2.1 to find expressions for the equilibrium (u∗ , d ∗ ) in terms of the Lagrange multipliers as in (3.5). For simplicity, we consider the case without equality and inequality constraints, and only consider the system dynamics x˙ = Ax + Bu + Gd in (3.6) with x(t 0 ) = x 0 . Therefore, the Lagrangian function is defined as: L(x, u, d, λ1 , λ2 )=〈1, F (x, u, d)〉 + 〈λ1 , x(t 0 )〉 + 〈λ2 , Ax + Bu + Gd − x˙ 〉 + E(x(t 1 )).



When verifying the stationary condition for the Lagrangian, where again λ := λ2 , we get the four equations: 0 = ∇λ L = Ax + Bu + Gd − x˙ , ˙ 0 = ∇ x L = Q x + A⊤ λ + λ, 0 = ∇u L = Ru u + B ⊤ λ,



0 = ∇d L = −γ2 d + G ⊤ λ,



with boundary conditions x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ). When using the matrix form, we obtain the adjoint system for the Nash equilibrium with (arbitrary) attenuation level γ as – ™ – ™– ™ −1 ⊤ −2 ⊤ ˙ x x A −BR B + γ GG u  ,   λ ˙ = −Q λ −A⊤ ™– ™ – ™ – (3.11) ΣKH∞ ,γ : ⊤  u x 0 −R−1  u B  , = λ 0 γ−2 G ⊤ d where the Nash equilibrium (u∗ , d ∗ ) is generated by setting the boundary conditions x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ).
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Theorem 3.3.5. The pair (u∗ , d ∗ ) generated by (3.11) with the two-point boundary conditions is a Nash equilibrium for Jγ subject to the system dynamics in (3.6). There is also a relation between the Nash equilibrium and the H∞ control problem that has been defined by Γ(u). Theorem 3.3.6. Given the system ΣP in (3.6). Assume that: i. x 0 = 0 in (3.6), ii. N = C ⊤ D = 0 (see Remark 3.3.3). Set E = 0, Q = C ⊤ C and Ru = D⊤ D. Then u∗ from the Nash equilibrium in (3.11) satisfies the H∞ cost criterion Γ(u∗ ) ≤ γ.    1/2  0 Q . Then u∗ from (3.11) and D = Conversely, given Q and Ru , set E = 0, C = R1/2 0 u satisfies Γ(u∗ ) ≤ γ. Instead of focusing on the Nash equilibrium, one can also consider a H∞ control problem that optimizes the cost function for a given, known, disturbance signal d: Definition 3.3.7. The input u∗ : L1loc (T; Rd ) → L1loc (T; Ru ) satisfies a max-min equilibrium if u∗ (d) satisfies Jγ (u∗ (d), d) ≤ Jγ (u(d), d), for all disturbances d ∈ L1loc (T; Rd ) and for all u : L1loc (T; Rd ) → L1loc (T; Ru ). We can also solve this problem using the Lagrangian method, resulting in the adjoint system that generates the u∗ (d) of the max-min equilibrium as:



ΣKH∞ ,γ,d :



– ™ – x˙ A    λ ˙ = −Q  ”   u = 0



™– ™ – ™ ⊤ G x −BR−1 u B d, + ⊤ 0 λ −A – ™ — x ⊤ , −R−1 u B λ



with the boundary conditions x(t 0 ) = x 0 and λ(t 1 ) = E x(t 1 ).



3.4



Observer design problems



In this section we discuss the design of two optimal observers, namely the Kalman and the H∞ filter [27, 41]. Although these observers are well known, we aim to develop a design method that involves the Lagrangian (or adjoint) system introduced in Section 3.2. From the adjoint system, we will infer low-order observers using the reduction techniques addressed in Section 3.5.
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Figure 3.3: Block diagram for the Kalman filtering problem. We again focus on linear time invariant dynamical systems, as illustrated in Figure 3.3, which are assumed to be observable and stable, and represented by:   x˙ = Ax + Bd1 , ΣP : (3.12) y = C x + Dd2 ,  z = H x,



where x ∈ L1loc (T; Rn ) is the state, y ∈ L1loc (T; Ry ) is an observed or measured output, z ∈ L1loc (T; Rz ) is the signal that is not measured but needs to be estimated, d1 ∈ L1loc (T; Rd1 ) and d2 ∈ L1loc (T; Rd2 ) are disturbances, with the finite time interval T = [t 0 , t 1 ]. The introduced disturbance d1 is the noise acting on the state vector and d2 can be seen as output (measurement) noise. An observer Σobs is a linear time invariant system that is defined by the impulse response ρ ∈ L1loc (T; Rz×y ): Σobs :



{ ρ : R+ → Rz×y | zˆ = ρ ∗ y },



(3.13)



where ∗ denotes the classical convolution as Z t zˆ(t) = (ρ ∗ y)(t) :=



0



ρ(τ) y(t − τ)dτ,



for t ∈ T. Here zˆ(t) denotes an estimate of the signal z at time t. Note that the latter equation defines a causal operator from measurement y to the estimate zˆ. Observers are therefore, by definition, causal mappings from measurements y to estimates zˆ. Remark 3.4.1. For the problem definitions in the next subsections, we assume that z = 1, hence the goal is to estimate one signal that can not be measured directly. We will show that this can be extended to the estimation of multiple unmeasured signals (i.e. z > 1) without loss of generality. This assumption means that in (3.12) we have H ∈ R1×n and that in (3.13) we have ρ : R+ → R1×y .



The complexity (or the order) of the observer will be the minimal dimension of the state space in the class of state space representations of Σobs . Equivalently, the complexity
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of Σobs is the McMillan degree of the Laplace transform of ρ. In the following two subsections, two types of observers will be designed. Both methods result in an adjoint system, which can be reduced using model reduction methods that will be presented in Section 3.5.



3.4.1 Kalman filtering In the case of Kalman filtering, the aim is to minimize the estimation error, which is denoted by e(t) in the block diagram (Figure 3.3). This is quantified here in a deterministic way by considering the impulse response κ of the mapping from disturbance d1 to the estimation error e and the impulse response µ of the mapping from disturbance d2 to the estimation error e. With the plant described by ΣP in (3.12) and the observer Σobs in (3.13), one easily verifies that: ¨ ¨ 0, t < 0, 0, t < 0, and µ(t) = κ(t) = At At −ρ(t)D, t ≥ 0. He B − ρ(t) ∗ Ce B, t ≥ 0, Given the assumption in Remark 3.4.1, we have that κ(t) ∈ R1×d1 and µ(t) ∈ R1×d2 are row vectors. Since the goal is to minimize the estimation error, the cost function we want to minimize is given by:1 J(ρ) =



Z



t1



κ(t)κ(t)⊤ + µ(t)µ(t)⊤ dt.



(3.14)



t0



When the expression for κ is substituted in this cost function, it becomes complex due to the convolution operators, hence it is therefore desired to simplify it. This can be done by introducing the dynamical system ΣKalman : ¨ ξ˙ = ξA − ρC, (3.15) ΣKalman : ζ = ξB, with initial value ξ(t 0 ) = H ∈ R1×n . Remark 3.4.2. This dynamical system contains multiplications with rows instead of columns, hence ξ(t) ∈ R1×n . Also ζ(t) ∈ R1×d1 is a row vector in ΣKalman .



Now, the states ξ(t) ∈ R1×n and the artificial output ζ(t) ∈ R1×d1 of the dynamical system can represent the first part of (3.14), namely: ξ(t) = ξ0 eAt − ρ(t) ∗ CeAt ,



R The same notation has been used for the bilinear form 〈α, β〉 = T α(t)⊤ β(t)dt if α, β : T → Rn×1 R and 〈α, β〉 = T α(t)β(t)⊤ dt if α, β : R → R1×n . The context should make clear which one is the correct interpretation. 1
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where ξ0 = H and ζ = ξB result in ζ(t) = HeAt B − ρ ∗ CeAt B = κ(t). The introduction of (3.15) makes the cost function less complex, where the additional end-point weight is now defined on the state variable ξ: Z t1 ζ(t)ζ(t)⊤ + ρ(t)DD⊤ ρ(t)dt



J(ρ) = =



Z



t0 t1



t0



ξ(t)BB ⊤ ξ(t)⊤ + ρ(t)DD⊤ ρ(t)dt := 〈1, F (ξ, ρ)〉 + E(ξ(t 1 )),



where, according to the generalized form in Section 3.2, we defined: F (ξ, ρ) = ξBB ⊤ ξ⊤ + ρDD⊤ ρ ⊤



and



E(ξ(t 1 )) = 0.



The primal optimization problem for the Kalman filtering problem is therefore given as follows: Popt :



min



J(ρ),



ρ



subject to: ξ˙ = ξA − ρC,



ξ(t 0 ) = H.



This optimization criteria can be rewritten in a Lagrangian functional, as done in (3.4), but now with the multipliers λ1 ∈ R1×n and λ2 (t) ∈ R1×n as row vectors: ˙ L(ξ, ρ, λ1 , λ2 ) := 〈1, F (ξ, ρ)〉 + 〈λ1 , ξ(t 0 ) − H〉 + 〈λ2 , ξA − ρC − ξ〉.



Since the stage cost and the constraints are convex (in the optimization variable), the theorems in Section 3.2 can be applied, resulting in the fact that the condition ∇L(ξ∗ , ρ ∗ , λ∗1 , λ∗2 ) = 0 yields the optimal solution of Popt . This gives, with λ := λ2 , the following set of equations: ˙ 0 = ∇λ L = ξA − ρC − ξ,



˙ 0 = ∇ξ L = −ξBB ⊤ − λA⊤ − λ, 0 = ∇ρ L = ρDD⊤ − λC ⊤,



given the boundary conditions that ξ(t 0 ) = H and λ(t 1 ) = 0. This can be reformulated as the following autonomous adjoint system that generates the optimal impulse response ρ ∗ of the (Kalman) observer:  ™ – ⊤ ” — ” — A −BB  ξ˙ λ ˙ = ξ λ ,   −C ⊤ (DD⊤ )−1 C −A⊤ ™ – (3.16) Σ OK :  ” — 0   , ρ = ξ λ C ⊤ (DD⊤ )−1



with the two-point boundary conditions: ξ(t 0 ) = H



and



λ(t 1 ) = 0.
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Theorem 3.4.3. The output ρ ∗ of the two-point boundary problem in (3.16) minimizes J(ρ) in (3.14) and is the impulse response of the optimal filter (3.13). The proof of this theorem is similar as the one of Theorem 3.3.2 and is therefore omitted in the appendix. Due to the complexity of (3.16), model reduction techniques will be discussed in Section 3.5, to obtain a desirable lower-order (adjoint) system that results in an observer, which approximates the optimal solution, in less computation time. In the deterministic formulation of the Kalman filter, the disturbances d1 and d2 are assumed to be impulses with specific amplitudes, which are expressed in their covariances. If the noise covariance matrices (R d1 and R d2 ) are not identity matrices, one can easily embed this information in the system dynamics (3.12) by replacing the matrix B 1/2 1/2 by BR d and D by DR d . 1



2



Remark 3.4.4. The result of Theorem 3.4.3 applies under the assumption that z = 1 (see Remark 3.4.1), i.e. only one output signal is estimated. If z > 1 then (3.16) applies for each of the ith outputs and gives the optimal impulse response ρi∗ for i = 1, . . . , z. The optimal filter is then given by (3.13) with:   ρ1∗ (t)  .  z×y .  ρ ∗ (t) =  for t ≥ 0.  . ∈R , ∗ ρz (t)



3.4.2 H∞ filtering



Given a positive constant γ, the H∞ filtering problem amounts to constructing the impulse response ρ of the filter (3.13) such that: Γ(ρ) := sup 06=d∈L2



kz − zˆk2 kdk2



.



(3.17)



Here, d = col(d1 , d2 ) is the disturbance entering the plant (3.12), which is assumed to have initial condition x 0 = 0. Except for the square integrability, no other assumptions are made on the noise d. The signal zˆ = ρ ∗ y is again the output of the observer in (3.13) and is the estimate of the to-be-estimated signal z. Whenever ρ satisfies the criterion Γ(ρ) ≤ γ, we will say that the filter (3.13) achieves disturbance attenuation level γ. In order to solve the H∞ filtering problem, we consider a second filtering problem that is defined as follows. Associate with the system (3.12) the state space evolution: ¨ ξ˙ = ξA − αC + ν H, ξ(t 0 ) = ξ0 , (3.18) Σξ : ζ = ξB,
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Figure 3.4: Block diagram for two-filter game for the H∞ filtering problem. where α ∈ L1loc (T; R1×y ) and ν ∈ L1loc (T; R) are signals and ξ(t) ∈ R1×n is a row vector for all time t ∈ T. Define for any such pair of signals α, ν the criterion function: Jγ (α, ν) :=



Z



t1



t0



ζ(t)ζ(t)⊤ + α(t)DD⊤ α(t)⊤ − γ2 ν(t)ν(t)⊤ dt,



(3.19)



given the state evolution in (3.18) and where the same convention is used as in. 1 For arbitrary γ > 0, we consider a zero-sum differential game with criterion function Jγ in (3.19) in which α aims to minimize Jγ and ν aims to maximize Jγ . The players in this game are therefore α and ν. As the case for the H∞ control problem, we consider two results of the game: i. the Nash equilibrium, ii. the max-min equilibrium.



For the design of the H∞ observer, we again first consider the Nash equilibrium:



Definition 3.4.5. The pair (α∗ , ν ∗ ) ∈ L1loc (T; R1×y ) × L1loc (T; R) establishes a Nash equilibrium if the corresponding evolution ξ of (3.18) belongs to L1loc (T; R1×n ) and if Jγ (α∗ , ν) ≤ Jγ (α∗ , ν ∗ ) ≤ Jγ (α, ν ∗ ) for all α ∈ L1loc (T; R1×y ) and ν ∈ L1loc (T; R).



In that case, the number Jγ (α∗ , ν ∗ ) is called the value of the differential game. Similarly, the max-min equilibrium can be defined as:



Definition 3.4.6. The signal α∗ : L1loc (T; R) → L1loc (T; R1×y ) establishes a max-min equilibrium for the criterion Jγ if α∗ (ν) satisfies: Jγ (α∗ (ν), ν) ≤ Jγ (α(ν), ν), for all ν ∈ L1loc (T; R) and for all α : L1loc (T; R) → L1loc (T; R1×y ).



If we interpret α and ν as impulse responses of dynamic filters, then the configuration of Figure 3.4 depicts a corresponding filtering problem in which one filter (with impulse
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response α) minimizes the estimation error ε while the other (with impulse response ν) maximizes the error ε. Unlike the formulation of the H∞ filtering problem, the disturbances d1 and d2 in Figure 3.4 are δ-pulses in the formulation of this two-filter game problem. The following theorem relates the differential game problem to the H∞ filtering problem and is a key result for the construction of filters that achieve disturbance attenuation level γ. Theorem 3.4.7. Consider the above differential game with criterion Jγ (α, ν) and the H∞ filtering problem with criterion Γ(ρ). Let ξ0 = 0. 1. If α∗ (ν) establishes a max-min equilibrium then ρ ∗ := α∗ (δ) is the impulse response of an H∞ filter (3.17) that achieves attenuation level γ.



2. Conversely, if ρ ∗ is the impulse response of an H∞ filter (3.13) that achieves attenuation level γ, then the convolution α∗ (ν) := ν ∗ ρ ∗ is a max-min equilibrium for Jγ .



The proof of this theorem can be found in Section A.3 of the appendix. To solve the differential game filtering problem, we introduce the stage cost and endpoint weighting as in Section 3.2: F (ξ, α, ν) := ξBB ⊤ ξ⊤ + αDD⊤ α⊤ − γ2 νν ⊤



and



E(ξ(t 1 )) := 0.



The Lagrangian functional, as defined in (3.4), is then given by: ˙ L(ξ, λ1 , λ2 , α, ν) =〈1, F (ξ, α, ν)〉+ 〈λ1 , ξ(t 0 ) − 0〉 + 〈λ2 , ξA − αC + ν H − ξ〉.



For arbitrary γ > 0, the Nash equilibrium solution (α∗ , ν ∗ ) is generated as the output of the adjoint system, which results from applying the KKT conditions and by setting λ := λ2 : ˙ 0 = ∇λ L = ξA − αC + ν H − ξ, ⊤ ⊤ ˙ 0 = ∇ξ L = −ξBB − λA − λ,



0 = ∇α L = αDD⊤ − λC ⊤ ,



0 = ∇ν L = −γ2 ν + λH ⊤ ,



with ξ(t 0 ) = ξ0 and λ(t 1 ) = 0, or given in a matrix notation by  – ™ ⊤ ” — ” — A −BB ∗ ∗ ∗ ∗  ˙ ˙ ,   ξ λ = ξ λ −RC + γ−2 H ⊤ H −A⊤ ™ – ΣOH∞ ,N :  ” — ” — 0 0   α∗ ν ∗ = ξ∗ λ∗ , −2 ⊤ R γ H



where R := C ⊤ (DD⊤ )−1 and the two-point boundary conditions have to hold.



(3.20)
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Theorem 3.4.8. Let (α∗ , ν ∗ ) be solutions of (3.20) subject to the boundary conditions. Then (α∗ , ν ∗ ) is a Nash equilibrium of the differential game as formulated in Definition 3.4.5. The proof of this theorem is similar to the one for Theorem 3.3.5. Similarly, for arbitrary γ ≥ 0, the max-min equilibrium α∗ (ν) can be obtained by applying the KKT conditions, resulting in the adjoint system:  ™ – ⊤ ” — ” — ” — A −BB ∗ ∗ ∗ ∗  ξ˙ λ ˙ = ξ λ +ν H 0 ,  ⊤  −RC −A – ™ (3.21) ΣOH∞ ,γ :  ” — 0  ∗ ∗ ∗  , α = ξ λ R with the same boundary conditions for ξ(t 0 ) = ξ0 and λ(t 1 ) = 0. As shown in Theorem 3.4.7, we can use this adjoint system to calculate the optimal estimator filter ρ ∗ := α∗ (δ) for the H∞ estimation problem, which results in the following theorem:



Theorem 3.4.9. Let α∗ (ν) denote the output of (3.21) subject to the boundary conditions. Then α∗ (ν) is a max-min strategy. In particular if ξ0 = 0, α∗ (δ) = ρ ∗ achieves the H∞ criteria Γ(ρ ∗ ) ≤ γ.



3.5



Model reduction of controlled systems



The order of the adjoint systems from both control and estimation problems, given in (3.9), (3.11), (3.16) and (3.21) is twice the order of the plant. Because the original systems (3.6) and (3.12) already contain a large number of states, reduction methods need to be applied. In this section we will provide reduction strategies that result in approximated adjoint systems having a lower complexity.



3.5.1 State space transformations The adjoint systems that represent the controlled situations for the different controller and observer design problems do not always have to be in minimal form. Therefore, we consider a transformation of the state vectors in (3.9), (3.11), (3.16) and (3.21), by a time-varying and invertible transformation according to σ(t) = λ(t) − P(t)x(t) (or σ(t) = λ(t) − ξ(t)P(t)), which for the controller and observer design problems yields      x I 0 x = for systems in Section 3.3, or σ −P(t) I λ   ” — ” — I −P(t) ξ σ = ξ λ for systems in Section 3.4, 0 I



with P(t) a (time depending or constant) non-singular matrix. Ideally, this transformation is in such a way that (in both cases) the adjoint variable σ is decoupled from x or ξ in the sense that the evolution of σ no longer depends on the evolution of x or ξ.
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We will illustrate the proposed transformation for the adjoint system resulting from the linear quadratic control problem, without equality or inequality constraints, and which has a finite time horizon T, as defined in ΣKLQ in (3.9). This yields:        x˙ 0 I 0 x˙ = ˙ + −P ˙x ˙ σ −P I λ       0 I 0 A −BR−1 B ⊤ x = + ˙x −P I λ −P −Q −A⊤          0 I 0 A −BR−1 B ⊤ I 0 x = + ˙x −P I P I σ −P −Q −A⊤    A − BR−1 B ⊤ P −BR−1 B ⊤ x = . (3.22) ˙ −P BR−1 B ⊤ − A⊤ σ −A⊤ P − PA + P BR−1 B ⊤ P − Q − P



To be able to fulfill our desired goal, namely that σ is independent of x (or in observer design problems ξ), we would like to fulfill the following two conditions: ˙ = A⊤ P + PA − P BR−1 B ⊤ P + Q, i. − P ii. P(t 1 ) = E.



Moreover, when both conditions are satisfied we have that σ(t) = 0 for all t ∈ T. This results from the following observations: i. There is decoupling between the variable x (or ξ) and σ because the south-west corner of the matrix in (3.22) is zero. ii. For the condition on t = t 1 we have that σ(t 1 ) = λ(t 1 ) − P(t 1 )x(t 1 ) = E x(t 1 ) − P(t 1 )x(t 1 ) = 0,



when substituting the final condition for λ(t 1 ). iii. Since the eigenvalues of the south-east corner in (3.22) are in the right-half plane (i.e. the dynamics of σ are unstable), and given that the value of σ at t 1 is zero, it has to be zero for the complete interval T, i.e. σ(t) = 0, ∀t ∈ T. The remaining question to be answered is whether it is possible to solve the differential Riccati equation with the end-point weighting. The answer to this question is yes, and can be found in literature as e.g. [9].



3.5.2 Minimal representations of adjoint systems The presented results in the previous subsection can also be applied to the other adjoint systems for H∞ control or the design of an estimator. In fact, it will result in solving the well known Riccati equations corresponding to the specific control or filtering problems, respectively. This (time dependent) solution of the Riccati equation can then be used to find a minimal representation of the adjoint system. Summarizing, we can apply the proposed transformation to the results for the control problems, namely the adjoint systems in (3.9) and (3.11). They will have the following minimal realizations: ¨ x˙ ∗ = (A − BR−1 B ⊤ P)x ∗ , min ΣKLQ : u∗ = −R−1 B ⊤ P x ∗ ,
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˙ = 0, with with x ∗ (t 0 ) = x 0 and P is the solution of A⊤ P + PA − P BR−1 B ⊤ P + Q + P P(t 1 ) = E, and  ∗ −1 ⊤ −2 ⊤ ∗  x˙ = (A − BRu B P + γ GG P)x , min ∗ −1 ⊤ ∗ ΣKH ,γ : u = Ru B P x ,  ∞ d ∗ = γ−2 G ⊤ P x ∗ , with the initial condition x ∗ (t 0 ) = 0 and where P is the solution of A⊤ P + PA − ⊤ −2 ⊤ ˙ P(BR−1 u B − γ GG )P + Q + P = 0 with P(t 1 ) = E.



Similarly for the observer design problems, which resulted in the adjoint systems given in (3.16) and (3.21). We then obtain the minimal realizations: ¨ ξ˙∗ = ξ∗ (A − P C ⊤ (DD⊤ )−1 C), min Σ OK : ∗ ρKalman = ξ∗ P C ⊤ (DD⊤ )−1 , ∗ where the impulse response of the optimal Kalman filter ρKalman is generated by ξ∗ (t 0 ) = ˙ = 0 with H and using the Riccati equation AP + PA⊤ − P C ⊤ (DD⊤ )−1 C P + BB ⊤ + P P(t 1 ) = 0, and



Σmin OH



∞ ,γ



:



¨



ξ˙∗ = ξ∗ (A − P C ⊤ (DD⊤ )−1 C) + ν H, α∗ = ξ∗ P C ⊤ (DD⊤ )−1 ,



˙ =0 where the Riccati equation AP + PA⊤ − P(C ⊤ (DD⊤ )−1 C − γ−2 H ⊤ H)P + BB ⊤ + P with P(t 1 ) = 0 and by using ξ(t 0 ) = 0. The impulse response of the optimal H∞ filter ∗ = α∗ (δ) is obtained by taking ν(t) = δ(t). This implies that we set the initial ρH ∞ condition of ξ(t 0 ) = H. Remark 3.5.1. One can notice that all minimal realizations look similar, however different solutions for the Riccati equations P are used in each problem, and so also in the applied state transformations. Remark 3.5.2. By applying the proposed state transformation, the dimension of the adjoint systems drops from 2n to n. This reduced the complexity of the controlled system representations. Remark 3.5.3. It is not possible to obtaining minimal realizations by applying the proposed state transformations for the results of e.g. (3.8). Application of a transformation yields a decoupling of the evolution of σ from x, however does not result in σ(t) = 0 due to the external inputs. This is similar for the H∞ control problems where equality or inequality constraints have been incorporated. For these problems, we then first solve the evolution of σ, and afterwards compute x or ξ. The problems addressed in this chapter are considering a finite time horizon T in the optimization. It is possible to extend the results towards problems where an infinite time
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horizon is considered (t ∈ [0, ∞)). This results in similar adjoint systems, however with some different conditions on the end-point weighting. The state space transformation addressed in this section is then done by applying a constant (non-singular) matrix P that solves the algebraic Riccati equations corresponding to the control or filter design problems.



3.5.3 Balanced truncation In this subsection, we reduce the minimal realizations of the adjoint systems to a rth order approximation, with r < n, by performing balanced truncation. That is, we want to reduce the minimal adjoint systems that are the result of the previous subsection. To illustrate the method, we consider the general stable linear system of order n given by Σadjoint :



¨



x˙ = A(t)x + B (t)v, w = C (t)x + D(t)v,



(3.23)



where w is e.g. the optimal control input or the impulse response of the optimal filter, and v can be a disturbance or a known reference trajectory. Note that the state space matrices in this system can be time depending due to the transformation with P(t). A model reduction strategy that is well studied is balanced truncation (see [4, 32]). In this case, a non-singular state space transformation is performed by bringing the system Σadjoint in balanced form. This means that the observability Gramian and controllability Gramian, which can be computed using the two Lyapunov functions



A(t)Wc (t) + Wc (t)A(t)⊤ = −B (t)B (t)⊤ , ⊤



and



⊤



A(t) Wo (t) + Wo (t)A(t) = −C (t) C (t),



(3.24)



of a balanced system have to be diagonal and equal. More specifically, we define a balanced system as follows: Definition 3.5.4. Consider again Σadjoint in (3.23). Suppose it is minimal and stable. Then there exist unique positive definite solutions Wc (t) ,Wo (t) ≻ 0 of (3.24). This system Σadjoint is called balanced if and only if Wc (t) = Wo (t) = S(t) := diag(σ1 (t), . . . , σn (t)), where σi (t) are the Hankel singular values of the system, which are equal to σi (t) = p λi (Wc (t)Wo (t)).



Observe here that the Gramians, as well as the Hankel singular values, can vary over time due to the time-varying state transformation using P(t).



To bring the adjoint system in a balanced form, we (again) need to apply a state transformation x˜ = T (t)x. Since the Hankel singular values of the system change over time,
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also the transformation of the state space is time depending. The system Σadjoint admits an equivalent representation in the new coordinate system as follows: Σadjoint :



¨



x˙˜ = (T (t)A(t)T (t)−1 + T˙ (t)T (t)−1 )˜ x + T (t)B (t)v, −1 w = C (t)T (t) x˜ + D(t)v.



We assume that the derivative of T (t) with respect to time does exist. The transformation matrix x˜ = T (t)x, that brings the adjoint system Σadjoint in balanced form, can be computed according to the following lemma. Lemma 3.5.5 (State transformation for balancing). Given the stable system Σadjoint with positive definite Gramians Wc (t) and Wo (t) as in (3.24). Let R(t) be the Choleski factor of Wc (t), i.e. Wc (t) = R(t)R(t)⊤ , and compute the eigenvalue decomposition of R(t)⊤ Wo (t)R(t), i.e. R(t)⊤ Wo (t)R(t) = U(t)S(t)U(t)⊤ . A transformation x˜ = T (t)x that balances the system Σadjoint is then given by: T (t) := R(t)U(t)S(t)−1/4 . When applying the resulting state transformation of Lemma 3.5.5 to Σadjoint , we obtain a balanced system as defined in Definition 3.5.4. In this representation, the states are ordered in such a way that those that are difficult to reach as well as difficult to observe are in the last entries of the state vector. That means that the first elements in the transformed state x˜ are the easiest to reach and observe, and are therefore most relevant for a reduced order model. There is a relevant relation between the ordering of the states by this balancing method and the order of the states that are most (or less) relevant in the control objective. The link between them is based on the problem of LQG and H∞ balancing in [33], and considers a relation between the Gramians and the Riccati solutions. Unfortunately we were not able to research this in depth, however we would like to mention the idea of this relation. When considering the minimal adjoint system for the LQ control problem (Σmin KLQ ) with R = I, we can define the following Lyapunov function for the corresponding observability Gramian Wo : (A − BB ⊤ P)⊤ Wo + Wo (A − BB ⊤ P) = −P BB ⊤ P, which can be rewritten as A⊤ Wo + Wo A − P BB ⊤ Wo − Wo BB ⊤ P + P BB ⊤ P = 0, where one could consider to set Wo = P, implying the following Riccati equation: A⊤ P + PA − P(BB ⊤ )P = 0. This is exactly the Riccati equation that we need to solve for the (infinite time horizon) LQ control problem. We also know that the cost-to-go of the optimization is related to



44



REPRESENTATIONS



FOR CONTROLLED SYSTEMS



this Riccati solution P, and since we are going to weight the states that influence most in P, we are going to include the most relevant states of the cost-to-go in the optimization. When we apply the found state transformation matrix T (t), we can partition A˜(t) := T (t)A(t)T (t), B˜(t) := T (t)B and C˜(t) := C T (t)−1 such that we obtain the representation: – ™ ™ – ™– ™ – ˜1 (t) ˜11 (t) A˜12 (t) ˙˜1 ˜ B A x x 1  + v, =   x˙˜ x˜2 B˜2 (t) A˜21 (t) A˜22 (t) 2 – ™ (3.25) Σadjoint :  ” — x˜1  ˜ ˜  w + D(t)v, = C1 (t) C2 (t) x˜2



where A˜11 (t) ∈ Rr×r and where the other matrices have appropriate dimensions. The approximated system of dimension r < n using balanced truncation is then given by: ˆ adjoint : Σ



¨



˙ = A˜11 (t)ˆ xˆ x + B˜1 (t)v, ˆ = C˜1 (t)ˆ w x + D(t)v.



This system is stable and balanced. That means that for any arbitrary order r the ap˜ ˆ is stable and has S(t) proximate system Σ = diag(σ1 (t), . . . , σr (t)) as a solution of the following two Lyapunov equations: ˜ + S(t) ˜ A˜11 (t)⊤ = −B˜1 (t)B˜1 (t)⊤ A˜11 (t)S(t) ˜ + S(t) ˜ A˜11 (t) = −C˜1 (t)⊤ C˜1 (t). A˜11 (t)⊤ S(t)



and



˜ In particular, S(t) has the r largest Hankel singular values of the original system Σadjoint on its main diagonal, which are equal to the Hankel singular values of the approximated ˆ adjoint . system Σ



3.5.4 Modal truncation Another method to reduce complexity of adjoint systems could be modal truncation. Note that his method can only be applied when control or estimation problems with an infinite time horizon in the optimization are considered. This means that this can only be performed when the transformation with P is a static matrix, resulting in a decoupled linear time invariant adjoint system. One can also apply this method before applying this transformation to reduce the complexity of the state vector as well as the Lagrange multipliers (co-states), in such a way that the Lagrangian (or adjoint) structure is kept invariant. This method is related to the previous introduced model reduction strategy, however another choice of state transformation matrix T is used. Let T ∈ Rn×n be a non-singular matrix such that A˜ := T A T −1 is in Jordan canonical form. This means that A˜ = diag(A˜1 , . . . , A˜m ), where A˜ j is the jth Jordan block of dimension ℓ j × ℓ j with ℓ j the
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algebraic multiplicity of the jth eigenvalue λ j of A. Suppose that the modes are ordered according to Re(λm ) ≤ · · · ≤ Re(λ2 ) ≤ Re(λ1 ) < 0. where A˜11 = diag(A˜1 , . . . , A˜r0 ) has dimension r × r and r is such that r = ℓ1 + . . . + ℓr0 for some 1 ≤ r0 ≤ r. The order r modal truncation of Σadjoint is then given by ˆ adjoint : Σ



¨



˙ = A˜11 xˆ + B˜1 v, xˆ ˆ = C˜1 xˆ + D v. w



(3.26)



The dynamics of (3.26) is dominated by the slow modes of Σadjoint . The approximated system is both stable and minimal.



3.6



Benchmark example: Binary distillation column



The proposed methods that design adjoint systems for the given control and observer design problems, together with the model reduction strategies defined in the previous subsection, will be applied to a benchmark example. We will verify the performance of the proposed strategies and make a comparison with results from the reduce-thenoptimize approach that is generally used, and is introduced in Chapter 1. We will apply the methods on a binary distillation process that is illustrated in Figure 3.5. We make use of a linearized time-invariant (stabilized) model of a distillation column containing 41 stages. In such a column, a fluid is fed into the system that has to be separated into a desired distillate, on the top of the column, and a residual product, on the bottom. A well known example of a product that is manufactured using distillation columns is the separation of crude oil into e.g. gasoline or petroleum gas. More details on the originally non-linear model of this column, as well as the used linearized model, can be found in [53]. The column and the used symbols in this application are given in Figure 3.5, where flow units are in kmol/min, holdups in kmol, and compositions in mole fraction. The original non-linear model is linearized around the nominal values given in Table 3.1. We can represent this system using the following state space representation:   x˙ = Ax + Bu + Gd1 , Σ: y = C x + d2 ,  z = H x,



where the control input equals u, the disturbance signals are denoted using d1 and d2 , the measurement for the controller and observer is y and the to-be-estimated state of the system in observer design problems is denoted by z. The 41 stages in this column are described using two states each, so the complete model of the column contains 82
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Description: Feed flow Feed composition Bottom composition Distillate composition Boilup vapor flow Reflux flow Bottom liquid flow Top vapor flow Reboiler holdup Condensor holdup Bottom product flow Distillate product flow Stabilizing P-controller Stabilizing P-controller



B; XB



Figure 3.5: Benchmark example: Binary distillation column.



states. Therefore, the adjoint system for all control and observer design problems that are considered in this chapter is of 164th order, so model order reduction methods may prove useful here. The input disturbances d1 of this system, which are in this case affecting the states directly, are applied to the feed flow and feed composition. The four measurements y that we are interested in, disturbed by measurement noise d2 , are the bottom-, the distillate compositions and the condensor- and reboiler holdups. Summarizing, the disturbances d1 and d2 are influencing: d1 → col(F, z F )



and



d2 → col(X B , X D , MB , M D ).



As control input variable u, we use the boilup vapor flow VB and the reflux flow L T . The to-be-estimated state z is the liquid composition located on the 21st stage of the distillation column, which is around the location where the (disturbed) feed enters the system.



3.6.1 Controller design problems The two different control problems addressed in Section 3.3 are applied to the binary distillation column. Reduced order approximations of the minimal adjoint systems describing the controlled situations for the given objective functions will be compared with the reduce-then-optimize approach in this section. We start with the quadratic



3.6. BENCHMARK Symbol: F zF XB XD VB



EXAMPLE :



Nominal: 1 0.5 0.01 0.99 3.206



BINARY



47



DISTILLATION COLUMN



Unit: (kmol/min) (mole fraction) (mole fraction) (mole fraction) (kmol/min)



Symbol: LT M B D



Nominal: 2.706 0.5 0.5 0.5



Unit: (kmol/min) (kmol) (kmol/min) (kmol/min)



Table 3.1: Nominal values of the state variables used during linearization. control problem as defined by the stage cost: F (x, u) = x ⊤Q x + u⊤ Ru, where for this application Q is defined such that we minimize the energy of the output y of the linearized systems, i.e. x ⊤Q x = ∆X B2 + ∆X D2 + ∆MB2 + ∆M D2 = y ⊤ y. Here, ∆ denotes that we optimize over the difference between the real composition and holdup values and their nominal values as defined in Table 3.1, e.g. MB should be steered towards a value of 0.5 kmol. The input u is weighted by R = diag(0.01, 0.005), which is also penalizing the difference between the nominal and the real input values. For the linear quadratic problem, we can set the disturbance signals d1 and d2 to be zero. To make a comparison with the classical methods, we first approximate the original system (of order n = 82) towards a balanced reduced order system of order r = 6, and use this to design an optimal controller. Its performance is compared with a reduced order adjoint system, which is also reduced to an order r = 6. The results of the output and input signals y and u of the simulations are depicted in Figure 3.6 and Figure 3.7, respectively, where one can observe that the proposed approach performance better than the classical approach. Here, better means that the output reaches its nominal values faster, resulting in lower cost as summarized in Table 3.2. We also considered the problem of H∞ controller design using the Lagrangian method. A similar stage cost has been introduced, however now including the desired attenuation level γ, representing the maximal gain of the disturbance d1 on the output y. Approach: Optimal estimation Adjoint systems Reduce-optimize



LQ cost: k yk2 + kuk2R1/2



0.8201 + 0.0110 = 0.8311 0.8259 + 0.0096 = 0.8356 0.8324 + 0.0114 = 0.8438



H∞ cost: k yk2 + kuk2 1/2 Ru



0.1032 + 0.0363 = 0.1395 0.1051 + 0.0342 = 0.1392 0.1100 + 0.0303 = 0.1403



Table 3.2: Values of the cost function for the different control strategies. Observe that in both control problems, the cost of the reduce-then-optimize strategy increased due to the error in y. In the H∞ case the used input energy decreased, while the output error increased. The values are obtained by discrete integration with a sampling time Ts = 0.05 min.
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System outputs MB and M D using optimal control input signals u 0.1 Optimal M D Optimal MB Adjoint M D Adjoint MB Red-Opt M D Red-Opt MB
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Figure 3.6: Deviations of M D and MB around their nominal values for the different linear quadratic control strategies, namely using the optimal solution (based on full system dynamics), using the approximated adjoint system of order r = 6, and the reduce-thenoptimize strategy, where the system is reduced to order r = 6 before designing the optimal controller. The time it takes before the reduce-then-optimize strategy steers the deviations to zero is a bit longer than in the other two approaches. Control input signals u = [VB , L T ] for the quadratic control problems
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Figure 3.7: The control input signals related to the quadratic control strategies as mentioned in Figure 3.6. The input energy for the reduce-then-optimize method is a bit larger than in the other approaches, however resulted in less performance.
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System outputs X B and X D using optimal H∞ control input signal u
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Figure 3.8: System responses of X D and X B for the different H∞ control strategies. Observe that the reduce-then-optimize strategy has more problems to compensate for the initial disturbance compared with the optimal and reduced adjoint approaches. All three strategies try to compensate for the disturbance on the flow F around t = 250 min. Control input signals u = [VB , L T ] for the H∞ control problems
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Figure 3.9: Corresponding control input signals related to the H∞ control strategies as mentioned in Figure 3.8. Observe that the energy of the control input in the reducethen-optimize approach is a bit lower than for the other approaches.
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Again, we use that d2 is equal to zero. We reduce the adjoint system for the H∞ control problem from order 2n = 164 towards r = 6 and compare it with the reduce-thenoptimize method where the original system is also approximated to order r = 6 (in both cases using balanced truncation). By setting the value γ to be equal to γ = 0.6 and using a disturbance signal d1 to drive both systems, we obtain the results depicted in Figures 3.8 and 3.9. The disturbance signal d1 is given in Figure 3.10 and corresponds to a fluid with an initially disturbed composition and flow, and a sudden change in the input flow at time t = 250 min. Again, the proposed approach outperforms the traditional approach by reducing the energy of the output signal y. The numerical results on the error can also be found in Table 3.2.



3.6.2 Observer design problems In this section, the reduce-then-optimize method, will be compared with the in Section 3.4 introduced Lagrangian approach for optimal observer design. In those comparisons, the plant and the minimal adjoint systems are reduced using the balanced truncation technique such that they only have r = 4 states. We have chosen to use input- and output disturbances that do not have a zero-mean, such that the advantage of using H∞ filtering techniques over the Kalman filter, which is used in a lot of applications nowadays, can be shown. These disturbance signals, which variances and mean values are given in Table 3.4, are used to drive the original system to obtain an output signal y and also represent the measurement noise. When observing the results of the estimation, in the Kalman filtering case, in Figure 3.11, one can state that the method using adjoint systems has a smaller error than the reduce-then-optimize approach and that the estimation using the proposed method follows the optimal estimation using the full-order model quite well. This can also be seen in Table 3.3, where the absolute error between the real state z and the estimations is given. Here one also can see that, due to the non-zero mean values of the disturbances, the H∞ filter performs better than the Kalman estimator. Approach Optimal estimation Adjoint systems Reduce-then-optimize



Absolute error Kalman 27.7254 27.4187 29.1701



Absolute error H∞ 26.0434 25.8932 26.6800



Table 3.3: Absolute errors kˆ z − zk2 using different observer design methods. Observe that the H∞ estimators perform better than the Kalman estimators, since the used disturbance and noise signals do not have a zero mean.
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Figure 3.10: Disturbance acting on the feed composition and feed flow.



Estimation of the composition on the 21st stage using Kalman filtering Amplitude (mole fraction) →
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Figure 3.11: Results for estimation of the composition at the 21st stage of the distillation column. The approximated adjoint system estimates the same value of the state as the optimal Kalman estimator does. The reduce-then-optimize method is sometimes not able to estimate the exact value of the state correctly, however it is still possible to have a rough estimate of the composition value.
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Variance: 1 0.15 0.01 0.01 0.0001 0.0001



FOR CONTROLLED SYSTEMS



Mean value: 0 0.1 0.03 0.03 0.01 0.01



Table 3.4: Mean values and variances of the used disturbances and noise signals.



3.7



Conclusions



The goal in the first strategy (Strategy I) presented in Figure 1.2 of the introduction chapter is to find a controller that has a low complexity, and is synthesized from the complex model of the plant and an (approximated) representation of the desired controlled system. The sub-goal of this chapter is to define representations for controlled systems, which describe the desired behavior, and which are suitable to be used in this strategy (Strategy I). In this chapter, we have presented the Lagrangian method to set-up optimization problems and to give their optimal solutions to optimization problems (under certain conditions). With this methodology, it is possible to define representations for the optimal solutions as dynamical systems when the optimization problem is subject to system dynamics, equality, and inequality constraints. We call these systems adjoint systems. This property makes the approach suitable for optimal controller design. We applied it to optimization problems that have a quadratic or H∞ cost criterion, which corresponds to the well known LQ and H∞ controller design problems. Both problems resulted in an adjoint system that represents the desired controlled system, i.e. describes the pairs of input-output signals that the system will take in case an optimal controller would be interconnected. Also results that represent the worst-case disturbances in the H∞ control problem have been presented. Next to controller design problems, we also considered the goal to find representations of controlled systems for observer design problems. That is, we want to find a representation of the interconnected situation of a complex plant with an optimal observer that estimates an unmeasured signal from the plant (with a given optimal criterion). These adjoint systems are also obtained using the proposed Lagrangian method in Section 3.2. Two different types of estimator design problems have been addressed in this chapter, namely the design of a Kalman filter and an H∞ estimator. Both result in a representation of a controlled systems, describing the optimal values of the estimator impulse responses, as an adjoint system.
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One might think that classical results for LQ or H∞ design could be applied to find controlled systems the control or observer design problems. This is true, however for complex systems, the Riccati equations that we need to solve can become infeasible. Finding solutions to these Riccati equations is not required for the approach mentioned in this chapter, however the Riccati solutions could still be used to obtain minimal representations (in some cases). With the proposed method using the Lagrangian approach, it is also possible to incorporate equality and inequality constraints in the control problem, as well as the ability to use modified cost criteria (e.g. considering tracking problems). This is not the case when considering to use the classical control strategies. When the original plant has a high complexity, the adjoint system, describing the controlled system behavior for various controller or observer design problems, also has a high level of complexity. Since a complex system is undesired for simulation and controller synthesis, classical reduction strategies can be used to approximate the controlled system. They will keep the desired closed loop properties in tact, which is the advantage of approximating the controlled systems instead of the original (complex) plant dynamics. We have illustrated this using a benchmark example of a binary distillation column, where we have shown that a reduced controlled system performs better than the reduce-then-optimize strategy, that has been addressed in Chapter 1 and is classically used to design low-order controllers or observers. Therefore the idea presented in Strategy I, where we make use of controlled systems, does make sense and seems to be a good approach.
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Abstract: This chapter addresses the problem to synthesize a controller that, after interconnection with the original plant dynamics, gives a desired controlled system, as designed in Chapter 3. We make use of the behavioral approach to describe systems. More specifically, we focus on behaviors consisting of square integrable trajectories, so called L2 behaviors, that are represented by rational operators. Questions on equivalence of behaviors, the elimination of latent variables, and the controller synthesis problem will be addressed using this framework. A number of novel computational algorithms for the problem of elimination of latent variables will be presented using results of geometric control theory. The part of this chapter on controller synthesis and L2 behaviors is an extended version of [34, 38]. The algorithmic sections are based on results in [36, 37].
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Motivation



The two popular control design strategies for complex systems, that are introduced in Chapter 1, have the major disadvantage that they lack guarantees on the closed-loop performance, closed-loop stability or robustness of the design. Our approach starts with a representation of the desirable closed-loop objectives as a dynamical system ΣK , which will typically have a higher complexity than the plant. By means of approximation techniques we infer an approximation of ΣK in such a manner that it contains almost the same closed-loop dynamical properties as the full-order model. The design of this controlled system, as well as possible classical strategies for reduction, are presented in Chapter 3 for different control and estimation problems. The next step is to synthesize a controller (or observer) based on the (approximated) controlled system ΣK and the original plant dynamics ΣP . This is the problem that will be solved in this chapter. It is illustrated in Figure 4.1 and can be stated as follows: Problem 4.1.1 (Controller synthesis problem). Given: a complex model describing the plant dynamics ΣP and a (reduced-order) model for the controlled system containing the desired closed-loop objectives ΣK . Find (if they exist): all possible controllers, or observers, (with low complexity) ΣC such that the interconnection of the complex plant ΣP and one of the controllers ΣC results in the desired controlled system ΣK . Because the controller is obtained from the closed-loop objectives in ΣK , one preserves the desired guarantees when it is interconnected with the original plant is made. Remark that we have placed the words “reduced-order” and “low complexity” between parenthesis, since we will first consider the exact synthesis problem without constraints on the complexity of the controller. In addition, we consider different configurations of plant-controller interconnections. We will solve the controller synthesis problems using the behavioral approach. In this behavioral framework, we do not see systems as signal processors that map inputs to outputs, but as operators that restrict the variables acting on the system without making a distinction between the inputs and the outputs. Dynamical systems are viewed as collections of admissible trajectories that satisfy the laws of the system. Hence a behavior can be seen as a set containing all feasible trajectories. This behavioral framework is introduced in more detail in Section 4.2, where the different approaches that can be found in the literature are summarized and will be compared with our proposed behavioral approach. Throughout, we focus on behaviors as sets of square integrable trajectories. Using classical results on isometries of Hilbert spaces, these behaviors can equivalently be viewed in the frequency domain. One advantage of this focus is that we can make use of rational operators to represent the laws that define the system as restrictions of feasible trajectories. See Section 4.2 and Section 4.3. We call this class of behaviors L2 behaviors due to the used type of trajectories.
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Figure 4.1: Controller synthesis problem: Given the plant dynamics ΣP and the desired controlled system ΣK . Find, if it exists, a controller ΣC such that the interconnection of ΣP with ΣC results in ΣK .



For the general class of L2 systems, we will address, next to the problem of controller synthesis, the questions of system equivalence and elimination of latent variables. Summarized: 1. System equivalence. The question of system equivalence means to find conditions under which two rational operators represent the same behavior. This means that we aim to find conditions under which the sets of trajectories that are compatible with the two systems coincide. 2. Elimination of variables and equations. The elimination problem amounts to finding conditions under which a distinguished auxiliary variable can be completely eliminated from the defining equations of a system. Variables of such systems consist of pairs (w, ℓ) with w a manifest variable that is of interest to the user, and ℓ a latent variable that is used as auxiliary variable to describe the model. Every latent variable system induces a manifest system whose behavior is the projection of the latent variable behavior on its manifest variable. We will be interested in finding necessary and sufficient conditions under which this induced manifest behavior again admits a rational kernel representation. 3. Synthesis of controllers using controlled systems. Controlled systems ΣK are obtained either by full or by partial interconnections of systems ΣP and ΣC that are referred to as plants and controllers, respectively. Figures 4.2(a) and 4.2(b) illustrate the main idea. The plant ΣP and controller ΣC
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share a distinguished variable c, called the interconnection variable that is constrained by the joint laws of ΣP and ΣC . For full interconnections, all variables are shared. Partial interconnections are more general as the interconnection variable c is not necessarily manifest. We aim to solve Problem 4.1.1 to parametrize controllers that establish the desired controlled system after full or partial interconnection. These three questions are addressed in Section 4.3 of this chapter. Comparisons with the conditions found for the other behavioral frameworks that are introduced in Section 4.2 are also included, together with some academic examples that illustrate the theoretical results. In the controller synthesis problem for the partial interconnection case, illustrated in Figure 4.2(b), we explicitly use the results of the elimination problem by viewing the interconnection variable c of the plant ΣP as a latent variable in the interconnection. We therefore zoom into the elimination problem a bit further in Section 4.5. A more detailed comparison between our results and the ones in the literature will be made and this resulted in a number of novel considerations for the elimination problem in the context of objects that are known from geometric control theory. In particular, this will result in an algorithm for elimination of latent variables that makes use of algebraic operations. This is desirable when considering complex dynamical systems.



4.2



Behavioral framework for dynamical systems



For years, the behavioral theory of dynamical systems has been advocated as a natural vantage point to address general questions on modeling, identification, model equivalence and control. An extensive article consisting more motivation for the use of the behavioral approach, as well as illustrative applications for it, is [74]. Following the behavioral formalism, a dynamical system [7, 73, 74] is defined by a triple Σ = (T, W, B ),
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(b) Partial interconnection.



Figure 4.2: Two interconnection structures are used in the controller synthesis problem. The first one considers an interconnection with the complete variable w and is called the full-interconnection case; the latter one considers only interconnection through the variable c and is called the partial-interconnection case.
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where T ⊆ R or T ⊆ C is the time or frequency axis, W is the signal space, which will be a w dimensional vector space throughout, and B ⊆ WT is the behavior, consisting of trajectories w that evolve over T. Within this theory, quite some research effort has been devoted to study equations of the form   d w = 0, (4.1) P dt which represents a system of differential equations in the signal w and where P(ξ) is a polynomial in the indeterminate ξ, with real matrix-valued coefficients. See e.g. [46, 74]. Here, (4.1) is a compact notation for the general class of systems that can be represented by any finite number of linear, ordinary, constant coefficient differential equations in, say, w variables that evolve over time. The interest in models of this type stems from the fact that many first principle modeling exercises naturally lead to systems of ordinary differential equations with real coefficients. The equation (4.1) is called a kernel representation of a system and its associated behavior is the set of sufficiently often differentiable functions w : T → Rw (in w variables and defined on some time set T ⊂ R) that satisfy (4.1). If differentiation in (4.1) is not understood in a generalized sense of distributions, then there is a technical difficulty about the function space in which solutions w of (4.1) are assumed to reside. Since many relevant linear, shift-invariant function spaces are dense in the space C ∞ of infinitely differentiable functions, the restriction to this signal space resolves this complication and is the reason to interpret the solution set of (4.1) in this sense. This means that the behavior of systems restricted by polynomial differential operators can be represented as:



B = {w ∈ C ∞ | P



€dŠ dt



w = 0}.



Our purpose is to investigate model classes in which solutions of (4.1) belong to the Lebesgue space of square integrable functions on the time set T = R+ , T = R− or T = R, as defined in Section 2.1. The reason to investigate these model classes lies in the importance of square integrable trajectories in many control questions where performance and stability requirements are specified in terms of square integrable trajectories only. In addition, the study of solutions of (4.1) restricted to specific Hilbert spaces leads to important questions on system representation and system equivalence. Although this work is inspired by the study of L2 systems defined on different time sets, we heavily exploit the fact that the space of square Lebesgue integrable functions on T ⊆ R is isomorphic to complex valued Hilbert or Hardy spaces via the (unilateral or bilateral) Laplace transform. Hilbert spaces of complex valued functions w : C → Cw that are square integrable on the imaginary axis (possibly with different domains of analyticity) are closed under multiplication with rational functions P(s) (also with different
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domains of analyticity). This observation naturally leads to investigate representations of the form P(s)w(s) = 0,



(4.2)



where w(s) is the Laplace transform of a solution of (4.1) and where P(s) is a real rational function (i.e., every entry of P is a quotient of polynomials with real coefficients) in s ∈ C. Clearly, solutions of (4.1) with compact support satisfy (4.2) by taking Laplace transforms. Here, the system associated with (4.2) with P being real rational will be the collection of all w ∈ L2 that satisfy (4.2), i.e.



B = {w ∈ L2 | P(s)w(s) = 0}.



This functional analytic interpretation of (4.2) proves useful to solve questions on synthesis, representation, normalization, elimination and interconnection of L2 systems. These questions will be addressed in the next section. Models inferred from first principles generally lead to higher order differential equations and one may therefore argue that rational kernel operators of the form (4.2) are less interesting from a general modeling point of view. This is true. However, the functional analytic tools for rational model representations allow for possibilities such as scaling, normalization, projection and approximation that can not be paralleled by polynomial methods. It is for this reason that a thorough understanding of system representations by rational operators prove a useful alternative to (polynomial) differential operators. Earlier investigations in e.g. [56, 59, 78] have studied interpretations of (4.1) with rational functions P. In these papers, solutions of (4.1) with rational P are defined by all infinitely often differentiable functions w that satisfy the polynomial differential equation €dŠ w = 0, N dt



where N is a (or any) factor in the left-coprime factorization P = D−1 N of P over the ring of polynomials. We take a different point of view. First, we do not consider C ∞ signals with time as the independent variable, but rather work with the Hardy spaces H2+ , H2− or the Hilbert space L2 as signal spaces of interest. Second, we exploit the inner product structure on the signal space to infer a rich theory on rational representations of dynamical systems. Section 4.3 extends a number of results that were obtained in [69] for a class of discrete ℓ2 systems to continuous time systems.



4.3



Rational behavioral framework



In this section, behaviors of dynamical systems are defined as closed subspaces of L2 , H2+ and H2− represented by the null spaces of rational operators [34, 38]. This corresponds with behaviors consisting of square integrable trajectories for time t ∈ R,
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t ∈ R+ and t ∈ R− , respectively. Behavioral inclusion, equivalence and elimination of variables will be discussed in terms of rational operators. These results play a role in solving the controller synthesis problem that is addressed in Section 4.4. The results will be compared with earlier research on infinitely smooth behaviors represented by rational differential operators [56, 77, 79]. Throughout this section, we will use the variables w and ℓ, which are elements of either L2 , H2+ or H2− . More preliminaries and notation is introduced in Chapter 2 and all proofs of theorems are collected in Appendix A.



4.3.1 Anti-stable rational operators − Let P ∈ RH∞ be an anti-stable rational operator with w columns. With this operator, we associate three dynamical systems with P by setting



Σ := (C, Cw , B ), Σ+ := (C+ , Cw , B+ ),



(4.3a)



w



Σ− := (C− , C , B− ), where



B := {w ∈ L2 | P w = 0} = ker P, B+ := {w ∈ H2+ | P w ∈ H2− } = ker+ Π+ P, B− := {w ∈ H2− | P w = 0} = ker− P.



(4.3b)



Here Π+ denotes the canonical projection Π+ : L2 → H2+ . The subsets B ⊂ L2 , B+ ⊂ H2+ , B− ⊂ H2− define behaviors of dynamical systems Σ, Σ+ , Σ− , respectively, in the frequency domain, i.e. as subsets of complex valued functions. We refer to P as a rational kernel representation of these systems. The corresponding time domain models of the dynamical systems in (4.3a) are inferred via the inverse Laplace transform according to ˆ − := (R− , Rw , L−1 B− ). ˆ := (R, Rw , L−1 B ), Σ ˆ + := (R+ , Rw , L−1 B+ ) and Σ Σ − + Here, L, L+ and L− are the bilateral and unilateral Laplace transforms defined in Chapter 2. Remark 4.3.1. Note that the behaviors corresponding to the systems Σ, Σ+ and Σ− are represented using anti-stable rational operators. This does not mean that the systems are necessarily unstable. It is interesting to consider the action of the shift operator defined in Section 2.1 on functions in B , B+ or B− . For behaviors represented using anti-stable rationals (in − RH∞ ) we have the following result.



− the behaviors B , B+ and B− in (4.3b) are closed, left Lemma 4.3.2. For P ∈ RH∞ + invariant subspaces of L2 , H2 and H2− , respectively.
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Systems of the form (4.3) will generally be referred to as left invariant L2 systems. We will denote these systems using the following notation: Definition 4.3.3. The classes of all linear and left invariant systems in L2 , H2+ and H2− , that admit representations by anti-stable rational operators as in (4.3), are denoted by L, L+ and L− , respectively. We call a rational kernel representation P minimal if any other rational kernel representation of the system has at least as many rows as P. A rational kernel representation is minimal if and only if P has full row rank. As usual in the behavioral framework, we do not make an a prior distinction between inputs and outputs of the system. We can however say something about how many elements of w can be classified as inputs and how many can be classified as outputs. As for the class of C ∞ behaviors, we therefore introduce the input and output cardinalities as follows: • Output cardinality: For a dynamical system Σ in the class L, the output car− dinality of its behavior B is defined as p(B ) = rowrank(P), where P ∈ RH∞ represents B as in (4.3b). The output cardinality therefore reflects the number of independent restrictions that are imposed on the system. It is easily shown that p(B ) is, in fact, independent of the representation P and that p(B ) can be interpreted as the dimension of the output variable in one (or any) input-output representation of Σ. • Input cardinality: Similarly, the input cardinality of B is the number m(B ) = w − p(B ), which represents the degree of under-determination of the restrictions that the system imposes on its w variables. For systems in the model classes L+ and L− the input and output cardinality are defined in a similar manner. The first question addressed in the introduction of this chapter is to verify whether two behaviors represent the same sets of restrictions, i.e. under what conditions (on the rational operators) are two behaviors B1 and B2 equivalent in the sense that B1 = B2 . Another interesting question is to characterize when B2 ⊂ B1 , i.e. when all trajectories of the system with behavior B2 are compatible with the laws of the system with behavior B1 . The results on these questions are fully characterized for systems in the model classes L, L+ and L− by the following theorem: Theorem 4.3.4 (Inclusion and Equivalence). Let two systems in the class L (or L+ or L− ) with behaviors B1 , B2 (or B1,+ , B2,+ or B1,− , B2,− ) be represented by full rank anti− stable rational operators P, Q ∈ RH∞ , respectively, as in (4.3). We then have 1. inclusions of behaviors: i. B2 ⊂ B1



⇐⇒



∃F ∈ RL∞,∗ such that P = FQ ,
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− ∃F ∈ RH∞,∗ such that P = FQ ,



ii. B2,+ ⊂ B1,+ ⇐⇒



iii. B2,− ⊂ B1,− ⇐⇒



∃F ∈ RL∞,∗ such that P = FQ .



2. equivalence of behaviors: i. B1 = B2



⇐⇒



ii. B1,+ = B2,+ ⇐⇒



iii. B1,− = B2,− ⇐⇒



∃U ∈ UL∞,∗ such that P = UQ ,



− ∃U ∈ UH∞,∗ such that P = UQ ,



∃U ∈ UL∞,∗ such that P = UQ .



3. if, in addition, Q is co-inner, then the statements in item 1 are equivalent to the − existence of a rational operator F ∈ RL∞ , F ∈ RH∞ and F ∈ RL∞ , in i,ii and iii respectively, such that P = FQ. If also P is co-inner, then the statements in item 2 are equivalent to the existence of − U ∈ UL∞ , U ∈ UH∞ and U ∈ UL∞ , in i,ii,iii respectively, such that P = UQ.



See Chapter 2 for the used notation. The above mentioned conditions will be illustrated by the following two examples. Example 4.3.5. Let two behaviors be represented by the rational operators: P(s) =



s+1 s−1



Q(s) =



and



1 s−2



− Then P, Q ∈ RH∞ and P = FQ with F (s) = 1 F (s) s−α



. (s+1)(s−2) . s−1



Since F is analytic in C− and



− − ∈ RH∞ for any α > 0, it follows that F ∈ RH∞,∗ according to (2.1). Statement 1ii of Theorem 4.3.4 thus promises that B2,+ ⊂ B1,+ where



B1,+ := ker+ Π+ P



and



B2,+ := ker+ Π+Q.



c | c ∈ C} ⊂ H2+ . Indeed, B2,+ = {0} and B1,+ = { s+1 Since B2,+ is also represented by the (inner and) co-inner function Q(s) = 1, the same conclusion follows from statement 3 of Theorem 4.3.4 as P = FQ with the rational s+1 − function F (s) = s−1 , which belongs to RH∞ . − Example 4.3.6. Let the rational operator P ∈ RH∞ be given by



” — P(s) = 1 −T (s)



with



T (s) =



s+1



s−1



.



Then P defines a system in the model class L whose behavior B1 = ker P is equal to the L2 graph associated with the transfer function T , i.e.,



B1 = {w = ( y, u) ∈ L2 | y = Tu}. − If T = D−1”N is a normalized left coprime factorization of T over RH∞ then P = UQ — −1 D −N with Q = and U = D . Since U ∈ UL∞,∗ , statement 2i of Theorem 4.3.4 claims that B1 = B2 with B2 = ker Q. Since QQ∗ = I, it follows that every system in the class L admits a co-inner kernel representation.
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Remark 4.3.7. Theorem 4.3.4 substantially differs from the equivalence results in the references [24, 56, 78, 79] where C ∞ behaviors are defined as kernels of rational differential operators P. In [24] it is shown that the controllable part of the C ∞ kernels of rational operators P and Q coincide if and only if there exists a unitary matrix U ∈ UL∞,∗ such that P = UQ. Remark 4.3.8. The explicit construction of the operators F and U in Theorem 4.3.4 is an application of the Beurling-Lax theorem [48]. We refer to the proof of Theorem 4.3.4 for details.



Next, we consider latent variable systems for the three model classes L, L+ and L− . Therefore, let the triple Σℓ = (C, Cw × Cℓ , Bfull ) ∈ L



be a system in which variables are decomposed into a manifest variable w and a latent variable ℓ. Let Σℓ,+ ∈ L+ and Σℓ,− ∈ L− denote latent variable systems with behaviors Bfull,+ and Bfull,− with a similar variable decomposition. − such This means that there exists an anti-stable rational operator P = [P1 P2 ] ∈ RH∞ that the full behavior of the latent variable system is given by   Bfull := {(w, ℓ) ∈ L2 | P wℓ = 0} = ker P,   (4.4) Bfull,+ := {(w, ℓ) ∈ H2+ | P wℓ ∈ H2− } = ker+ Π+ P, w − Bfull,− := {(w, ℓ) ∈ H2 | P ℓ = 0} = ker− P,



where P is decomposed according to the variables (w, ℓ). Associate with the full behaviors in (4.4) the manifest behaviors



Bmanifest := {w ∈ L2 | ∃ℓ ∈ L2 such that (w, ℓ) ∈ Bfull }, Bmanifest,+ := {w ∈ H2+ | ∃ℓ ∈ H2+ such that (w, ℓ) ∈ Bfull,+ }, Bmanifest,− := {w ∈ H2− | ∃ℓ ∈ H2− such that (w, ℓ) ∈ Bfull,− }.



That is, the manifest behaviors consist of the projection of the full behaviors on the manifest variable w. From a general modeling point of view, the modeler is interested in the manifest behavior only, but the representation of a system is typically implicitly described by means of auxiliary or latent variables as in (4.4). We therefore address the question when the manifest behaviors define systems in L, L+ and L− , respectively, and whether one can find explicit representations for the manifest system. This is formalized as follows. Definition 4.3.9. The full behaviors in (4.4) are said to be ℓ-eliminable if there exists an − anti-stable rational P ′ ∈ RH∞ such that



Bmanifest = {w ∈ L2 | P ′ w = 0} = ker P ′ Bmanifest,+ = {w ∈ H2+ | P ′ w ∈ H2− } = ker+ Π+ P ′ Bmanifest,− = {w ∈ H2− | P ′ w = 0} = ker− P ′ .



or



or
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Thus, in an ℓ-eliminable system, one can find a kernel representation for its induced manifest behavior that is also represented by an anti-stable rational operator. A system in the class L (or in L+ and L− ) is ℓ-eliminable under conditions that will be provided in Theorem 4.3.10 below. − be full row rank and define Theorem 4.3.10 (Elimination). Let P = [P1 P2 ] ∈ RH∞ the full system behaviors as in (4.4) and consider the equation



Q = P1 + P2 X .



(4.5)



With respect to (4.5), we have that − Bfull is ℓ-eliminable ⇐⇒ ∃X ∈ RL∞ such that Q ∈ RH∞ and rowrank(Q) = p(Bfull ) − rowrank(P2 ), − + Bfull,+ is ℓ-eliminable ⇐⇒ ∃X ∈ RH∞ such that Q ∈ RH∞ and rowrank(Q) = p(Bfull,+ ) − rowrank(P2 ), − − Bfull,− is ℓ-eliminable ⇐⇒ ∃X ∈ RH∞ such that Q ∈ RH∞ and rowrank(Q) = p(Bfull,− ) − rowrank(P2 ).



Moreover, in each of these cases, the corresponding manifest behavior as in Definition 4.3.9 is represented by the rational operator P ′ = Q. The elimination problem has been investigated earlier. For polynomial representations of C ∞ systems, it has been shown in [47] that elimination of latent variables is always possible. The same result has been obtained for discrete time systems. The elimination problem for C ∞ solutions of rational differential operators has been mentioned in [79], however no concrete solution has been presented in that paper. Theorem 4.3.10 shows that in the context of the Hardy and Lebesgue spaces, that we introduced here, elimination of latent variables from systems in the model classes L, L+ and L− is only possible under the stated conditions. The problem of elimination is of quite some interest in modeling, model representation, approximation, and proves to be a key step in the controller synthesis procedure for the partial interconnection problem. Because of its independent interest, we devoted Section 4.5 of this thesis on the elimination problem with more details, more comparisons, and an algorithm that is based on results from geometric control theory. The results on elimination will be illustrated using the following example. Example 4.3.11. Consider the latent variable system with behavior given by:



Bfull,+ = {(w, ℓ) ∈



H2+







|



(s−2)(s−3)



2 (s−7)(s−8) s+4 s−8







  s−α s−7  w 0



ℓ



∈ H2− }.
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Here, α is a non-zero real constant. By Theorem 4.3.10 this system is ℓ-eliminable if + − there exists X ∈ RH∞ such that Q in (4.5) belongs to RH∞ and satisfies the proper rank conditions. This implies that: (s−2)(s−3)



2 (s−7)(s−8) +



s−α X (s) s−7



− ∈ RH∞ ,



(4.6)



and the rank condition implies that (s−2)(s−3)



2 (s−7)(s−8) +



s−α X (s) s−7



s+4 = U(s) s−8 ,



− for some U ∈ UH∞ . Since the poles in the right part of this equation are always in C+ , also the left part should satisfy this. However, the poles of X are in C− . Hence, α < 0 is a necessary condition for ℓ-eliminability. It follows that this system is ℓ-eliminable if s−3 − and only if α < 0. Indeed, with X (s) = − s−α and U(s) = s−3 ∈ UH∞ we obtain that: s−7 s−3 s−7







 − 1 = 2 s−2 s−8



s−3 s−7







s+4 s−8







,



+ which fulfills the rank condition. Moreover, also (4.6) holds with X ∈ RH∞ if and only if α < 0.



4.3.2 Stable rational operators So far, we considered anti-stable rational operators to define L2 systems. This subsection defines model classes of L2 systems through stable rational operators. The material in this subsection is analogous to the previous subsection and will therefore be stated ˜ ∈ RH+ and consider the following three without further discussion or proof. Let P ∞ dynamical systems: Σ := (C, Cw , B ), Σ+ := (C+ , Cw , B+ ),



(4.7a)



w



Σ− := (C− , C , B− ), where



B := {w ∈ L2 | P˜ w = 0} = ker P˜ , B+ := {w ∈ H+ | P˜ w = 0} = ker+ P˜ , B− := {w ∈



2 H2−



˜w ∈ |P



H2+ }



(4.7b)



˜. = ker− Π− P



Here, Π− is the canonical projection from L2 onto H2− .



˜ ∈ RH+ the behaviors B , B+ , and B− in (4.7b) are closed, right Lemma 4.3.12. For P ∞ invariant subspaces of L2 , H2+ , and H2− , respectively. Hence, kernels of anti-stable rational operators define left invariant subspaces, kernels of stable rational operators are right invariant.
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Definition 4.3.13. The classes of all linear and right invariant systems in L2 , H2+ and H2− , that admit representations by stable rational operators as in (4.7), are denoted by K, K+ and K− , respectively. Conditions for inclusions and equivalence of behaviors are similar as the results obtained in the previous subsection for anti-stable rational operators, and can be summarized by the following theorem. Theorem 4.3.14 (Inclusion and Equivalence). Let two systems in the class K (or K+ , K− ) with behaviors B1 , B2 (or B1,+ , B2,+ or B1,− , B2,− ) be represented by full rank stable ˜ ∈ RH+ , respectively, as in (4.7). We then have: ˜, Q rationals P ∞ 1. inclusions of behaviors: i. B2 ⊂ B1



⇐⇒



ii. B2,+ ⊂ B1,+ ⇐⇒



iii. B2,− ⊂ B1,− ⇐⇒



˜, ˜ = F˜Q ∃ F˜ ∈ RL∞,∗ such that P



˜, ˜ = F˜Q ∃ F˜ ∈ RL∞,∗ such that P



+ ˜. ˜ = F˜Q ∃ F˜ ∈ RH∞,∗ such that P



2. equivalence of behaviors: i. B1 = B2



⇐⇒



ii. B1,+ = B2,+ ⇐⇒



iii. B1,− = B2,− ⇐⇒



˜, ˜ ∈ UL∞,∗ such that. P ˜=U ˜Q ∃U



˜, ˜ ∈ UL∞,∗ such that P ˜=U ˜Q ∃U



˜. ˜ ∈ UH+ such that P ˜=U ˜Q ∃U ∞,∗



˜ is co-inner, then the statements in item 1 are equivalent to the 3. if in addition Q + existence of a rational operator F˜ ∈ RL∞ , F˜ ∈ RL∞ and F˜ ∈ RH∞ , in i,ii and iii ˜ ˜ = F˜Q. respectively, such that P ˜ is co-inner, then the statements in item 2 are equivalent to the existence of If also P ˜ ˜ ∈ UL∞ , U ˜ ∈ UL∞ and U ˜ ∈ UH+ , in i,ii,iii respectively, such that P ˜=U ˜ Q. U ∞



Next, consider the elimination problem for latent variable systems in the model classes + K, K+ and K− . Let P˜ = [ P˜1 P˜2 ] ∈ RH∞ be decomposed according to the partition of the variable (w, ℓ) and consider



Bfull = ker P˜ ,



Bfull,+ = ker+ P˜



and



Bfull,− = ker− Π− P˜ ,



as defined in a similar manner as in (4.4). In the following result we provide necessary and sufficient conditions for the complete elimination of the variable ℓ and an explicit representation of the corresponding manifest behaviors as kernels of stable rational operators: ˜1 P ˜2 ] ∈ RH+ be full row rank and define ˜ = [P Theorem 4.3.15 (Elimination). Let P ∞ full system behaviors as in (4.7) and consider the equation ˜=P ˜1 + P ˜2 X˜ . Q



(4.8)
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With respect to (4.8), we have that ˜ ∈ RH+ Bfull is ℓ-eliminable ⇐⇒ ∃X˜ ∈ RL∞ such that Q ∞ ˜ = p(Bfull ) − rowrank( P ˜2 ), and rowrank(Q)



+ ˜ ∈ RH+ such that Q Bfull,+ is ℓ-eliminable ⇐⇒ ∃X˜ ∈ RH∞ ∞ ˜ = p(Bfull,+ ) − rowrank( P ˜2 ), and rowrank(Q)



− ˜ ∈ RH+ such that Q Bfull,− is ℓ-eliminable ⇐⇒ ∃X˜ ∈ RH∞ ∞ ˜ ˜2 ). and rowrank(Q) = p(Bfull,− ) − rowrank( P



Moreover, in each of these cases, the corresponding manifest behavior is represented as the ˜ kernel of the stable rational operator Q. The proofs of Theorem 4.3.14 and 4.3.15 are similar to the proofs of Theorem 4.3.4 and 4.3.10 and are therefore not included in the appendix of this thesis.



4.4



Controller synthesis problem



This section answers the third question posed in Section 4.1, namely the controller synthesis problem. Given are two systems ΣP and ΣK , both represented by means of rational kernel representations. We address the question to synthesize a third system ΣC , belonging to the same model class as ΣP and ΣK , such that the interconnection of ΣP and ΣC coincides with ΣK . Because this question is of evident interest in control, we will refer to ΣP as the plant, to ΣC as the controller and to ΣK as the controlled system. The problem then amounts to synthesizing a controller for a given plant that yields a given controlled system after interconnecting plant and controller. Here, we distinguish between full and partial interconnections as explained in Section 4.1. This will be addressed in the following two subsections. For the latter case, we will illustrate the obtained results by an example in the third part of this section. In this section, we focus on the system class L+ . However, all results extend to the system classes L, L− and K(±) without additional technical problems. For simplicity of notation, throughout this section we omit the subscript + in the definitions of systems (Σ) and their corresponding behaviors.



4.4.1 Full interconnection problem In the behavioral framework, the synthesis problem by full interconnection aims to find a controller ΣC = (T, W, C ), with behavior C , that after interconnection with the plant ΣP = (T, W, P ) results in the controlled system ΣK = (T, W, K). In the full interconnection case, the interconnection between the systems is made through the manifest variable w, as can be seen in Figure 4.2(a). This variable has to fulfill the restrictions of ΣP as well as ΣC . In the behavioral context this has the nice interpretation that the
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controlled behavior is the intersection of the plant behavior and the controller behavior, i.e. K = P ∩ C , as is illustrated in Figure 4.3. More formally for the systems in the class L+ , the synthesis problem by full interconnection is formalized as defined in Problem 4.4.1. Problem 4.4.1. Let two systems ΣP = (C+ , Cw , P ) ∈ L+ and ΣK = (C+ , Cw , K) ∈ L+ with variable w(s) ∈ Cw be given.



1. Verify whether there exists ΣC = (C+ , Cw , C ) ∈ L+ such that P ∩ C = K. Any such system is said to implement K for P by full interconnection through w.



− 2. If such a controller exists, find a representation C0 ∈ RH∞ for the system ΣC , in the sense that its behavior C = ker+ Π+ C0 implements K for P . − 3. Characterize the set Cpar of all C ∈ RH∞ for which the behavior C = ker+ Π+ C implements K for P .



The synthesis algorithm that will be derived in this section is inspired by the polynomial analog that has been treated in [47, 59]. Specifically, we provide an explicit algorithm that leads to the set of all rational representations of behaviors C that implement K for P . The main result is stated as follows. Theorem 4.4.2. Let the systems ΣP = (C+ , Cw , P ) ∈ L+ and ΣK = (C+ , Cw , K) ∈ L+ be − represented by the rational operators P,K ∈ RH∞ , respectively.



1. There exists a controller ΣC = (C+ , Cw , C ) ∈ L+ that implements K for P by full − interconnection if and only if there exists an outer function X ∈ RH∞,∗ such that P = X K. 2. The set Cpar of all possible kernel representations of controllers that implement K for P by full interconnection is given as the output of Algorithm 4.4.4 below.



C P K



Figure 4.3: In the full interconnection controller synthesis problem, the controlled behavior K is the intersection of the plant and controller behaviors P and C .
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By Theorem 4.3.4, the condition in item 1 of Theorem 4.4.2 implies that K ⊂ P . Hence, the inclusion K ⊂ P is a necessary condition for the existence of a controller that implements K for P by full interconnection. This condition is, however, not sufficient. This is unlike the situation of C ∞ behaviors discussed in [47, 59] where the inclusion K ⊂ P is a necessary and sufficient condition to guarantee the existence of a (C ∞ ) controller that implements K for P . The fact that we consider systems in L+ over the function space H2+ therefore makes an important difference in synthesis questions when compared to C ∞ systems. We illustrate this difference in the obtained result by the following example.



Example 4.4.3. Given is the plant ΣP with behavior



P = ker+ Π+ P



where



P=







(s − α)(s + 2) (s − 3)(s − 4)



(s − α)(s + 5) (s − 1)(s − 2)







− ∈ RH∞ ,



with α a non-zero real constant. The desired controlled system ΣK has the behavior   s+2 s+5 − , . ∈ RH∞ K = ker+ Π+ K represented by K = diag s−2 s−1 By Theorem 4.4.2, there exists a controller that implements K for P if and only if there − exists an outer X ∈ RH∞,∗ such that P = X K. Such X exists and is given by X=







s−α



(s − 2)(s − 3)(s − 4)



s−α s−2







− ∈ RH∞ ,



which is outer if and only if α > 0. For α < 0, we do not fulfill the condition of Theorem 4.4.2. In that case K ⊂ P and the 1 w0 ∈ H2+ , with w0 ∈ C2 an arbitrary vector, belongs to P but not transient w(s) = s−α − to K. Now note that for any controller C = ker+ Π+ C, with C = [C1 C2 ] ∈ RH∞ , we have that   (s − α)(s + 2) (s − α)(s + 5) P det = C2 (s) − C1 (s) . C (s − 3)(s − 4) (s − 1)(s − 2) This implies that w(s) belongs to the full interconnection of P and C . Conclude that for α < 0, we have that K ⊂ P but K can not be implemented for P .



Algorithm for full interconnection The result given in Theorem 4.4.2 can be converted into an algorithm that can be used to solve Problem 4.4.1, whenever this is possible. The following algorithm yields an explicit construction of all controllers ΣC for the class L+ of L2 systems.
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− Algorithm 4.4.4. Let P, K ∈ RH∞ define the behaviors P and K corresponding to the w systems ΣP = (C+ , C , P ) ∈ L+ and ΣK = (C+ , Cw , K) ∈ L+ , respectively.



− Aim: Find all C ∈ RH∞ that define systems ΣC = (C+ , Cw , C ) ∈ L+ with behavior C = ker+ Π+ C such that C implements K for P in the sense that P ∩ C = K by full interconnection.



− Step 1: Find an outer rational function X ∈ RH∞,∗ such that P = X K. If no such X exists, the algorithm ends and no controller exists that implements K for P . In this case, set Cpar = ∅. − Step 2: Determine a unitary function U ∈ UH∞,∗ which brings X into the form: X = − X U = [X 1 0] , where X 1 ∈ UH∞,∗ . − Step 3: Define W := [0 I]U −1 ∈ RH∞,∗ , where the dimension of the identity matrix



equals the number of zero columns in X .



− Step 4: Set C0 := W K ∈ RH∞,∗ . Define α > 0 and k ≥ 0 such that we have C := 1 − C ∈ RH . Set C = ker+ Π+ C. Then the controller ΣC = (C+ , Cw , C ) ∈ ∞ (s−α)k 0 L+ implements K for P .



Step 5: Set 1 − − Cpar = { (s−α) k (Q 1 P + Q 2 W K) ∈ RH∞ | Q 1 ∈ RH∞,∗ ,



− , α > 0, k ≥ 0}. Q 2 ∈ UH∞,∗



(4.9)



Output: Cpar is a parametrization of all controllers in the sense that ΣC = (C+ , Cw , C ) is the set of all controllers that implement K for P by ranging over all kernel representations C = ker+ Π+ C with C ∈ Cpar .



This explicit construction results in full plant-controller interconnections with the property that p(P ) + p(C ) = p(K). In the terminology used in [47, 59], these are referred to as regular interconnections and they realize the idea that controllers do not duplicate laws that are already present in the plant to establish the controlled system.



4.4.2 Partial interconnection problem In this subsection we consider the more general synthesis problem with partial interconnections of dynamical systems ΣP = (C+ , Cw × Cc , Pfull ) and ΣK = (C+ , Cw , K) in the − model class L+ , represented by the rational operators P,K ∈ RH∞ , respectively. Here, ΣP is a latent variable system as introduced in (4.4) in Section 4.3, so P = [P1 P2 ] is decomposed according to the manifest and latent (or interconnection) variables w and c of dimensions w and c, respectively. Formally we can state the problem of controller synthesis by partial interconnection for the class L+ as follows.
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w



N



ΣP



c=0



Figure 4.4: The hidden behavior N of a system ΣP . The variables w in this hidden behavior are called hidden since they can not be estimated by observing the interconnection variable c only. Problem 4.4.5. Let two linear left invariant systems ΣP = (C+ , Cw × Cc , Pfull ) ∈ L+ and ΣK = (C+ , Cw , K) ∈ L+ be given.



1. Verify whether there exists a linear left invariant system ΣC = (C+ , Cc , C ) ∈ L+ such that:



K = {w ∈ H2+ | ∃c ∈ H2+ such that (w, c) ∈ Pfull and c ∈ C }. Any such system is said to implement K for Pfull by partial interconnection. − 2. If such a controller exists, find a representation C ∈ RH∞ for the system ΣC in the sense that its behavior C = ker+ Π+ C implements K for Pfull .



To solve this problem, we associate with the system ΣP a set N that we refer to as the hidden behavior. For the model class L+ it is defined as



N := {w ∈ H2+ | (w, 0) ∈ Pfull } = {w ∈ H2+ | P1 w ∈ H2− } = ker+ Π+ P1 , according to the decomposition made between manifest and latent variables. The hidden behavior is illustrated in Figure 4.4 and is named hidden since it is not possible to estimate trajectories in N by observing the latent variable c only. Problem 4.4.5 can be solved under suitable conditions as is shown in the following theorem. This result is inspired by the controller implementation theorem introduced in [16, 76] for behaviors represented by polynomial differential operators. Theorem 4.4.6. Let the two systems ΣP = (C+ , Cw×Cc , Pfull ) ∈ L+ and ΣK = (C+ , Cw , K) − ∈ L+ be represented by P,K ∈ RH∞ , respectively. Let P = [P1 P2 ] be decomposed according to the variables w and c, where c is the interconnection variable. Let



Pmanifest = {w ∈ H2+ | ∃c ∈ H2+ such that (w, c) ∈ Pfull } denote the induced manifest behavior of Pfull . Suppose that Pfull is c-eliminable. Then: i. N = ker+ Π+ P1
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− ii. there exists Pman ∈ RH∞ such that Pmanifest = ker+ Π+ Pman describes the manifest behavior (by Theorem 4.3.10) iii. Moreover, there exists a controller ΣC = (C+ , Cc , C ) ∈ L+ that implements K for Pfull by partial interconnection through c if and only if there exist outer functions − X , Y ∈ RH∞,∗ such that



Pman = X K



and



K = Y P1



(4.10)



The proof of this theorem is constructive and is given in the appendix. Remark 4.4.7. Under the hypothesis that the full behavior Pfull is c-eliminable, Theorem 4.4.6 therefore gives necessary and sufficient conditions for the existence of a controller ΣC that implements ΣK for a plant ΣP . These conditions involve solvability − of two matrix functions in the class of outer functions in RH∞,∗ . Note that by Theorem 4.3.4, the conditions in (4.10) imply that N ⊂ K ⊂ Pmanifest , which are necessary and sufficient conditions for the existence of a C ∞ controller ΣC that implements K for Pfull as discussed in [47, 59]. However, these conditions are not sufficient for the partial interconnection problem for systems in the model class L+ .



Algorithm for partial interconnection An explicit construction of a controller ΣC ∈ L+ that implements K for Pfull by partial interconnection is given by the following algorithm. This algorithm gives an answer to Problem 4.4.5 using the necessary and sufficient conditions provided in Theorem 4.4.6. − Algorithm 4.4.8. Let P, K ∈ RH∞ define the behaviors Pfull and K corresponding to the w+c systems ΣP = (C+ , C , Pfull ) ∈ L+ and ΣK = (C+ , Cw , K) ∈ L+ , respectively. Let the operator P be decomposed as P = [P1 P2 ] according to the variables w and c.



Assumption: The full behavior Pfull is c-eliminable. − Aim: Find C ∈ RH∞ that defines the behavior C of ΣC = (C+ , Cc , C ) ∈ L+ as



C = {c ∈ H2+ | C c ∈ H2− } = ker+ Π+ C, such that C implements K for Pfull by partial interconnection through c. − Step 1: Use Theorem 4.3.10 to obtain the operator Pman ∈ RH∞ such that



Pmanifest = {w ∈ H2+ | Pman w ∈ H2− } = ker+ Π+ Pman . − Step 2: Find an outer rational function X ∈ RH∞,∗ such that K = X P1 . If no such X exists, the algorithm stops and no controller can be found. − such that Pman = Y K. Step 3: Find an outer rational Y ∈ RH∞,∗ If no such Y exists, the algorithm stops here.
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− Step 4: Determine a unitary function U ∈ UH∞,∗ which brings Y into the form: Y = − Y U = [Y1 0] , with Y1 ∈ UH∞,∗ . − Step 5: Define W := [0 I]U −1 ∈ RH∞,∗ , where the dimension of the identity matrix



equals the number of zero columns in Y .



Step 6: A controller ΣC ∈ L+ that implements K for P is given by ΣC = (C+ , Cc , C ) where C = ker+ Π+ C with C=



1 (s − α)k



W X P2 ,



− where α > 0 and k ≥ 0 are such that C ∈ RH∞ .



4.4.3 Example for partial interconnection problem To illustrate the algorithm for controller synthesis by partial interconnection, consider the following input-state-output system:   x˙ = Ax + B1 d + B2 u, ΣP : (4.11) z = C1 x + D11 d + D12 u,  y = C2 x + D21 d + D22 u, with







       −1 0 0 2 −5 1 0 0       A =  0 −3 0  , B1 =  1  , B2 = −3 , C1 = , 0 2 0 0 0 −5 −1 1     ” — 0 1 C2 = 0 0 3 , D11 = , D12 = and D21 = D22 =0. 1 −2 In this example, w := [z ⊤ d]⊤ is the manifest variable and c := [ y u]⊤ denotes the variable that is available for (partial) interconnection with a controller. The controlled system ΣK is defined by the state space equations      −1.4615 −1 0 0           0    x + −1.4545 d,  x˙ =  0 −3 ΣK : −4.3597 0 0 −14  ™ – ™ –     z = 1 0 −2.8583 x + 0 d, 1 0 2 3.0027



which were obtained by substitution of the static output feedback law u = −3 y in (4.11), which is the to-be-synthesized control law.
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The L2 behaviors of the plant and the controlled system are viewed as elements in − the model class L+ and represented by anti-stable rational operators in RH∞ . In this case, P = ker Π P and K = ker Π K, where the rational operator P(s) = full— + + + + ” − P1 (s) P2 (s) ∈ RH∞ is decomposed accordingly with (w, c), with 



and



− s+1  s−5 P1 (s) =   0 0 



K(s) = 



−



2 s−5 s+5 s−3 3 − s−1



0 s+3 − s−3 0



(s+1)(s+14.04)(s−2.923) (s−1)(s−3)(s−14) 22.8059(s+1)(s−2.364) (s−1)(s−3)(s−14)



   



and







s−4 s−5 − 2s+16 s−3 3 s−1



0   P2 (s) =  0 − s+5 s−1



0.1791(s+3)(s+9.248) (s−1)(s−3)(s−14) (s+3)(s−0.8513)(s−14.27) − (s−1)(s−3)(s−14)



−



− which is an element of RH∞ .







 ,  



11.1791(s−0.5558)(s−3.052) (s−1)(s−3)(s−14)  (s−0.7962)(s−3.34)(s−23.99) (s−1)(s−3)(s−14)



Given P and K, we apply Algorithm 4.4.8 to find a controller that implements K for P by partial interconnection through the variable c. Step 1: To obtain a representation of the manifest behavior Pmanifest , we first eliminate the latent variable c in the full plant behavior. For this, we start by creating zero-rows in P2 , as discussed in the proof of Theorem 4.3.10, by pre-multiplying P with U defined by     s−3 2(s+6) s−4 0 0 0 s−2 s−5  s−5   s−3 2(s+6)(s−5) s−2 −1  0  0 0  U(s) =  .  with U(s) = s−4 − (s−2)(s−4)  s−3 s−2 s−3 0 0 0 0 s−3 s−2 − − Since U and its inverse U −1 belong to RH∞ , we infer that U ∈ UH∞ and we have that − U ∈ UH∞,∗ . This results in







2(s+1)(s+6)



− (s−3)(s−5)  (s+1)(s−2) U(s)P1 (s) =  − (s−3)(s−5)  0



and







 U(s)P2 (s) =  







(s+3)(s−4)



(s+1)(s+4) (s−3)(s−5)   2(s−2)  (s−3)(s−5) 3(s−2)  − (s−1)(s−3)



− (s−3)(s−5) 0



0



0 0 (s+5)(s−2)



− (s−1)(s−3)



0







(s−2)(s−4)   (s−3)(s−5)  3(s−2) (s−1)(s−3)



:=







 P11 , P12







 P21 := . P22



It is now easily seen that the conditions for eliminability of c in Theorem 4.3.10 are + − satisfied since there exists a X ∈ RH∞ such that P12 + P22 X ∈ RH∞ and that the rank
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condition rowrank(P11 ) = p(Pfull ) − rowrank(P2 ) indeed holds. Note that this operator X differs from the one used in Step 2. Hence, by the elimination theorem, Pmanifest = ker+ Π+ Pman with h 2(s+1)(s+6) Pman (s) = − (s−3)(s−5)



(s+3)(s−4)



− (s−3)(s−5)



(s+1)(s+4) (s−3)(s−5)



i



− ∈ RH∞ .



− Step 2: We need to verify the existence of an outer function X ∈ RH∞,∗ such that K = X P1 . The rational operator  (s+14.04)(s−2.923)(s−5)  0.1791(s+9.248) 3(s−1.95)(s−5.286) − (s−1)(s−3)(s−14) (s−1)(s−14) (s−3)(s−14)  ∈ RH− X (s) =  22.8059(s−2.364)(s−5) (s−0.8513)(s−14.27) 6(s−1.231)(s−10.49) ∞ − (s−1)(s−3)(s−14) (s−1)(s−14) (s−3)(s−14)



− − fulfills this requirement because RH∞ ⊂ RH∞,∗ . − Step 3: We need to verify the existence of an outer function Y ∈ RH∞,∗ such that Pman = Y K. The rational operator h i 2(s−10.49)(s−1.231) (s−1.95)(s−5.286) − Y (s) = ∈ RH∞ (s−3)(s−5) (s−3)(s−5)



fulfills this requirement. Step 4: We need to post-multiply Y with a unitary operator U such that we obtain Y U = [Y1 0], with Y1 a unitary operator. The matrix function   s−3 s−1 − s−2 , U(s) =  s−5 2(s−1.231)(s−3)(s−10.49) 0 (s−1.95)(s−2)(s−5.286)   0.5(s−1.95)(s−5)(s−5.286) s−5



with inverse U(s)−1 =  s−1 0



− indeed belong to UH∞,∗ . Moreover,



Y1 (s) =



(s−1)(s−1.231)(s−10.49)  , 0.5(s−1.95)(s−2)(s−5.286) (s−1.231)(s−3)(s−10.49)



2(s − 1)(s − 1.231)(s − 10.49) (s − 3)(s − 5)2



− ∈ UH∞,∗



yields that Y1 is a unitary function. This meets the conditions on U and Y1 . Step 5: The function W := [0 I]U −1 reads i h 2(s−1.231)(s−3)(s−10.49) . W (s) = 0 (s−1.95)(s−2)(s−5.286) Step 6: The controller ΣC with behavior C = ker+ Π+ C is given by i h 4(s+5)(s−1.231)2 (s−10.49)2 12(s+5)(s−1.231)2 (s−10.49)2 C = W X P2 = − (s−1)(s−1.95)(s−2)(s−5.286)(s−14) − (s−1)(s−1.95)(s−2)(s−5.286)(s−14) h i 12(s+5) 4(s+5) − s−1 , = v(s) − s−1
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(s−1.231)2 (s−10.49)2 (s−1.95)(s−2)(s−5.286)(s−14)
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− ∈ UH∞ .



By Theorem 4.3.4, C = ker+ Π+ C0 , with the equivalent kernel representation h 12(s+5) C0 (s) = − s−1



−



4(s+5) s−1



i



− ∈ RH∞ .



Note that this controller indeed implements K for P , since substitution of the originally introduced law u = −3 y indeed yields: −



4.5



12(s+5) s−1



y−



4(s+5) u s−1



=−



12(s+5) s−1



y+



4(s+5) 3y s−1



= 0.



Algorithms for elimination of latent variables



The problem of elimination of variables in dynamical systems is an important one within the general field of control and systems theory. Usually, first principle models are derived by introducing auxiliary (or latent) variables that describe physical phenomena and physical conservation laws at a smaller (micro-) scale than the (macro- ) scale for which the model is actually meant for. This methodology of modeling is often called “tearing and zooming” [74]. A (complex) model is viewed as the interconnection of elementary components. The model is obtained by first deriving equations for the components that constitute the system. These equations typically involve manifest variables (the variables of interest to the modeler) and auxiliary or latent variables (that are useful to describe the components or modules). Once the components are represented, their interconnections define relations among manifest and latent variables. The quest to find explicit relations between manifest variables only is of evident importance for various reasons: it simplifies analysis, reduces redundancy, allows more efficient simulations, predictions and monitoring in a more straightforward manner and allows more compact representations of the model. In addition, elimination of variables is of crucial importance in algorithms for controller synthesis, as has been shown in the previous subsections. In this section, we extend the results of Theorem 4.3.10 and Theorem 4.3.15 a little further and present a geometric approach for the problem of eliminating latent variables in systems represented in state space form. A sufficient condition for eliminability in terms of controlled and conditioned invariant subspaces will be presented. An advantage of this approach is that it allows to view the elimination problem from a different system theoretic perspective, and that it results in explicit algorithms using state space matrices. This allows, at least in principle, to eliminate variables from more complex linear systems.
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4.5.1 Review of the elimination problem As presented in Section 4.3, latent variable systems are given by Σℓ = (T, W × L, Bℓ ), where the signal space is a Cartesian product W × L and where system trajectories consist of pairs of trajectories (w,ℓ) with w(t) ∈ W, ℓ(t) ∈ L, and t ∈ T. Its behavior is a subset



Bℓ ⊆ ( W × L ) T of trajectories (w, ℓ) : T → W × L. Here, w is called the manifest variable and ℓ is the latent variable that needs to be eliminated. Every latent variable system Σℓ = (T, W × L, Bℓ ) induces a dynamical system Σind = (T, W, Bind ), whose behavior



Bind = {w | ∃ℓ such that (w, ℓ) ∈ Bℓ }. That is, the induced behavior of a latent variable system is simply the projection of its behavior onto the manifest variables. In this section, we will first review the results for elimination of variables in different model classes. Model classes will be denoted by Mw and Mw+ℓ , where w and w + ℓ are the dimensions of the signal spaces W and W × L, respectively. The elimination problem consists of the question when latent variables in a latent variable system Σℓ ∈ Mw+ℓ can be completely eliminated from the system in the sense that the induced system Σind belongs to the same model class Mw . That is, we address the question under what condition on the model class M does the implication Σℓ ∈ Mw+ℓ



=⇒



Σind ∈ Mw



(4.12)



hold. This is also illustrated in Figure 4.5. We will call the system ℓ-eliminable if this is possible. More precisely: Definition 4.5.1. A latent variable system Σℓ is called ℓ-eliminable in the model class M if (4.12) holds. In this section, we consider three model classes. Namely, M1 as the class of C ∞ systems with polynomial kernel representations, M2 as the class of L2 systems with rational kernel representations and, thirdly, M3 the class of LTI systems in state space form. Specifically, Eliminate ℓ



Σind



Σℓ w



ℓ



w



Figure 4.5: The problem of elimination of the latent variables ℓ in systems consisting of pairs (w, ℓ): Induce Σind ∈ Mw from the latent variable system Σℓ ∈ Mw+ℓ .
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1. M1 is defined by the class of C ∞ smooth systems Σℓ = (R, Rw+ℓ , Bℓ ) that allow a representation as kernels of a polynomial differential operator in the sense that: € Š € d Š w Bℓ = {(w, ℓ) ∈ C ∞ | [R1 dtd (4.13) R2 dt ] ℓ = 0}, {z } | � ‹ d R dt



where R1 (ξ) ∈ Rp×w [ξ] and R2 (ξ) ∈ Rp×ℓ [ξ] are polynomial matrices in the indeterminate ξ with real matrix valued coefficients. Note that trajectories are infinitely often differentiable on the time domain T = R. This class of systems has been extensively studied in e.g. [47]. 2. M2 is the class of L2 systems Σℓ = (C+ , Cw+ℓ , Bℓ ) whose behavior ” — Bℓ = {(w, ℓ) ∈ H2+ | [P1 (s) P2 (s)] w(s) ∈ H2− } ℓ(s) {z } | P(s)



(4.14)



= ker+ Π+ [P1 P2 ].



− Here P1 and P2 are anti-stable rational operators in RH∞ , as they are defined in Section 4.3. Note that we could also focus on the other different types of L2 systems defined in that section without making major changes in the upcoming results of this section. Note that M2 = L+ from Section 4.3.



3. M3 is the class of (output nulling) state space systems Σℓ = (R, Rw+ℓ , Bℓ ) of the form



Bℓ = {(w, ℓ) ∈ L1loc | ∃x ∈ L1loc such that v = 0 ¨ x˙ = Ax + B1 w + B2 ℓ, and v = C x + D1 w + D2 ℓ



}.



(4.15)



Here A, B1 , B2 , C, D1 and D2 are real valued matrices of appropriate dimensions. x denotes the state variable, which has dimension n. For the first two system classes, conditions for eliminability of latent variables have been established: Theorem 4.5.2 (Elimination in the class M1 ). Any Σℓ = (R, Rw+ℓ , Bℓ ) ∈ Mw+ℓ , with Bℓ 1 as in (4.13), is ℓ-eliminable in the model class M1 . The proof of this result can be found in the literature on C ∞ behaviors (e.g. in [47]). For behaviors defined in the model class M2 , necessary and sufficient conditions for ℓ-eliminability are presented in Theorem 4.3.10 and Theorem 4.3.15 of Section 4.3. Before focusing on the algorithms to eliminate latent variables in these classes, some remarks on the differences in the results are summarized:
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+ 1. The rational operator X ∈ RH∞ in Theorem 4.3.15 defines a mapping from + + w ∈ H2 7→ ℓ ∈ H2 according to the multiplication ℓ = X w. Hence, the behavior of the latent variable system can be described by:



Bℓ = {(w, ℓ) ∈ H2+ | Π+ (P1 + P2 X )w = 0 and ℓ = X w}, which is equal to Bℓ in (4.14). 2. We can extend these results to the L2 systems in the model classes L and L− , where the behaviors consist of L2 or H2− trajectories, i.e. with B+ and B− as defined in (4.3). Similar results can be obtained when describing these behaviors + as in (4.7). using stable rational elements in RH∞ 3. Contrary to the results shown in Theorem 4.5.2, we do get conditions for eliminability of latent variables in the context of L2 systems. In particular, Theorem 4.3.10 and Theorem 4.3.15 show that elimination of latent variables in L2 systems is not always possible. Considering the third remark, we introduce an example that provides more insight why we get additional conditions when considering L2 behaviors: Example 4.5.3. Consider the latent variable system Σℓ ∈ Mw+ℓ with behavior: 2



Bℓ = {(w, ℓ) ∈ H2+ |







(s−3)(s−10)  (s−7)(s−9) 1 s−9



{z



|



P(s)







  s−α s−7  w 0



ℓ



∈ H2− },



}



where the parameter α is a non-zero constant. The aim will be to eliminate the latent + variable ℓ. This means that we need to find a rational X ∈ RH∞ such that: (s − 3)(s − 10) (s − 7)(s − 9)



+



s−α s−7



− X (s) ∈ RH∞ .



This is only possible when α < 0, because only in that case the rational element X has poles in C− . Therefore, when Σℓ ∈ M2 , elimination of ℓ is possible if and only if α < 0. In [56, 77], it is shown that one can also associate a system in the class M1 , by considering C ∞ solutions associated with the rational operator P. Indeed, if P = D−1 N is a left-coprime factorization over the ring of polynomials then P defines the C ∞ behavior: € Š € Š Bℓ = {w ∈ C ∞ | N dtd w = 0} = ker N dtd .



Therefore, we can still use the elimination result of Theorem 4.5.2 for the elimination of ℓ. In our example, a left-coprime factorization is given by P(ξ) = D−1 (ξ)N (ξ) =







−1   ξ−7 ξ−3 ξ−3 ξ−α , 0 ξ−9 ξ−4 0
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so that B is defined by: Š €d ˆ =0 − 4 w dt



and



€d



dt
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Š Š €d ˆ + dt −3 w − α ˆℓ = 0,



ˆ ˆℓ ∈ C . By Theorem 4.5.2, the second equation is redundant for all α 6= 0. with w, ˆ to ˆℓ as a “rational”, we infer: When viewing the mapping from w ∞



ˆℓ =



d dt d dt



−3



−α



ˆ w



=⇒



ℓ=



s−3



s−α



w,



which in the frequency domain would result in an unstable mapping from w to ℓ when α > 0. This is not taken into account when eliminating latent variables in infinitely smooth systems, while this is done for L2 systems. The elimination results for the classes M1 and M2 have led to algorithms for synthesizing the induced system using polynomial or rational operators. The algorithms for the synthesis of the induced system consist of two steps, namely: 1. decomposing the polynomial or rational kernel operator 2. elimination of redundant constraints on the manifest variable w The two steps in the algorithms for both classes will be discussed in the next section. Computations with rational operators are less complex than calculations using polynomial matrices. For more complex systems, however, state space representations are favorable. Therefore, we are also interested in solving the elimination problem for the system class M3 . Problem 4.5.4 (Elimination in the class M3 ). Given a latent variable system Σℓ = (R, Rw+ℓ , Bℓ ) ∈ Mw+ℓ with behavior Bℓ as in (4.15). 3 Find conditions such that Σℓ is ℓ-eliminable in the model class M3 , and, whenever possible, find a state space realization of its induced behavior, i.e.



Bind = {w ∈ L1loc | ∃x ∈ L1loc such that x˙ = Ax + Bw; 0 = C x + Dw}.



4.5.2 Two steps in current elimination algorithms Elimination of latent variables in the model classes M1 and M2 is performed in two similar steps, as mentioned in the previous subsection. For the first model class M1 , with polynomial representations for C ∞ behaviors, they are as follows 1. Decompose polynomial matrix R(ξ) ∈ Rp×(w+ℓ) [ξ]: Given the latent variable system (4.13) with the matrix R having full row rank. Let U(ξ) ∈ Rp×p [ξ] be a unimodular matrix such that: € Š € d Š w € Š R2 dt ] ℓ = 0} Bℓ = {(w, ℓ) ∈ C ∞ | U dtd [R1 dtd € d Š™   €dŠ – R12 dt R11 dt w €dŠ = {(w, ℓ) ∈ C ∞ | = 0} (4.16) ℓ R21 dt 0 €dŠ €dŠ €dŠ w + R12 dt ℓ = 0, R21 dt w = 0}, = {(w, ℓ) ∈ C ∞ | R11 dt
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where R12 has full row rank. Here, we have used that pre-multiplication by unimodular polynomial matrices leaves the behavior (in the model class M1 ) invariant [47, Theorem 3.6.2]. 2. Verify redundancy of condition: R11 w + R12 ℓ = 0: Obviously, by (4.16) every w ∈ Bind satisfies: €dŠ R21 dt w = 0.



Conversely, the full row rank condition on R12 implies that for any w ∈ C ∞ there exists ℓ ∈ C ∞ such that €dŠ €dŠ w + R12 dt ℓ = 0, R11 dt €dŠ €dŠ i.e. w ∈ C ∞ is not constrained by the equation R11 dt w + R12 dt ℓ = 0. Hence, € Š Bind = {w ∈ C ∞ | R21 dtd w = 0}.



For more details, we refer to [47, Section 6.2.2].



For the class of L2 systems (M2 ), necessary and sufficient conditions for elimination are given. The algorithm for the construction of the manifest behavior also implies two steps, namely the following: − 1. Decompose the rational operator P ∈ RH∞ : − The rational operator P in (4.14) is decomposed using a unit U ∈ UH∞,∗ in a similar way as in (4.16) to infer that   Bℓ = {(w, ℓ) ∈ H2+ | U[P1 P2 ] wℓ ∈ H2− }    w P P12 (4.17) ∈ H2− } = {(w, ℓ) ∈ H2+ | 11 P21 0 ℓ



= {(w, ℓ) ∈ H2+ | P11 w + P12 ℓ ∈ H2− , P21 w ∈ H2− }.



− Here, the multiplication by unitary operators U ∈ UH∞,∗ leaves the behavior invariant, as shown in Theorem 4.3.4.



2. Verify redundancy of condition: P11 w + P12 ℓ ∈ H2− : Obviously, every w ∈ Bind now satisfied P21 w ∈ H2− . Conversely, the condition in (4.5), together with the rank condition on Q stated in Theorem 4.3.10, implies that {w ∈ H2+ | P21 w ∈ H2− } ⊂{w ∈ H2+ | ∃ℓ ∈ H2+ such that P11 w + P12 ℓ ∈ H2− }. Consequently,



Bind = {w ∈ H2+ | P21 w ∈ H2− }. Both steps of the algorithms are depicted in Figure 4.6. To obtain a complete state space solution, which is more applicable to complex systems, we consider the elimination problem in the class M3 in the remainder of this section.
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w



R = [R1 R2 ]



v



v˜



U



or ℓ



P = [P1 P2 ]



(a) Step 1. Interconnection of unimodular matrix (or unit).



w



v2 = 0



P11 X



ℓ



P12



(b) Step 2. Verification of redundancy of restrictions on w for M2 .



Figure 4.6: Two steps in the algorithms for elimination of latent variables in the system classes M1 and M2 . In both cases, we first make a decomposition of the polynomial or rational operator by pre-multiplication with U, which can be viewed as interconnection through w. Afterwards, a verification of redundancy of the latent variables is performed.



4.5.3 Geometric condition for elimination For latent variable elimination in the classes M1 and M2 , both steps involve the search for polynomial or rational matrices to partition the original representation, as well was to check redundancy of a part of this partitioned representation. When considering complex systems, computations with polynomial or rational functions are less desirable. Hence we are going to focus on the model class M3 considering state space representations, as defined in (4.15). The state space system is then given by: Σ:



¨



x˙ = Ax + B1 w + B2 ℓ, v = C x + D1 w + D2 ℓ,



(4.18)



where the state x(t) ∈ X = Rn and the manifest and latent variable are w(t) ∈ W = Rw and ℓ(t) ∈ L = Rℓ , respectively. We view v(t) ∈ V = Rp as an artificial output variable. This means for the class M3 that



Bℓ = {(w, ℓ) ∈ L1loc | ∃x ∈ L1loc such that (4.18) holds with v = 0}.



(4.19)



We now convert the two steps used to eliminate variables in M1 and M2 in state space calculations for the class M3 . Step 1: Decomposition of the state space: Reviewing the first step of the existing algorithms, we see that for the classes M1 and M2 the interconnection with the unimodular (or unit) U results in a decomposition of
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the polynomial (or rational) operator R (or P). As illustrated in Figure 4.6(a), this interconnection results in a transformation of the output variable v in (4.18) according to v˜ = U v, where the zero-block in (4.16) or (4.17) implies that the latent variable ℓ is not influencing a specific component of the output v˜. For the class M3 , the aim is to decompose the artificial output variable v = [v1⊤ v2⊤ ]⊤ such that Σ is equivalently represented by a system where the transfer from ℓ 7→ v2 vanishes and where v2 has maximal dimension (in all representations of Bℓ with this property). As in (4.16) and (4.17), we therefore factorize the output space V = V1 × V2 in the dynamics of (4.18) as         v1 C1 D11 D21 = x+ w+ ℓ. v2 C2 D12 D22 To achieve this, we define S ∗ := S ∗ (A, B2 , C, D2 ) as the smallest conditioned invariant subspace associated with the sub-system of Σ defined by the quadruple (A, B2 , C, D2 ). For more information on conditioned invariant subspaces, we refer to Section 2.2 of this thesis. We then know that there exists a L ∈ L(S ∗ ) : V → X such that (A + LC)S ∗ ⊂ S ∗



and



im(B2 + L D2 ) ⊂ S ∗ ,



and we note that ¨ x˙ = (A + LC)x + (B1 + L D1 )w + (B2 + L D2 )ℓ, Σ′ : v = C x + D1 w + D2 ℓ, is also a representation of Bℓ in the sense of Bℓ in (4.19). Now consider the subspace T := C S ∗ + im D2 and let {r1 , . . . , rq , . . . , rp } be a basis of V in such a way that span{r1 , . . . , rq } = T ,



where



q = dim(T ).



Define R1 = [r1 , . . . , rq ] and R2 = [rq+1 , . . . , rp ] and factorize the variable v ∈ V with respect to this basis according to   v v = [R1 R2 ] 1 . v2 Note that R = [R1 R2 ] is a basis matrix. Its inverse T = R−1 exists and admits a partitioning according to     v1 T1 = Tv = v. v2 T2 Now define C1 := T1 C,



D11 := T1 D1 ,



D21 := T1 D2 ,



C2 := T2 C,



D12 := T2 D1 ,



D22 := T2 D2 ,



(4.20)
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Finally note that, since T is non-singular, that:  (B + L D2 )ℓ, – x˙™ =–(A +™LC)x–+ (B™1 + L D–1 )w + ™ 2 ′′ Σ : v C1 D11 D21  1 = x+ w+ ℓ, v2 C2 D12 D22



(4.21)



is again a (output-nulling) state space representation of Bℓ with partitioned artificial output space V = V1 × V2 . For the latter representation, we have that the transfer function from ℓ to v2 is zero. Indeed, (A + LC) S ∗ ⊂ S ∗ ,



im(B2 + L D2 ) ⊂ S ∗ ,



This results in the following lemma:



S ∗ ⊂ ker C2 ,



D22 = 0.



Lemma 4.5.5. Let Bℓ be defined by (4.18). Then



Bℓ = {(w, ℓ) ∈ L1loc | ∃x ∈ L1loc such that (4.21) holds with v1 = 0 and v2 = 0}.



We make two observations:



1. the dimension of V1 equals the number of non-zero constraints (on ℓ) that have to be eliminated after the partitioning in step 1, 2. when a decomposition of v is made, the maximal dimension of v2 for which v2 is independent of ℓ, is p − dim(T ).



We conclude that, as is the case in the classes M1 and M2 , this change of representation did not change the behavior Bℓ . With this construction, the interconnected system of Figure 4.6(a) is defined by Σ′′ with v˜ = v. Moreover, if we compare this result with the one obtained for M2 , we have that: P11 (s) = C1 (sI − A − LC)−1 (B1 + L D1 ) + D11 ,



P12 (s) = C1 (sI − A − LC)−1 (B2 + L D2 ) + D12 ,



P21 (s) = C2 (sI − A − LC)−1 (B1 + L D1 ) + D21 , P22 (s) = 0,



+ where Pi j ∈ RH∞ if and only if λ(A + LC) ⊂ C− . The rational operator U used in elimination of latent variables in the model class M2 is defined by:



U(s) = −T C(sI − A − LC)−1 L − T. Step 2: Verify redundancy of condition on ℓ: Using the result in Lemma 4.5.5 from Step 1, observe that any w ∈ Bind necessarily satisfies ¨ x˙ = (A + LC)x + (B1 + L D1 )w, (4.22) v2 = C2 x + D21 w,
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with v2 = 0, while any (w, ℓ) ∈ Bℓ satisfies (4.22) and ¨ x˙ = A x + B1 w + B2 ℓ, ′ Σ : v1 = C1 x + D1 w + D2 ℓ,



(4.23)



with v1 = 0 and the matrices



A := A + LC, B1 := B1 + L D1 , B2 := B2 + L D2 , C := C1 , D1 := D11 , D2 := D12 . We now consider the problem under what conditions in (4.23) does not impose constrains on the variable w. That is, consider the question when w in (4.23) is a free variable in L1loc . This means that for all w ∈ L1loc there should exist ℓ ∈ L1loc such that the output v1 of Σ′ in (4.23) vanishes for all time. For the system Σ′ , we consider the controlled invariant subspace



V ∗ := V ∗ (A, B2 , C1 , D2 ), which is introduced as in Section 2.2. With this subspace and the preliminaries, we state the following lemma: Lemma 4.5.6. If im B1 ⊂ V ∗ , then for all w ∈ L1loc there exists ℓ ∈ L1loc such that (4.23) holds. One such ℓ is given by ℓ = F x, where F ∈ F (V ∗ ).



If the condition in Lemma 4.5.6 is fulfilled, and we use the relation ℓ = F x, we can substitute this in the system Σ′ in (4.23). This results in ¨ x˙ = (A + LC + B2 F )x + B1 w, Σcl : v1 = (C1 + D12 F )x + D11 w. We then conclude that the constraint (4.23) on the variables (w, ℓ) does not impose a constraint on w. That is, the induced behavior associated with (4.23) is simply {w | ∃ℓ ∈ L1loc , ∃x ∈ L1loc such that (4.23) holds} = L1loc .



4.5.4 Elimination using algebraic operations When combining the results from the previous subsection, we obtain the following result as sufficient condition to eliminate latent variables in the model class M3 (as defined in Problem 4.5.4): Theorem 4.5.7 (Elimination in the class M3 ). Given a latent variable system Σℓ = (R, Rw+ℓ , Bℓ ) ∈ M3 , with behavior Bℓ as represented by (4.18). Define S ∗ := S ∗ (A, B2 , C, D2 ), let L ∈ L(S ∗ ) , and partition the system matrices according to (4.20). If im B1 ⊂ V ∗ (A, B2 , C1 , D2 ),



4.5. ALGORITHMS



FOR ELIMINATION OF LATENT VARIABLES



87



with A , B1 , B2 , C1 and D2 as in (4.23), then Σℓ is ℓ-eliminable in M3 and its induced behavior is ¨ x˙ = (A + LC + B2 F )x + B1 w, loc loc }, Bind ={w ∈ L1 | ∃x ∈ L1 such that 0 = (C1 + D12 F )x + D11 w with F ∈ F (V ∗ (A, B2 , C1 , D2 )) .



We denote that the conditions in Theorem 4.5.7 are only sufficient for elimination of latent variables in the class M3 . Observe that the redundancy condition in step 2 of Section 3.2 results in a causal mapping from w to ℓ, which does not need to be the case for the problem of elimination. The algorithm that constructs, when possible, the induced system using state space representations, is inspired on the result obtained in Theorem 4.5.7. This is in contrast to the existing algorithms that directly make use of the polynomial differential or rational operators. Since we now start making use of state space representations for behaviors, it is in principle possible to handle more complex dynamical systems with the algorithm discussed in this section. Algorithm 4.5.8. Let the latent variable system Σℓ in the system class M3 as introduced in (4.15) be given. Find: If it exists, a representation of the induced manifest system Σind as a state space representation in the model class M3 . Step 1: Compute S ∗ = S ∗ (A, B2 , C, D2 ) and the corresponding matrix L ∈ L(S ∗ ) such that (A + LC) S ∗ ⊂ S ∗



and



im(B2 + L D2 ) ⊂ S ∗ .



Step 2: Apply the partitioning of the system matrices as proposed in (4.20) and define A , B1 , B2 , C1 , C2 , D1 and D2 in Σcl as in (4.23). Step 3: Compute V ∗ := V ∗ (A, B2 , C1 , D2 ) and verify whether im B1 ⊂ V ∗ . If this is not the case, we can not use the proposed approach for elimination of ℓ in Σℓ . The algorithm stops here, but this does not imply that there does not exist a system Σind ∈ M3 . Result: Set Σind with manifest behavior Bind represented by: ¨ x˙ = (A + LC + B2 F )x + B1 w, Σind : 0 = (C1 + D12 F )x + D11 w.



Since the elimination problem of latent variables is given by concepts of geometric control theory, and now the systems are represented using output nulling state space representations, we can make use of the algorithms for controlled and conditioned invariant subspaces as summarized in Section 2.2 or in textbooks as [6, 80].
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4.5.5 Example: active suspension system A motivating example for applying the algorithm discussed in the previous section is the model for active suspension of a transport vehicle, as depicted in Figure 4.7, taken from [70]. The model is given by: q2 − q˙1 ) + k2 (q2 − q1 ) − F = 0, m2 q¨2 + b2 (˙



q1 − q˙2 ) + k2 (q1 − q2 ) + k1 (q1 − q0 ) + F = 0, m1 q¨1 + b2 (˙



where F is a force acting on the chassis mass m2 and where m1 is the axle mass. The chosen values for those masses are m1 = 2 and m2 = 10, and the parameters b2 = 3, k1 = 1 and k2 = 5 are the values of the damper and springs in the system. Here, q1 , q2 and q0 are the positions of the axle, chassis and the ground, respectively. In this example, we specify the partitioning of manifest and latent variables as: w = [q2 − q1 , q0 ]⊤



ℓ = [˙ q2 , q1 − q0 , F ]⊤ .



and



The output nulling state space representation of the latent variable system, according to (4.15), is given by the system matrices: 



0  −3 A=  0 0.5  −1  C = 0 1







 1 0 0  −3 2.5 3  , 0 0 1  0.6 −0.5 −0.6  0 1 0  1 0 0 , 0 0 0



  0 0 0 0    0 0.5 0 0 B1 =   , B2 =  0 0  0 0 0 0 0 0    −1 0 0    0  , D2 = −1 D1 =  0 0 −1 0



 0  0.5 , 0  0.1  0 0  0 0 . −1 0



m2 q2 b2



k2



F



m1



q1



k1 q0 Figure 4.7: Example for elimination: an active suspension system of a vehicle.
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Step 1 of the algorithm results in S ∗ := S ∗ (A, B2 , C, D2 ) and the matrix L ∈ L(S ∗ ):     −0.9806 0 0 0 0     0 0.9806    −0.016 0 0 S ∗ (A, B2 , C, D2 )=  , L =   . 0 0 0 0  0.1961   0 −0.1961 −0.0801 0 0



We can apply Step 2, where the partitioning of the system matrices is done using the transformation:   0.5015 0 −0.4180   1.0198 0 T = 0 . 0.6402 0 0.7682



Step 3 asks for the computation of the largest controlled invariant and smallest conditioned invariant subspace V ∗ (A, B2 , C1 , D2 ), which here is equal to R4 , so obviously the condition for im B1 holds. Hence, Σind ∈ M3 can be obtained by substituting the results from both steps in Bind of Theorem 4.5.7.



4.6



Conclusions



When considering the Strategy I in the introduction, Chapter 4 continues the work where Chapter 3 finished. The main focus of this chapter is the problem of controller synthesis based on models for the plant and representations of the controlled situations, which are the result of Chapter 3. That is, the goal of this chapter is to solve the problem depicted in Figure 4.1. To do so, we have introduced a framework to represent dynamical systems to solve this problem. Systems are viewed as collections of functions that are square integrable on the imaginary axis. More specifically, we distinguish three classes of closed, left invari+ ant systems that can be represented as kernels of rational operators in the class RH∞ of stable rational functions, and three classes of closed right invariant systems that can − be modeled as the null spaces of operators in RH∞ , the class of anti-stable rational functions. This defines six model classes of L2 systems. For each of these model classes we addressed the question of system equivalence. Necessary and sufficient conditions on rational functions have been derived that guarantee the equivalence of systems. We have presented necessary and sufficient conditions for the complete elimination of latent variables from an L2 latent variable system. More specifically, we presented conditions under which the induced manifest behavior of a latent variable system, represented as the kernel of a rational operator, can again be represented as the kernel of a rational operator. The presented results on equivalence and elimination of L2 systems that are represented by rational operators substantially differ from results on the elimination and equivalence of infinitely smooth solutions systems that are represented by polynomial differential equations.
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We have applied the results to solve the controller synthesis problem in an analogous approach as described in [59]. Explicit algorithms have been presented that synthesize a controller C that after interconnection with an L2 plant P gives a desired controlled behavior K. In fact, we characterized all controllers (as L2 systems) that after interconnection with a given plant result in the desired controlled behavior. Two possible interconnection structures, namely full and partial interconnections, are distinguished for this controller synthesis problem. The second part of this chapter is focusing on the problem of elimination for systems represented using this model class. The problem of eliminating latent variables in system representations is of key interest in modeling problems, as well as in the developed controller synthesis algorithms. In this chapter, we compared elimination for different types of behavioral systems. The novel elimination theorem for L2 systems consisting of square integrable trajectories, as defined in the first part of this chapter, is showing that elimination of latent variables is conditional. Necessary and sufficient conditions have been presented for that. Also a novel elimination algorithm using state space techniques has been developed. It makes use of a novel link between concepts from geometric control theory and eliminability. Unfortunately, the algorithm is only sufficient for the synthesis of representations for manifest behaviors that only depend on a manifest variable (hence the latent variable has been eliminated), however due to the use of state space representations it is computable. It has been applied to an example.
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Abstract: The problem addressed in this chapter is the design of controllers of low complexity that, after interconnection with the complex plant, result in a desired controlled behavior. Two different strategies to fulfill this objective are discussed. First we focus on control relevant model reduction. More specifically, a model reduction scheme is proposed that preserves the disturbance decoupling property of the to-be-reduced plant. It is shown that optimal feedback laws designed for the reduced system will actually be optimal for the non-reduced system. The second approach is based on the results of Chapters 3 and 4 and aims at finding reduction strategies that approximate the controlled systems and keep the solvability of the controller synthesis problem invariant. The results on control relevant model order reduction (first approach) are based on our contributions in [37, 40]. The second approach is an extended version of the paper [35].
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Motivation



One of the most compelling applications of model reduction is to facilitate the synthesis of model based controllers and observers for plants of high complexity. The most common strategies to achieve this are discussed in Chapter 1 and illustrated in Figure 1.1. They can be referred to as an “optimize-then-reduce” and a “reduce-then-optimize” strategy. Often, in either of these approaches the model reduction is carried out in a manner that does not take the control objective into account. Consequently, there may be a considerable mismatch between control relevant properties of the full order model versus control relevant properties of the reduced order model. As noticed by many authors, this may be the case even when the reduced order model is a good approximation of the uncontrolled full order system. Control relevant model reduction deals with the question of model approximation in which closed-loop performance criteria determine the quality of reduced order models. Model reduction strategies for control have been part of many earlier investigations [15, 23, 44, 65, 81]. It is a general fact that model reduction of a to-be-controlled-plant generally degrades optimal achievable performance of the controlled system when the controller inferred from the reduced order model is implemented on the full order system. Usually, this performance degradation is justified and compensated by quantifying the robustness properties of the control system. In this chapter, two different strategies to overcome the degradation of control relevant information are discussed, namely: 1. Control relevant model order reduction strategies 2. Controller synthesis based on approximated controlled systems 1. Control relevant model order reduction strategies The purpose of the first strategy is to investigate under what conditions optimal achievable performance can be left invariant in a model reduction scheme. This can be visualized in Figure 5.1, where we approximate the original plant, afterwards design the optimal controller (or observer) that will be interconnected with the original plant. We address the question when this interconnection will be optimal. More precisely, we address the general problem of disturbance decoupling for a linear time invariant system. These disturbance decoupling problems have been extensively considered in geometric control theory and have led to a solid understanding of the intricate state properties that lead to disturbance decoupling in a controlled system configuration. Many variations including the problem of disturbance decoupled observer design and disturbance decoupling with additional stability requirements on the controlled system have been addressed in this framework. For more details, we refer to [54, 75].
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5.1. MOTIVATION



ΣP



reduction



ˆP Σ



optimization



ˆC Σ



interconnect with original system



Figure 5.1: The first strategy discussed in this chapter: find model order reduction strategies that keep the control relevant information, used in the optimization step, invariant after reduction.



Our aim will be to develop a model reduction scheme in which optimal controllers or observers of the reduced order system remain optimal when implemented for the full order system while, conversely, optimal controllers and observers for the reduced order system also prove optimal for the full order system. In this manner, a model reduction scheme is developed that is specifically geared to leave disturbance decoupling properties of the (full order) plant invariant. A complete solution for different disturbance decoupling problems in estimation and control, as well as a characterization of the minimal reduction degree for which disturbance decoupling of a full order plant can be maintained in the reduction procedure will be provided in Section 5.2. 2. Controller synthesis based on approximated controlled systems The second strategy makes use of the results obtained in Chapter 3 and Chapter 4, where we addressed the representation of controlled systems and the controller synthesis problem based on the plant dynamics and a desired controlled system. The first question that we pose is whether it is possible to synthesize a controller based on the original plant dynamics and an approximated controlled system of reduced complexity. By applying model reduction strategies on the controlled system, some of the desired closed-loop properties (as e.g. performance or stability) can be preserved, even by using classical approximation strategies. After the reduction of the controlled system, it is desirable to synthesize a controller that realizes the (approximated) controlled situation after interconnection with the original plant, i.e. the controller synthesis problem needs to be addressed after reduction. The problem of approximating controlled systems will be addressed in view of the framework of L2 systems that are introduced in Section 4.3, since the representations obtained in Chapter 3 fit this framework. The second question is to synthesize controllers based on the approximated controlled system, if they exists, such that they have the desired low complexity. Unfortunately, this question is still open and needs to be investigated in the future. The complete strategy consisting of the two steps is illustrated in Figure 5.2.
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Figure 5.2: The second strategy where an approximation of the controlled systems is performed. We aim to find answers to two questions: When is it possible to synthesize a ˆ K for ΣP (Q1) and what is the complexity of the synthesized controller that implements Σ ˆ controller ΣC , when it exists, compared with ΣC (Q2)?



5.2



Control relevant model reduction strategies



The problem in this section amounts to developing a reduction strategy for a full order LTI system such that the disturbance decoupling properties of the system are preserved in the reduction procedure. Hence, in the context of this chapter an optimal controller will be a controller that achieves a complete decoupling of a distinguished output variable from a disturbance that enters the system. With the proposed reduction strategy, the “reduce-then-optimize” approach using the proposed reduction will yield a controller (or observer) of low complexity, that after interconnection with the original full order system results in an optimal closed-loop behavior. That is, there is no performance loss if the optimal controller inferred from the reduced model is implemented on the non-reduced model. The setting will be the following. Given is the system   x˙ = Ax + Bu + Gd, ΣP : y = C x + J d,  z = H x + Du + Ed,



(5.1)



where x(t) ∈ Rn =: X , u(t) ∈ Ru =: U , d(t) ∈ Rd =: D, y(t) ∈ Ry =: Y and z(t) ∈ Rz =: Z denote the state, control input, disturbance input, measured output and controlled output variable, respectively. We assume for some control problems in the upcoming sections that there is no direct feed through from the control input u to the output y in (5.1).
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The first class of problems amounts to synthesizing LTI controllers for (5.1) such that z no longer depends on d. We will say that the disturbance decoupling problem is solvable if such controllers exist. The second class of problems involves the synthesis of observers that achieve disturbance decoupling in the estimation error. To formalize the latter problems, it is assumed that B and D are zero, implying that the influence of u is neglected. The problem of control relevant model order reduction, in which disturbance decoupling properties are left invariant can formally be stated as follows: Problem 5.2.1. Given the complex system ΣP as in (5.1), find a reduced order system  ˆ ˙ ˆx + B ˆ u + Gd,  xˆ = Aˆ ˆP : Σ (5.2) y = Cˆ xˆ + Jˆd,  ˆ xˆ + D ˆ u + Eˆ d, z =H



where xˆ (t) ∈ Rr =: Xˆ with r = dim(Xˆ ) < dim(X ) = n, such that:



the disturbance decoupling problem is solvable for ΣP if and only if ˆ P. the disturbance decoupling problem is solvable for Σ ˆ P also In addition, the controller or observer that achieves disturbance decoupling for Σ achieves disturbance decoupling for ΣP , and, visa versa, the controller or observer that ˆ P. achieves disturbance decoupling for ΣP also achieves disturbance decoupling for Σ Obviously, a model order reduction scheme may or may not exhibit invariance of disturbance decoupling properties. Moreover, if a reduction scheme exhibits invariance of disturbance decoupling properties by reduction to order r < n, then this property may cease to exist for reduction orders r′ < r. It is for this reason that we will also be interested in the minimum reduction order rmin ≤ n for which invariance of disturbance decoupling properties can be guaranteed. We will address this problem for the design of static state feedback controllers that achieve disturbance decoupling in Section 5.2.1. The design of observers that decouple the disturbance from the error dynamics are discussed in Section 5.2.2. Section 5.2.3 focuses on the design of dynamic controllers that decouple disturbances based on partial state measurements. In Section 5.2.4 we will provide some academic examples to illustrate the theoretical results.



5.2.1 Control problems with state feedback A well motivated goal in the design of controllers is to steer the system in such a way that undesired disturbance signals are not visible on the output. This is known as a disturbance decoupling problem, where the disturbance needs to be “decoupled” from
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z



d



ΣP y



u



ΣC Figure 5.3: General controller structure that is used in disturbance decoupling problems. The controller ΣC should, after interconnection with the plant ΣP , result in a decoupling of the disturbance d on the output z, i.e. the transfer from d to z is zero. the system output. In general this can be visualized using the classical control configuration in Figure 5.3, where the disturbance d in the plant ΣP should be decoupled from the output z by interconnecting ΣP with a controller ΣC that uses measurements y to determine the control input u. Remark 5.2.2. We are considering disturbance decoupling problems where the disturbance is completely invisible on the output. In the literature (e.g. [75]) there are also disturbance decoupling problems known where the gain from disturbance to output is bounded, as it is the case as in e.g. classical H∞ control problems. For the first class of control problems, we assume that the complete state variable is measured and that there is no feed through from the disturbance d to the output z. That is, using the state space representation in (5.1), we suppose that C = I and J = 0, hence y = x and   x˙ = Ax + Bu + Gd, (5.3) ΣP : y = x,  z = H x + Du + Ed. Consider the following control problem where we decouple the disturbance for the system ΣP using a static feedback controller ΣC .



Definition 5.2.3 (Disturbance Decoupling Problem). The disturbance decoupling problem (DDP) is said to be solvable for (5.3) if there exists F : Y → U such that the feedback law u = F x achieves a controlled system ¨ x˙ = (A + BF )x + Gd, ΣK : z = (H + DF )x + Ed, where the output z does not depend on the disturbance d. Hence, if DDP is solvable, we have that the transfer function T (s) = (H + DF )(sI − A − BF )−1 G + E = 0
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for some feedback F . We will say that such a feedback achieves disturbance decoupling. Observe that the closed-loop dynamics after interconnection with the static feedback controller are related to the eigenvalues of the closed-loop state evolution matrix A + BF . Some variations on the disturbance decoupling problem (with full state feedback) include the possibility to assign the spectrum of the closed-loop state evolution matrix, namely disturbance decoupling with stability and pole placement: Definition 5.2.4 (DDP with Stability). The disturbance decoupling problem with stability (DDPS) is said to be solvable for (5.3) if DDP is solvable with a feedback F : Y → U that is stabilizing in the sense that λ(A+ BF ) ⊂ C− . Definition 5.2.5 (DDP with Pole Placement). The disturbance decoupling problem with pole placement (DDPPP) is said to be solvable for (5.3) if DDP is solvable with a feedback F : Y → U such that the eigenvalues λ(A+ BF ) can be located at arbitrary points in the complex plane. Here “arbitrary” means at any subset π ⊂ C that consist of n points with a real-axis symmetry property that requires λ = σ − jω ∈ π whenever λ = σ + jω ∈ π. We first present conditions for solvability for each of these disturbance decoupling problems, in terms of results from geometric control theory using preliminaries from Section 2.2. We start with DDP, where no additional stability or pole placement requirements are imposed. This problem is solved as follows [6, 80]: Lemma 5.2.6 (Disturbance Decoupling Problem). Let V ∗ = V ∗ (A, B, H, D) be the largest controlled invariant subspace of X associated with the system in (5.3). Then DDP is solvable for the system ΣP in (5.3) if and only if im G ⊂ V ∗ and E = 0. As mentioned, for background information on the used notation and on controlled invariant subspaces, we refer to Section 2.2. If DDP is solvable, then there exists a static feedback controller ΣC defined by u = F y, with F ∈ Ru×y that achieves decoupling of d from z. The class of all such feedback matrices is denoted F (V ∗ ). We are interested in developing a reduction strategy to obtain a lower order approxiˆ P for the system in (5.3), such that the DDP property is preserved in the mate model Σ model reduction procedure. In addition, we require that the class of controllers F (V ∗ ) that solve DDP for ΣP is invariant in the reduction. Let V ∗ = V ∗ (A, B, H, D) be the largest controlled invariant subspace for ΣP . Consider the following reduced order model of order r = dim(Xˆ ) = dim(V ∗ ) ≤ n:  ˆ ˙ ˆx + B ˆ u + Gd,  xˆ = Aˆ ˆP : (5.4) Σ y = Cˆ xˆ ,  ˆ xˆ + D ˆ u + Eˆ d, z =H
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X x(t)



V∗



xˆ (t)



Figure 5.4: Projection used in the model reduction strategy for disturbance decoupling problems with full state feedback (DDP). Here, we apply a projection from the full (complex) state space X onto the largest controlled invariant subspace V ∗ , which dimension is smaller than or equal to the dimension of X . where we define the state space matrices: Aˆ = ΠV ∗ A|V ∗ , ˆ H = HA|V ∗ ,



ˆ = ΠV ∗ B, B ˆ = H B + D, D



Cˆ = C|V ∗ , and



ˆ = ΠV ∗ G, G Eˆ = kΠL Gk Izd .



(5.5)



Here, ΠI and |I are the canonical projections and restrictions on a subspace I ⊂ X applied to the system matrices of the high-order model in (5.3), k · k denotes the matrix norm, which is the maximal singular value of the matrix, and L is any subspace of X such that X = V ∗ ⊕ L.   The matrix Izd ∈ Rz×d equals 0I , [I 0] or I depending whether the dimension of z is larger, smaller or equal to the dimension of d, respectively. From this state space representation, one can observe that the dimension of xˆ is equal to dim(Xˆ ) = dim(V ∗ ), since we have projected the original state vector onto V ∗ . This has been illustrated in Figure 5.4. The dimension of the reduced system in (5.4) is therefore r = dim(V ∗ ) ≤ n. ˆ ∗ (A, ˆB ˆ , H, ˆ D ˆ ) denote the largest controlled invariant subspace associated with Let Vˆ ∗ = V ˆ P defined in (5.4) and let, as before, F (Vˆ ∗ ) denote the set of feedback laws Fˆ : Xˆ → U Σ that achieve decoupling of d from z in (5.4). Define the mapping: E : F (Vˆ ∗ ) → F (V ∗ )



that embeds F (Vˆ ∗ ) in F (V ∗ ) according to E( Fˆ ) = F with Fˆ ∈ F (Vˆ ∗ ), where F ∈ F (V ∗ ) is such that F |V ∗ = Fˆ and F |L is arbitrary as long as F ∈ F (V ∗ ). This yields the following theorem: Theorem 5.2.7 (Reduction for DDP). ˆ P be defined in (5.4) with the state space matrices in (5.5). Let ΣP be defined in (5.3) and Σ Then the following statements are equivalent:
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i. DDP solvable for ΣP ˆP ii. DDP solvable for Σ ˆ P , then u = F x with F := E( Fˆ ) solves Moreover, if u = Fˆ xˆ with Fˆ ∈ F (Vˆ∗ ) solves DDP for Σ DDP for ΣP . Conversely, if u = F x with F ∈ F (V ∗ ) solves DDP for ΣP , then Fˆ := F |V ∗ ˆ P. belongs to F (Vˆ ∗ ) and the feedback u = Fˆ xˆ solves DDP for Σ The proof of this result can be found in the appendix of this thesis. The following remarks pertain to Theorem 5.2.7: • The proposed reduction strategy results in an approximation of order r = dim(V ∗). This model order is less or equal to the order of the full model, and preserves the desired closed-loop optimal performance. • As depicted in Figure 5.4, the projection onto V ∗ is used. In general, the dimension of V ∗ is not the lowest reduction order for which the DDP property remains invariant. The lowest achievable order is characterized as follows: Theorem 5.2.8. The minimal achievable order of reduction possible, such that solvability of DDP is preserved, is given by the dimension: rmin=min{dim(V )| ∃F such that im G ⊂ V and (A + BF )V ⊂ V ⊂ ker(H + DF )}. V



ˆ P in (5.2) is again obtained by (5.4) where V ∗ has to be replaced by any Remark that Σ V that is controlled invariant with r = rmin = dim(V ) and ∃F such that im G ⊂ V and (A + BF )V ⊂ V ⊂ ker(H + DF ). From the previous remark, we can conclude that there is a guaranteed performance degradation for all reduced order models of order r < rmin . ˆ P in (5.4) and (5.5) more To make the results presented in the reduced order system Σ accessible, we give the following example: Example 5.2.9. Assume that we transformation on the  x 1can  apply an appropriate state ∗ system in (5.3) such that x = x 2 , where x ∈ X = L ⊕ V , x 2 ∈ V ∗ and x 1 ∈ L. We then have: – ™ – ™– ™ – ™ – ™ A11 A12 x˙1 x1 B1 G1  = + u+ d,   x˙2 A21 A22 x2 B2 G2   – ™   x1 ΣP : y = ,  x2   – ™   — x1 ”   z = H1 H2 + Du. x2 Then, the reduced order system leaving the DDP property invariant is given by:  ˙  xˆ = A22 xˆ + B2 u + G2 d, ˆP : Σ y = xˆ , Š ”B — € ”A —  xˆ + [ H1 H2 ] B12 + D u, z = [ H1 H2 ] A12 22
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and has an order dim(V ∗ ) ≤ n. Now consider the problems formulated in Definition 5.2.4 and Definition 5.2.5 where the disturbance needs to be decoupled, however with properties on the (closed-loop) state evolution matrix. The solvability conditions for these problems [6, 80], as well as conditions for model reduction, are as follows: Lemma 5.2.10 (DDPS). Let V g∗ = V g∗ (A, B, H, D) be the largest stabilizability subspace of X associated with the system ΣP in (5.3). Then DDPS is solvable for ΣP in (5.3) if and only if im G ⊂ V g∗ , E = 0, and the pair (A, B) is stabilizable. If DDPS is solvable, there exists a static feedback controller ΣC such that u = F y with F ∈ F (V g∗ ) and λ(A + BF ) ⊂ C− . Consider the reduced order system (5.4), but now with the state space matrices: Aˆ = ΠV g∗ A|V g∗ ,



ˆ = ΠV ∗ B, B g



ˆ = HA|V ∗ , H g



ˆ = H B + D, D



Cˆ = C|V g∗ , and



ˆ = ΠV ∗ G, G g Eˆ = kΠL g Gk Izd .



(5.6)



Here, L g is any subspace of X such that X = V g∗ ⊕ L g and Izd is defined in a similar manner as before. ˆB ˆ , H, ˆ D ˆ ) denote the largest stabilizability subspace associated with Σ ˆP Let Vˆ g∗ = Vˆ g∗ (A, defined in (5.4) and let, as before, F (Vˆ g∗ ) denote the set of stabilizing feedback laws Fˆ : Xˆ → U that achieve decoupling (with stability) of d from z in (5.4). Redefine the mapping: E : F (Vˆ g∗ ) → F (V g∗ ) that embeds F (Vˆ g∗ ) in F (V g∗ ) according to E( Fˆ ) = F with Fˆ ∈ F (Vˆ g∗ ), where F ∈ F (V g∗ ) is such that F |V g∗ = Fˆ and F |L g is arbitrary as long as F ∈ F (V g∗ ). This reduced order system has complexity r = dim(V g∗ ) ≤ n and yields the following result: Theorem 5.2.11 (Reduction for DDPS). ˆ P be defined in (5.4) with the state space matrices in (5.6). Let ΣP be defined in (5.3) and Σ Assume ΣP is stabilizable. Then the following statements are equivalent: i. DDPS is solvable for ΣP ˆP ii. DDPS is solvable for Σ ˆ P , then u = F x with F := E( Fˆ ) Moreover, if u = Fˆ xˆ with Fˆ ∈ F (Vˆ g∗ ) solves DDPS for Σ solves DDPS for ΣP . Conversely, if u = F x with F ∈ F (V g∗ ) solves DDPS for ΣP , then ˆ P. Fˆ := F |V g∗ belongs to F (Vˆ g∗ ) and the feedback u = Fˆ xˆ solves DDPS for Σ
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The proof of this theorem is similar to the one in Theorem 5.2.7. It also admits a minimal achievable order of reduction as in Theorem 5.2.8. We also address the problem of disturbance decoupling with closed-loop pole placement, known as DDPPP. In this problem, we want to ensure that the closed-loop poles are located at arbitrary places in the complex plane. Known solvability conditions are given as follows: Lemma 5.2.12 (DDPPP). Let R∗ = R∗ (A, B, H, D) be the largest controllability subspace of V ∗ (A, B, H, D) associated with ΣP . Then, DDPPP is solvable for ΣP in (5.3) if and only if im G ⊂ R∗ , E = 0, and (A, B) is controllable. Here, the class of controllers ΣC is given by F (R∗ ). Consider the reduced order model (5.4) with the state space matrices: Aˆ = ΠR∗ A|R∗ , ˆ = HA|R∗ , H



ˆ = ΠR∗ B, B ˆ = H B + D, D



Cˆ = C|R∗ , and



ˆ = ΠR∗ G, G Eˆ = kΠL Gk Izd ,



(5.7)



pp



with L pp any complement such that X = R∗ ⊕ L pp . ˆ∗ = R ˆ ∗ (A, ˆB ˆ , H, ˆ D ˆ ) denote the largest controllability subspace associated with Σ ˆP Let R ˆ ∗ ) denote the set of feedback laws Fˆ : Xˆ → U defined in (5.4) and let, as before, F (R ˆ⊂C that achieve decoupling of d from z in (5.4) with symmetric closed loop poles at π ˆ = λ(Aˆ + B ˆ Fˆ )). Define the mapping: (i.e. pi ˆ ∗ ) → F ( R∗ ) Eπ : F (R ˆ ∗ ) in F (R∗ ) according to Eπ ( Fˆ ) = F , with Fˆ ∈ F (R ˆ ∗ ) placing poles at that embeds F (R ∗ ˆ where F ∈ F (R ) is such that F |R∗ = Fˆ and F |Lpp is arbitrary as long as F ∈ F (R∗ ) π, ˆ places the closed loop poles (symmetric) at π ⊃ π. Without technical difficulties, we then obtain the following result for reduction of systems concerning the disturbance decoupling problem with pole placement: Theorem 5.2.13 (Reduction for DDPPP). ˆ P be defined in (5.4) with the state space matrices in (5.7). Let ΣP be defined in (5.3) and Σ Assume ΣP is controllable. Then the following statements are equivalent: i. DDPPP is solvable for ΣP ˆP ii. DDPPP is solvable for Σ ˆ ∗ ) solves DDPPP for Σ ˆ P at pole location π ˆ ⊂ C, then for Moreover, if u = Fˆ xˆ with Fˆ ∈ F (R ˆ the feedback u = F x with F := Eπ ( Fˆ ) solves DDPPP for ΣP . Conversely, any π with π ⊃ π if u = F x with F ∈ F (R∗ ) solves DDPPP for ΣP at pole locations π ⊂ C, then the feedback ˆ P at pole locations π ˆ ⊂ π. u = Fˆ xˆ , with Fˆ = F |R∗ , solves DDPPP for Σ



The proof goes in a similar manner as for DDP and DDPS, and is therefore omitted in this thesis. Obviously, the number of poles that can be placed in ΣP is larger than in
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ˆ P . For this full order system, the poles placed due to F |R∗ = Fˆ are the same as the Σ ˆ P (namely π). ˆ Note that the actual pole locations π and π ˆ can be ones placed ones in Σ chosen arbitrary due to the definition of DDPPP. Remark 5.2.14. For the introduced disturbance decoupling problems, we assume that the complete state vector is available as input for the to-be-designed controller (since C is assumed to be the identity matrix). Obviously, this is not possible in most practical cases. The problem where only partial state measurement is available for feedback is known as the disturbance decoupling problem with partial measurements (DDPM) (see e.g. [52, 54, 75]) and will be addressed in Section 5.2.3 of this chapter.



5.2.2 Observer design problems Not only the problem of model reduction for the design of controllers is of interest, but also the use of observers is crucial for large-scale systems. Here, we also do not want to lose relevant estimation properties during the approximation step of the “reduce-thenoptimize” strategy (see Figure 1.1). The observer design problem is depicted in Figure 5.5, where ΣP is the same system as in (5.1) and ΣO is the to-be-designed low order observer. As already stated in the introduction of Section 5.2, we assume that the matrices B and D are zero in the definition of ΣP for this problem, which can be done without loss of generality. Hence, we consider the system   x˙ = Ax + Gd, (5.8) ΣP : y = C x + J d,  z = H x + Ed. Here y is a measured output and z denotes an unobserved output variable that we aim to estimate based on the measurements y. In contrast to the results in the previous subsection, the observer will not be a static system but a dynamical system given by: ¨ x˙˜ = A˜ x − L( y − C x˜ ), ΣO : (5.9) z˜ = H x˜ , where x˜ (t) ∈ X , y is the input of the observer, z˜ is the estimate of z, and the matrix L : Y → X is called the observer gain. With this observer, we want to get an optimal estimate z˜ for the unobserved variable z such that the influence of the disturbance d is not visible on the error ε. It is therefore called a Disturbance Decoupled Estimation Problem (DDEP). This problem is discussed extensively in geometric control theory (e.g. [75]). It is illustrated in Figure 5.5, and is formally stated as follows:
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Figure 5.5: The disturbance decoupling estimation problem (DDEP), amounts to designing an observer ΣO that estimates an unobserved output variable z of the plant ΣP in such a way that the influence of the disturbance d is not visible on the estimation error ε = z − z˜. Definition 5.2.15 (Disturbance Decoupled Estimation Problem). The disturbance decoupled estimation problem (DDEP) is said to be solvable for ΣP in (5.8) if there exists an observer ΣO with an observer gain L : Y → X such that the estimation error ε(t) = z(t) − z˜(t) does not depend on the disturbance input d. If DDEP is solvable then the corresponding observer is said to achieve disturbance decoupling. It is easily verified that the estimation error dynamics, resulting from the interconnection of ΣP and ΣO in (5.8) and (5.9), respectively, are given by: ¨



Σerror :



˙e = (A + LC)e + (G + LJ)d, ε = H e + Ed.



Here e := x − x˜ . Similar to Definition 5.2.4 and Definition 5.2.5, the observer design problem can be extended so as to include additional properties of stability or pole placement for the spectrum λ(A+ LC) of the error dynamics in Σerror . We refer to these problems with the acronyms DDEPS and DDEPPP, respectively. Again, we first provide the known conditions for solvability of DDEP and, afterwards, show the result for reduction that keeps solvability of DDEP invariant. Lemma 5.2.16 (Disturbance Decoupled Estimation Problem). Let S ∗ = S ∗ (A, G, C, J) be the smallest conditioned invariant subspace associated with the system ΣP in (5.8). Then, DDEP is solvable for ΣP if and only if S ∗ ⊂ ker H and E = 0. The class of observer gains that solve DDEP is given by L(S ∗ ), as is introduced in Section 2.2. For this observer design problem, we consider to use a reduced order ˆ P and given model to substitute the plant ΣP in (5.8). Let this model be denoted by Σ by the system



ˆP : Σ







ˆ ˙ ˆx + Gd,  xˆ = Aˆ ˆy = Cˆ xˆ ,  ˆ xˆ + Eˆ d, zˆ = H



(5.10)
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with the state space matrices: Aˆ = ΠS ∗ A|S ∗ , ˆ = H|S ∗ , H



ˆ = ΠS ∗ G, Cˆ = C|S ∗ , G Eˆ = kΠL Gk Izd ,



(5.11)



O



where the original state space X in (5.8) has been decomposed according to X = S ∗ ⊕ LO . ˆ P , we consider the problem of designing the following For the lower order system Σ ˆ O having the same complexity as Σ ˆ P: observer Σ ˆO : Σ



¨



ˆx − ˆL ( ˆy − Cˆ x¯ ), x˙¯ = A¯ ˆ x¯ , z¯ = H



with input ˆy , the state estimate z¯ and the observer gain ˆL . The used system matrices are equal to the ones in (5.11). ˆ P , the following result shows that Given the system ΣP and the reduced order system Σ solvability of DDEP is kept invariant: Theorem 5.2.17 (Reduction for DDEP). ˆ P be defined in (5.10) with the state space matrices in Let ΣP be defined in (5.8) and Σ (5.11). Then the following statements are equivalent: i. DDEP is solvable for ΣP ˆP ii. DDEP is solvable for Σ ˆ O solves DDEP for Σ ˆ P , then there exists an Moreover, if the observer gain ˆL ∈ L(Sˆ∗ ) in Σ ˆ O that solves DDEP for ΣO . Conversely, if observer gain L ∈ L(S ∗ ) with ΠS ∗ L = ˆL for Σ ˆ O solves DDEP for Σ ˆ P. L ∈ L(S ∗ ) in ΣO solves DDEP for ΣP , then ˆL = ΠS ∗ L in Σ The proof of this result can be obtained in a similar manner as done for the disturbance decoupling problems in the previous subsection, and has been included in the appendix. In this case, we reduced the complexity of the original system from n to r = dim(S ∗ ) ≤ n. In contrast to the DDP, see Theorem 5.2.8, it is not possible to find a projection towards a lower dimensional conditioned invariant subspace, since the applied projection onto S ∗ is the smallest one for ΣP . That means that rmin = dim(S ∗ ), is the minimal achievable order of reduction possible such that solvability of DDEP is preserved. Remark that Theorem 5.2.17 is also valid when projecting onto a nonminimal conditioned invariant subspace S (A, G, C, J) that, similar as in Lemma 5.2.16, fulfills S ⊂ ker H.
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The results for reduction keeping solvability of DDEP invariant in Theorem 5.2.17 can also be extended to the problems of DDEPS and DDEPPP (which are discussed in e.g. [75]), where the error spectrum of ε should be stable or should have poles within a certain subset of the complex plane, respectively. Theorem 5.2.17 has a straightforward generalization to reduced order systems that leave solvability of DDEPS and DDEPPP invariant in the reduction process. These results are analogous to Theorem 5.2.11 and Theorem 5.2.13 in the previous subsection and are left to the reader.



5.2.3 Control problems with partial measurement feedback In this section, we extend the results of the previous two subsections to the problem of disturbance decoupling where only partial measurements of the state variable are available for the controller. This problem is referred to as the disturbance decoupling problem with measurement feedback and is known by the acronym DDPM in geometric control theory. Again, we consider the linear time-invariant system ΣP that is represented in state space form by the equations:



ΣP :







 x˙ = Ax + Bu + Gd, y = C x + J d,  z = H x + Du,



(5.12)



with state, input and output dimensions as in (5.1). The goal of DDPM is to design a (dynamic, linear, time-invariant) controller ΣC such that the interconnection of ΣP with ΣC results in a controlled system in which the transfer function from the disturbance d to the output z vanishes. Contrary to the results in Section 5.2.1, we assume that we do not have the complete state available for the interconnection with ΣC . This corresponds to most practical situations. Since the system (5.1) is assumed to be of high order, the aim is to reduce its state dimension n by finding a simplified substitute model in which solvability of DDPM is preserved as an invariant property. Before giving results for this model reduction problem, we formally define the problem of DDPM. Definition 5.2.18 (Disturbance Decoupling with Partial Measurements). The disturbance decoupling problem with partial measurements (DDPM) is said to be solvable for ΣP in (5.12) if there exists a controller of the form: ΣC :



¨



˙ = P w + Q y, w u = Rw + S y,



(5.13)



with matrices P, Q, R and S and w(t) ∈ Rw := W such that the interconnection of ΣC with ΣP results in a zero transfer from disturbance d to output z.
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With the preliminaries on geometric control theory, defined in Section 2.2, we recall the necessary and sufficient conditions for solvability of DDPM, i.e. conditions under which there exists a dynamical controller ΣC as in (5.13) that achieves disturbance decoupling. Theorem 5.2.19 (DDPM). For the system ΣP in (5.12), the following statements are equivalent: i. DDPM is solvable ii. S ∗ (A, G, C, J) ⊂ V ∗ (A, B, H, D) iii. there exists a (S , V )-pair and matrices F ∈ F (V ) and L ∈ L(S ) such that im(G + LJ) ⊂ S ⊂ V ⊂ ker(H + DF )



For systems with D = 0 and J = 0 the result is due to [75]. For systems with direct feed through matrices, the above result can be found in [54].



Within the class of all controllers ΣC that solve DDPM, the ones of minimal order have a state dimension w = wmin , where wmin = w = dim(W ) = min{dim(V ) − dim(S ) | (S , V ) satisfies iii.



in Theorem 5.2.19}.



For details on the construction of the matrices in ΣC based on the computation of V and S , we refer to the papers [54, 75]. The synthesis of the dynamic controller is actually based on a simple observation when considering an extension of the original system ΣP in (5.12). This extended system is given by:   x˙e = Ae x e + Be ue + Ge d, Σext : (5.14) y = Ce x e + Je d,  e z = H e x e + De u, with the extended state vector, input and output variables:       u x y ue := ′ , x e := ∈ Xe and ye := , u ξ y′



where the matrices are given as:        A 0 B 0 G C Ae = , Be = , Ge = , Ce = 0 0 0 I 0 0   ” — ” — J Je = , He = H 0 and De = D 0 . 0



 0 , I



Here Xe := X + W , so this system is an extension of ΣP in (5.12) with dim(W ) integrators added. The following lemma shows that the interconnection of a dynamic controller ΣC with the system ΣP is equivalent to the interconnection of this extended system Σext with a static controller:
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Lemma 5.2.20. The following two interconnections have the same closed loop transfer from disturbance signal d to output variable z: i. the dynamic controller ΣC in (5.13) with ΣP in (5.12) ” interconnected — ii. the static controller ue = Ke ye := QS RP ye interconnected with Σext in (5.14)



The problem of finding a dynamic controller for ΣP is therefore equivalent to finding a static controller for the extended system Σext . In either case, the controlled system is given by ΣK :



¨



x˙e = (Ae + Be Ke Ce )x e + (Ge + Ke Je )d, z = (H e + De Ke Ce )x e + De Ke Je d.



(5.15)



For DDPM, we are interested in the influence of the disturbance d to the output z for the interconnected, or closed-loop, system. With the representation ΣK of the controlled system in (5.15), this amounts to requiring the following conditions: Lemma 5.2.21. The transfer from disturbance d to output z for the controlled system ΣK in (5.15) is zero if and only if there exists a subspace Le ⊂ Xe such that the following conditions hold: i. im(Ge + Ke Je ) ⊂ Le ⊂ ker(H e + De Ke Ce ) ii. (Ae + Be Ke Ce )Le ⊂ Le iii. De Ke Je = 0 The proof of Lemma 5.2.21 is an application of Lemma A.1.2. Any subspace Le ⊂ Xe satisfying the first two conditions for some matrix Ke is called (Ce , Ae , Be ) invariant [52]. This property is easily characterized according to the following lemma: Lemma 5.2.22. A subspace Le of Xe is (Ce , Ae , Be ) invariant if and only if Le is (Ae , Be ) invariant and Le is (Ce , Ae ) invariant. Combining the previous two lemmas leads us to the following result. Theorem 5.2.23. Consider the systems ΣP in (5.12) and Σext in (5.14). i. If there exists an extension Xe of X and a subspace Le ⊂ Xe that is (Ce , Ae , Be ) invariant for Σext , then (Le ∩ X , ΠX Le ) is a (S , V )-pair for ΣP . ii. For any (S , V )-pair for ΣP , there exists a vector space Z of dim(Z ) = dim(V )−dim(S ) such that Le := S + Z is (Ce , Ae , Be ) invariant and (S , V ) = (Le ∩ X , ΠX Le ). In this theorem, ΠX Le denotes the projection of the extended subspace Le onto X . The relation between (Ce , Ae , Be ) invariance for Σext and (S , V )-pairs for ΣP can now be used to give conditions for solvability of DDPM.
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Theorem 5.2.24. Consider the systems ΣP in (5.12) and Σext in (5.14). The following statements are equivalent: i. DDPM is solvable for ΣP ii. there exists a (S , V )-pair for ΣP , a vector space Z of dim(Z ) = dim(V ) − dim(S ) and a matrix Ke such that Le := S + Z satisfies the properties i., ii. and iii. in Lemma 5.2.21 iii. there exists a subspace Le ⊂ Xe such that (Le ∩ X , ΠX Le ) is a (S , V )-pair that satisfies im(G + LJ) ⊂ S ⊂ V ⊂ ker(H + DF ) for matrices F ∈ F (V ) and L ∈ L(S )



With the given solvability results on the problem of DDPM, we now focus on a model reduction strategy that leaves this solvability invariant. Consider the following approximated system:  ˆ ˙ ˆx + B ˆ u + Gd,  xˆ = Aˆ ˆ: Σ ˆy = Cˆ xˆ + Jˆd,  ˆ xˆ + D ˆ u + Eˆ d, zˆ = H where xˆ (t) ∈ Rr := Xˆ with the desired property that r = dim(Xˆ ) < dim(X ) = n.



In view of the results for reduction that keep the solvability of DDP and DDEP invariant, we first consider the following two systems.   ˆ ′′ ˆ ′ d, ˙ ′′ ˆ′′ ′′ ˆ ′′ ˙ ′ = Aˆ′ xˆ ′ + B ˆ′u + G ˆ x  xˆ = A xˆ + B u + G d,  ˆ S ∗⊥ : ˆ V∗ : and Σ Σ y = Cˆ ′′ xˆ ′′ + Jˆ′′ d, y = Cˆ ′ xˆ ′ + Jˆ′ d,   ′ ′ ′ ˆ ′′ u, ˆ ′′ xˆ ′′ + D ˆ u, ˆ xˆ + D z =H z =H where the system matrices are given by: Aˆ′ := ΠV ∗ A|V ∗ , Jˆ′ := J, Aˆ′′ := ΠS ∗⊥ A|S ∗⊥ , Jˆ′′ := C(G + LJ),



ˆ ′ := ΠV ∗ G, ˆ ′ := ΠV ∗ B, B G Cˆ ′ := C|V ∗ , ˆ ′ := (H + DF )A|V ∗ , D ˆ ′ := (H + DF )B, H and ′′ ′′ ′′ ˆ := ΠS ∗⊥ A(G + LJ), Cˆ := C|S ∗⊥, ˆ := ΠS ∗⊥ B, B G ′′ ˆ := H|S ∗⊥ , ˆ ′′ := D, H D



with xˆ ′ (t) ∈ Xˆ ′ , xˆ ′′ (t) ∈ Xˆ ′′ , F ∈ F (V ∗ ), L ∈ L(S ∗ ), V ∗ = V ∗ (A, B, H, D) and S ∗ = S ∗ (A, G, C, J). ˆ V ∗ and Σ ˆ S ∗⊥ have reduced orders compared From the definitions it is immediate that Σ with the original system, namely r = dim(Xˆ ′ ) = dim(V ∗ ) and r = dim(Xˆ ′′ ) = dim(S ∗⊥ ), respectively. From these two reduced order systems, we immediately have the following result concerning solvability for the problem of disturbance decoupling using partial measurements:
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Theorem 5.2.25. The following two statements hold: ˆ V∗ i. DDPM is solvable for Σ ˆ S ∗⊥ ii. DDPM is solvable for Σ Note that the matrices F and L in the reduced order models result from the definitions of V ∗ and S ∗ . Define L := V ∗ ∩ S ∗⊥ and consider the reduced order system ˆL : Σ







ˆ ˙ ˆx + B ˆ u + Gd,  xˆ = Aˆ y = Cˆ xˆ + Jˆd,  ˆ xˆ + D ˆ u + Eˆ d, z =H



(5.16)



where F ∈ F (V ∗ ), L ∈ L(S ∗ ) and the state space matrices are given by: Aˆ := ΠL A|L , Jˆ := C(G + LJ),



ˆ := ΠL B, B ˆ := (H + DF )A|L , H



ˆ := ΠL A(G + LJ), G ˆ := (H + DF )B, D



Cˆ := C|L , (5.17)



with xˆ (t) ∈ Xˆ and dim(Xˆ ) = dim(L). For this system, we can state the following result concerning solvability of DDPM with the direct feed through term Eˆ, namely: ˆ L if and only if Eˆ = 0. Theorem 5.2.26. DDPM is solvable for Σ ˆ L in (5.16) to the complex In general, we want to link this reduced order system Σ dynamical system ΣP in (5.12) we started with. This results in the following conditions under which solvability of DDPM is invariant under reduction: ˆ L in (5.16) together with the state Theorem 5.2.27. Consider the reduced order system Σ space matrices (5.17) and Eˆ := kΠS ∗⊥ (G + LJ)k I, where F ∈ F (V ∗ ), L ∈ L(S ∗ ), with V ∗ = V ∗ (A, B, H, D) and S ∗ = S ∗ (A, C, G, J), and where xˆ (t) ∈ Xˆ has dim(Xˆ ) = dim(L) and k · k denotes the matrix norm. ˆL 1. If DDPM is solvable for ΣP in (5.12), then DDPM is solvable for Σ ∗ ˆ 2. If DDPM is solvable for ΣL in (5.16) where ∃F ∈ F (V ) such that F |S ∗ = 0 and im(G) ⊂ V ∗ , then DDPM is solvable for ΣP



5.2.4 Example To illustrate that the proposed reduction techniques indeed keep the desired closed loop performance invariant, we apply the reduction strategy for the problem of DDP, discussed in Theorem 5.2.7 on a simple academic example. We consider the dynamical system ΣP , as defined in (5.1), where we have one disturbance signal d, two control inputs u and one measured output z. This “complex” system has a complexity of n =
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Transfer zero from d to z 30 25 20 15 10 5 0 −5 −10 −15 10−2



10−1



101
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30 20 10 0 −10 −20 −30 −40 −50 −60 10−2



100 Frequency (rad/s) → Transfer zero from u1 to z



10−1



100 Frequency (rad/s) → Transfer zero from u2 to z



101



102
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100 Frequency (rad/s) →



101



102



Magnitude(dB) →



Magnitude(dB) →



15 −5



CONTROL



40 Magnitude(dB) →



20 0



−20



−40 −60



−80 10−2



Figure 5.6: Bode plots of open loop behavior for reduced order systems used to solve DDP. The original system is depicted in blue, the reduced model using Hankel norm approximation in red, and the proposed method that keeps solvability of DDP invariant in green.
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dim(X ) = 5, which we want to reduce to an approximation of order r = 4. The state matrices for the original system in this example are: 



0.7577 0.7431  A= 0.3922 0.6555 0.1712   2 0    G=  1 , 0 −1



0.7060 0.0318 0.2769 0.0462 0.0971



C = I,



0.8235 0.6948 0.3171 0.9502 0.0344



0.4387 0.3816 0.7655 0.7952 0.1869



 0.4898 0.4456  0.6463 , 0.7094 0.7547







 0 0 4 0     B = 3 −10 , 0 0  0 2



” — H = 0 −5 0 0 0 ,



with the direct feed through terms all equal to zero. The open-loop bode plots from the transfers of d and u to the output z for ΣP can be found in blue in Figure 5.6. To make comparisons between our proposed reduction scheme and classical reduction methods, we also applied optimal Hankel norm approximation resulting in the 4th orˆ P,good , which is depicted in red. It is still possible to solve the DDP der approximation Σ using this approximation, however due to the reduction method it is not possible to extend the found state feedback such that it can be connected to the original system. ˆ P,proposed in (5.4) results in the open-loop bode plot in green, The reduced system Σ which does not contain similar dynamics as the original and, using Hankel approximation obtained, reduced order models. It does however leave the DDP solvability property invariant, so after reduction we are still able to find a ΣC that can be interconnected with the original system and yields DDP for ΣP .



5.3



Controller synthesis based on reduced order controlled systems



Another approach to design low complexity controllers that fulfill desired closed-loop properties is using the results presented in Chapters 3 and 4. First finding a representation for the controlled, desired, system behavior and afterwards synthesize, whenever possible, a controller that implements this behavior after interconnection with the original system. As mentioned in the introduction of this chapter, we consider the following questions: 1. Is it possible to approximate the controlled system in such a way that it remains possible to synthesize a controller? 2. If the controller synthesis problem is solvable for the approximated controlled system, what is the complexity of the synthesized controller?
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These two questions are illustrated in Figure 5.2 of the introduction. In this section, we give results on the first question. Unfortunately, we did not perform research on the second question, however it is a relevant topic for future research. Since the representation for the controlled systems in Chapter 3 can be viewed as L2 systems, that are defined in Chapter 4, we first are interested in finding a good distance measure between two (autonomous) L2 systems. This has to be defined in terms of their behaviors, where a possible distance measure could be the gap. This measure as well as the question of complexity of systems in this model class will be addressed in the next subsection.



5.3.1 Reduction strategy for controlled systems In this section, we consider model reduction for systems in the class L+ of L2 systems that was introduced in Chapter 4. Like any model reduction problem, the accuracy of approximate models is expressed by means of a distance measure between two elements in L+ . We will introduce such a distance measure in this section. We only focus on L2 systems that are represented using anti-stable rational operators − (in RH∞ ) that have trajectories in H2+ . As indicated in Chapter 4, we should use the subscript + for these behaviors (B+ ) and the model class (L+ ). However, here we drop subscripts for simplicity of notation. Recap that a system in this model class is described by the triple Σ = (C+ , Cw , B ) with the behavior:



B = {w ∈ H2+ | P w ∈ H2− } = ker+ Π+ P,



(5.18)



− for some anti-stable rational operator P ∈ RH∞ . Since we are focusing on complexity and distance measures for behaviors of systems in the model class L+ , we introduce the notation B to define the class of L2 behaviors as in (5.18). Thus − B = {ker+ Π+ P | P ∈ RH∞ }.



Distance Measure: the Gap As shown in earlier work [67], the gap metric can be used as a suitable distance measure between systems described in the behavioral framework. It is not only a good measure to define distances between two behavioral systems, but also fits the context of the goal we want to fulfill, namely the reduction of controlled systems. The gap metric has been used as measure for possible perturbations of a plant and/or a controller in a feedback system, corresponding to our controlled system. In [20] is shown that if a controller ΣC stabilizes a ball of plants of some radius in the gap about a nominal plant ΣP , then ΣP stabilizes a ball of controllers about ΣC of the same radius. When both plant and controller deviate from their nominal values, the feedback system remains stable for all perturbations for which the sum of their respective distances from the nominal plant and controller is less than or equal to a certain maximal value. Since we are intending to approximate controlled systems, and it has been shown that this is a
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good measure for uncertainties and performance of controlled systems, the gap metric is therefore a good option to be taken as distance measure. For two behaviors B1 , B2 ∈ B, the gap δ : B × B → [0, 1] is defined as ~ B1 , B2 ), δ( ~ B2 , B1 )}, δ(B1 , B2 ) := max{δ(



~ denotes the directed gap: where δ ~ B1 , B2 ) = δ(



inf kw1 − w2 k,



sup



w1 ∈B1 ,kw1 k=1 w2 ∈B2



and kw1 − w2 k is the H2+ norm of w1 − w2 ∈ H2+ . Some observations following from the definitions of the gap and directed gap are that δ(B1 , B2 ) ∈ [0, 1], the gap δ(B1 , B2 ) = 0 if and only if B1 = B2 , the directed gap ~ B1 , B2 ) = 0 if and only if B1 ⊆ B2 . We also have that the directed gap between a beδ( ~ B , B ⊥ ) = 1, as well the gap in this case equals havior and its orthogonal complement δ( ⊥ δ(B , B ) = 1. Since we make use of L2 behaviors in this section, we would like to characterize the gap in terms of the rational operators representing these behaviors. Recall that B ∈ B is a subset of H2+ , a Hilbert space with inner product as defined in Section 2.1. Also recall that



B ⊥ = {v ∈ H2+ | 〈w, v〉 = 0 for all w ∈ B }.



We then have the following characterization:



− Theorem 5.3.1. Let B1 = ker+ Π+ P1 and B2 = ker+ Π+ P2 , where both P1 ∈ RH∞ and − P2 ∈ RH∞ are co-inner. The directed gap from B1 onto B2 is given by   〈w1 , w2 〉 ~ B1 , B2 ) = sup , w1 ∈ B1 , w2 ∈ B2⊥ δ( kw1 kkw2 k ∗ = kP2 Π+ P2 |B1 k = kΠ+ P2 |B1 k,



where ⊥ denotes the orthogonal complement (in H2+ = B2 ⊕ B2⊥ ) and all norms k · k are H2+ norms. The gap between B1 and B2 is a number between 0 and 1 and satisfies  δ(B1 , B2 ) = max kΠ+ P1 |B2 k, kΠ+ P2 |B1 k = δ(B1⊥ , B2⊥ ) ¨ = max



inf



Q∈RH+ ∞



kP1∗



−



P2∗Qk,



inf



Q∈RH+ ∞



kP2∗



−



P1∗Qk



«



= kΠB1 − ΠB2 k



= kP1∗ Π+ P1 − P2∗ Π+ P2 k,



where the superscript ∗ denotes the adjoint, which is the conjugate transpose of the operator, and where ΠBi denotes the projection of H2+ onto the closed subspace Bi ⊂ H2+ .



For the proof of this theorem, we refer to the references [11, 19, 49, 67].
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Complexity of dynamical systems Now the distance measure between two behaviors in B is introduced, a measure for the complexity of elements B ∈ B has to be given. In general, for linear dynamical systems, complexity is defined by the McMillan degree of the transfer function, or equivalently, the state space dimension of one, and hence any, minimal state space representation. Here, we want to describe complexity irrespective of the rational operators as used in (4.3). For this, we need to define the equilibrium response of a system: Definition 5.3.2. The equilibrium response B ∗ of a system B ∈ B is the largest right invariant subspace contained in the (left invariant) behavior B , denoted by



B ∗ := {w ∈ B | στ w ∈ B , τ > 0}, where στ denotes the shift operator as defined in Section 2.1. One can derive that B ∗ = {w ∈ H2+ | P w = 0} = ker+ P whenever B = ker+ Π+ P. With the introduction of the equilibrium response B ∗ , a decomposition of the behavior B can be made that will be used to define complexity. Theorem 5.3.3. Any B ∈ B admits a decomposition



B = B ∗ ⊕ (B ∩ B ∗⊥ ), where B ∩ B ∗⊥ is finite dimensional. For the proof of this theorem, we refer the reader to the appendix. With this result, complexity of systems in the class L+ can be defined as follows: Definition 5.3.4. The complexity of B ∈ B is the function c : B → Z+ defined as c(B ) := dim(B ∩ B ∗⊥ ). In fact, this notion of complexity for dynamical systems can be linked to the general one that is related to the rank of a Hankel operator. Theorem 5.3.5. Let B ∈ B be represented by B = ker+ Π+ P. Then the complexity c(B ) satisfies c(B ) = dim(Π+ P ∗ H2− ) = rank(Γ− P ) = degree(P), − where Γ− P is the Hankel operator with symbol P defined as Γ P := Π− PΠ+ and where the McMillan degree of P is denoted by degree(P).



Also the proof of this theorem can be found in Appendix A.
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Optimal model reduction in the gap With the introduction of complexity of systems in L+ , and hence their behaviors in B we can formulate the problem of model order reduction of systems in the class L+ as follows. Problem 5.3.6. Given B ∈ B of complexity c(B ) = n and a positive integer r < n. Find, if it exists, B r ∈ B of complexity c(B r ) = r such that the gap between the complex and approximated behavior δ(B , B r ) is minimal. In particular, determine γ∗r := inf{δ(B , B r ) | B r ∈ B and c(B r ) = r} = γ∗r (B ) as the smallest distance. Model order reduction using the gap metric is not completely new, since in [10, 11, 12, 21, 67] this problem is also discussed. This has resulted in bounds for the minimal gap γ∗r between the original and approximated systems, however this is done for systems represented by kernels of stable rational operators. Here, we make use of a different system class namely L2 systems that are left invariant. We will also provide upper and lower bounds for this gap in terms of Hankel singular values. Furthermore, we will discuss a number of computational aspects using state space representations. The gap metric has been studied before as distance measure in the behavioral framework. Recently, it has been used to define distances between infinitely smooth C ∞ behaviors that are represented using rational operators, as defined in work of Yamamoto and Willems, [57].



5.3.2 Upper and lower bounds for approximation error Given B ∈ B with c(B ) = n, we are interested in finding, for any 1 ≤ r < n, lower and + upper bounds γ− r and γ r such that + ∗ γ− r ≤ γr ≤ γr ,



(5.19)



where γ∗r = γ∗r (B ) for an arbitrary system in the class L+ . The bounds we have obtained for systems in L+ are given in the following theorem. Before presenting this result, we need some more preliminaries on Hankel operators. For any G ∈ RL∞ we define two Hankel operators, with symbol G, by Γ− G := Π− GΠ+ − and Γ+ := Π GΠ , respectively. Then Γ defines a mapping: + − G G − Γ− G : L2 → H2



by



Γ− G v = Π− GΠ+ v,



(5.20)



while the Hankel operator Γ+ G is defined as: + Γ+ G : L2 → H2



by



Γ+ G = Π+ GΠ− v.



(5.21)
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+ For any rational operator G, Γ− G and ΓG have finite rank, where the rank is actually equal to the number of anti-stable or stable poles of G, respectively. The kth singular value of − th − Γ− G is denoted by σk (G) and is referred to as the k Hankel singular value. By σ (G) we denote the collection of all Hankel singular values of G using the Hankel operator + + Γ− G . Similar, Hankel singular values σ (G) are defined using the Hankel operator ΓG . − Theorem 5.3.7. Given a system B = ker+ Π+ P ∈ B, where P ∈ RH∞ is co-inner. Suppose that c(B ) = n and let r < n be a positive integer. Then, lower and upper bounds for the minimal gap γ∗r are given by − ∗ γ− r = σr+1 (P P)



and



γ+ r =



X



σ− k (P),



k>r



th − where σ− i (P) is the i Hankel singular value of P using the Hankel operator ΓG .



The proof of this theorem can also be found in the appendix. Note that the upper and lower bounds are explicit in terms of the given dynamical system B ∈ B. There are similarities between the derived results in this theorem and the ones obtained in earlier research, where stable rational operators are used (e.g. [21]). As in this earlier research, the upper bound is in terms of P while the lower bound is quadratic in P, namely P ∗ P. This approach has the advantage that left invariant systems are taken into account, which can be useful when reducing autonomous controlled systems, as is the goal of the bigger problem in this thesis. Another result that could be notified is that we can formulate an equivalent problem with the one sketched. For the problem of model order reduction, we can also try to approximate the orthogonal complement of the behavior B ⊥ . Theorem 5.3.8. Let B ∈ B have complexity c(B ) = n and let r < c(B ) be a positive integer. Then B ⊥ ∈ B and c(B ⊥ ) = n. Furthermore B r is an optimal approximation of B ⊥ of complexity c(B r ) = r if and only if B ⊥ r is an optimal approximation of B of complexity ⊥ c(B r ) = r. Computational aspects In this part of the section, we will show how the lower and upper bounds of the gap in Theorem 5.3.7 can be computed. Since any rational operator can be written as P(s) = C(sI − A)−1 B + D for suitable real matrices (A, B, C, D), we will compute the bounds by algebraic operations only. In this section, we assume that B ∈ B is of complexity c(B ) = n and is − , in the sense that B = ker+ Π+ P. In addition, let B r ∈ B represented by P ∈ RH∞ − . Moreover, assume have complexity c(B r ) = r < n and B r = ker+ Π+ Pr with Pr ∈ RH∞ (without loss of generality) that the operators P and Pr are co-inner.
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Computation of lower bound γ− r − ∗ The lower bound γ− r = σ r+1 (P P) of the minimal gap can be computed using the Hankel singular values of the operator P ∗ P. As discussed in the introduction, we consider a minimal state space realization of (P ∗ P)(s) = C(sI − A)−1 B + D. Consider the following system ¨ x˙ = Ax + Bw, ΣP ∗ P : v = C x + Dw,



where w and v are inputs and outputs of equal dimension, respectively, x is the state variable of dimension 2n. Since P ∗ P is self-adjoint, the eigenvalues of A are symmetric with respect to the imaginary axis. That means that the eigenvalue σ + jω ∈ λ(A) implies that σ − jω ∈ λ(A). It is not straightforward to calculate Hankel singular values of this system. Therefore, we consider the following decomposition: P ∗ P = Pstab + Panti−stab ,



(5.22)



+ − where Pstab ∈ RH∞ and Panti−stab ∈ RH∞ . This decomposition can be obtained using algebraic state space operations by considering an eigenvalue decomposition of A, in case the eigenvalues of A are real, or by applying a real Jordan decomposition, if A has complex eigenvalues.



Using the applied decomposition, we let xˆ = V x = n and consider the equivalent system        x˙+ A+ 0 x+ B+ = + w, x˙− 0 A− x− B−   ” — x + v = C+ C− + Dw, x−



”x — +



x−



with x + and x − of dimension



(5.23)



where the eigenvalues λ(A− ) ⊂ C− and λ(A+ ) ⊂ C+ . Using this decomposed state space representation, we have that Pstab and Panti−stab are represented by the state space representations with the matrices (A− , B− , C− , D− ) and (A+ , B+ , C+ , D+ ) as: Pstab = C− (sI − A− )−1 B− + D−



and



Panti−stab = C+ (c I − A+ )−1 B+ + D+ ,



respectively, with D = D− + D+ . With the partition into Pstab and Panti−stab , we consider the Hankel operators Γ− and Γ+ as defined in (5.20) and (5.21) and state the P∗ P P∗ P following lemma: + − Lemma 5.3.9. Let P ∗ P ∈ RL∞ be partitioned into Pstab ∈ RH∞ and Panti−stab ∈ RH∞ as in (5.22). We then have ∗ Γ− P ∗ P = Π+ P PΠ− = Π+ Pstab Π− ,



Γ+ P∗ P



∗



= Π− P PΠ+ = Π− Panti−stab Π+ .



and



(5.24)
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It is possible to calculate the singular values of the Hankel operators (5.24) using the given state space representations in (5.23). For this, let Q − and P− be the unique symmetric positive definite solutions of A∗−Q − + Q − A− + C−∗ C− = 0,



and



∗ A− P− + P− A∗− + B− B− = 0,



(5.25a)



and, similarly using the anti-stable part of the system, Q + and P+ symmetric positive definite solutions of A∗+Q + + Q + A+ − C+∗ C+ = 0,



and



∗ A+ P+ + P+ A∗+ − B+ B+ = 0.



(5.25b)



The singular values of the Hankel operators (5.24) are then given by σ− (Pstab ) =



p



λ(P−Q − )



and



σ+ (Panti−stab ) =



p



λ(P+Q + ).



With this result, we have two different sets of Hankel singular values, namely n associated with Γ− and n associated with Γ+ . With this, we state the following theorem: P∗ P P∗ P − Theorem 5.3.10. Let P ∈ RH∞ be co-inner and let the rational operator P ∗ P be decom∗ posed as P P = Pstab + Panti−stab . We then have the Hankel operators defined in (5.24). Moreover, the observability and reachability Gramians P− , Q − , P+ and Q + corresponding to the stable and anti-stable elements Pstab and Panti−stab satisfy



p



λ(P−Q − ) = σ− (Pstab ) = σ(P ∗ P) = σ+ (Panti−stab ) =



p



λ(P+Q + ).



Remark 5.3.11. Instead of making a decomposition of the rational P ∗ P into a stable and anti-stable part, one could also consider to apply a (normalized) co-prime factorization instead. This will yield in two stable rational operators that can be used to compute the Hankel singular values [66]. Since the literature on the gap is also considering coprime factorizations, future research might result in a link between the to-be-computed lower bounds and the co-prime factorization of the operator P (or P ∗ P). ∗ We can now summarize the computation of the lower bound γ− r for γ r (B ), where B ∈ B with c(B ) = n using the following algorithm:



Algorithm 5.3.12. Computation of the lower bound γ− r in Theorem 5.3.7 − Given: P ∈ RH∞ is co-inner, representing B ∈ B as B = ker+ Π+ P with c(B ) = n and r < n. ∗ ∗ Find: The lower bound γ− r of the minimal gap γ r = γ r (B ) between B and all B r ∈ B of complexity c(B r ) = r.



Step 1: Convert the operator P ∗ P into a minimal state space representation with system matrices (A, B, C, D).
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Step 2: Decompose P ∗ P = Pstab + Panti−stab using an eigenvalue decomposition or a real Jordan decomposition as suggested in (5.23). Step 3: Calculate the observability and reachability Gramians of Pstab or Panti−stab according to (5.25a) and (5.25b), respectively. Step 4: Compute the Hankel singular values of P ∗ P using σ− (P ∗ P) =



p



λ(P−Q − )



or



σ+ (P ∗ P) =



p



λ(P+Q + ).



∗ ∗ Result: Define γ− r = σ r+1 (P P) as the lower bound of the minimal gap γ r (B ).



Computation of upper bound γ+ r As shown in Theorem 5.3.7, the upper bound is given by a sum of Hankel singular − values of P. Since P ∈ RH∞ , we know that the A matrix of any (minimal) state space realization of this operator will have eigenvalues in the right half plane. Let P(s) = C(Is − A)−1 B + D be a minimal state space representation. Then the computation of the symmetric positive definite Gramians Q′ and P ′ can be fulfilled using the Lyapunov equations in: A∗Q′ + Q′ A − C ∗ C = 0,



and



AP ′ + P ′ A∗ − BB ∗ = 0.



(5.26)



With the found Gramians, the Hankel singular values are the square root of the eigenp values of the product P ′Q′ , i.e. σ+ (P) = λ(P ′Q′ ).



For completeness, the calculation of the upper bound is summarized in the following algorithm: Algorithm 5.3.13. Computation of the upper bound γ+ r in Theorem 5.3.7 − Given: P ∈ RH∞ representing B ∈ B as B = ker+ Π+ P with c(B ) = n and r < n.



∗ Find: The upper bound γ+ r of the minimal gap γ r (B ) between B and any B r ∈ B of complexity c(B r ) = r < n.



Step 1: Convert P into a minimal state space representation. Step 2: Compute the Gramians of this (anti-stable) operator as in (5.26). Step 3: Calculate the Hankel singular values using the obtained Gramians. Result: The upper bound γ+ r is then defined as the sum of the smallest n − r Hankel singular values.
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5.3.3 Numerical example for error bounds The computation of the bounds introduced in the previous section will be done for a random generated system in MATLAB. For simplicity, the complexity of the system B = ker+ Π+ P ∈ B is chosen to be n = 5. In this example, we are interested in finding bounds for the optimal approximation B r ∈ B of any complexity c(B r ) = r ≤ n. The first step is to convert the rational operator P, and also P ∗ P, into a state space representation. For the chosen system P, the corresponding state space realization is given by (A, B, C, D) with   0.2782 0.6483 0.3047 3.6918 2.0764 −2.0620 12.1387 7.8704 2.6291 −0.5271    A = −0.1363 −6.2356 −0.8000 1.1950 −0.4307 ,  0.8899 −0.9832 −4.5159 0.7895 3.5841  −0.0415 −0.8272 1.0051 −0.7594 −0.4120   0.2402 0.2895 −0.4074 1.7897    B= −0.0908 0.0577 ,  0.4259 0.1504 0.1985 0.1733   −0.0550 1.0597 1.4858 0.0873 −0.6685   C =  0.0311 −0.2188 −0.6097 −0.0317 0.4896  , 0.0609 0.1726 −0.0325 0.4531 0.5041   0.4424 0.4627   −0.1357 . D= 0 0 −0.0862



For the calculation of the lower bound γ− r , we need to make the decomposition as in (5.23). In this case, we need to make a real Jordan decomposition since the eigenvalues of the A matrix corresponding to the realization of P ∗ P contains complex numbers. With this decomposition, the Gramians in (5.25a) or (5.25b) can be computed, which results in the Hankel singular values σ(P ∗ P) = {0.3589, 0.2896, 0.0216, 0.0022, 0.0060}. When computing the upper bound, we also need to calculate the Gramians (using (5.25b)) and Hankel singular values, but now for the operator P. This resulted in the values σ(P) = {0.5511, 0.4812, 0.0792, 0.0492, 0.0130},



The lower and upper bounds for the optimal gap γ∗r (B ) are summarized in Table 5.1. Observe that the difference between the upper and lower bounds becomes smaller when r increases.
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5.4. CONCLUSIONS order r 1 2 3 4 5



lower bound γ− r 0.2896 0.0216 0.0022 0.0060 0



upper bound γ+ r 0.6226 0.1414 0.0622 0.0130 0



− difference ∆γ r = γ+ r − γr 0.3330 0.1197 0.0600 0.0070 0



Table 5.1: Numerical values for the bounds on the gap computed for a system with complexity n = 5.
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Figure 5.7: Decrease of the difference between the upper and lower bounds γ+ r and γ− when the value of r is increasing. The depicted values are computed for a random r (co-inner) system of complexity n = 50. Also an example with a higher complexity has been used to compute the upper and + lower bounds γ− r and γ r . To do so, a random state space system has been generated in MATLAB, which afterwards is scaled to fulfill the co-inner property of P in Theorem 5.3.7. Computation of the bounds show that when the order r increases, the differ− ence between the upper and lower bounds (∆γ r = γ+ r − γ r ) decreases. This has been illustrated in Figure 5.7.



5.4



Conclusions



The reduction strategies that are classically applied in the reduce-then-optimize strategy of Chapter 1 generally do not focus on possible control relevant information that should be kept invariant during the approximation step. We therefore focused on model reduction strategies that do have this desired property, which is important when designing
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controllers based on this approximation. This is Strategy II of the problem formulation in Chapter 1 of this thesis. We will denote these reduction methods as control relevant model reduction strategies, since their goal is to keep the information, that is required for the synthesis of a controller after the reduction, in the model during the approximation. We considered different control problems that should still be solvable after the reduction, taken from geometric control theory. In all these problems, the goal is to design a controller that suppresses the influence of an input-disturbance on some specific components of an output. This is known as a disturbance decoupling problem, in short DDP. We have shown a novel model reduction strategy that keeps the solvability of DDP invariant, even with desired properties on the closed loop poles (known as DDPS and DDPPP for stable closed loop poles, or poles placed on arbitrary positions in the complex plane, respectively) of the interconnection between the plant and the controller. Moreover, we have shown that the given conditions for reduction are necessary and sufficient. In the problems of DDP, DDPS and DDPPP, full state information is required for the design of a controller, which in general is not available. Therefore, we extended the work to estimation problems where the disturbance should have no influence on the estimation error. This is known as the disturbance decoupled estimation problem, wherefore we also provided necessary and sufficient conditions for a reduction method that keeps solvability of DDEP invariant. Results on DDP and DDEP are a prelude to the disturbance decoupling problem where only partial measurements (DDPM) are available for the interconnection between plant and controller. Next to control relevant model reduction strategies, we are also interested in a reduction for controlled systems as has been addressed in Strategy I of Figure 1.2. The goal is to find a reduction strategy for controlled systems in such a way that the reduced order controlled system can still be used to synthesize a controller according to the controller synthesis problem in Chapter 3. In this chapter, we focused on the problem of model reduction for controlled systems that are represented by behaviors, consisting of square integrable trajectories, and that are represented using rational operators, as defined in Chapter 4. We have provided error bounds for reduction of a given system with complexity n, towards a given desired reduced order r < n. These error bounds are computable using Hankel operators of the (complex) original plant only.
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6 Benchmark example: Active Human State Estimator



Outline 6.1 6.2 6.3 6.4



Problem description . . . . . . . . . . . . . . . . Modeling and control objectives . . . . . . . . Computational aspects of the human models Conclusions . . . . . . . . . . . . . . . . . . . . .
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Abstract: To increase the robustness of safety systems in cars, and to increase their performance under a large number of complex traffic situations, it is important to know the kinematic behavior of the driver, not only during a crash, but also in the critical driving phase just before a possible crash occurs, such that active safety systems can adapt. Therefore, it is of interest to develop models and prediction schemes with the purpose to estimate human kinematic behavior inside the vehicle based on a limited number of measurements. This chapter focuses on a model inside such an estimator, which describes the active human behavior for a critical driving phase. Such a model needs to be fast and accurate. We will view such a human state estimator as a model where kinematic constraints are determined by muscle activities that we view as a control strategy of the human body kinematics inside a vehicle. The techniques developed in Chapter 3 are applied in practice in this chapter. Parts of this research has been performed in cooperation with TNO Integrated Vehicle Safety in Helmond, the Netherlands.



124



6.1



BENCHMARK



EXAMPLE :



ACTIVE HUMAN STATE ESTIMATOR



Problem description



Safety in cars is an important topic in the automotive industry. Modern cars are becoming safer due to the introduction of advanced safety systems, such as airbags and restraint systems (e.g. seat belts). Such systems have considerable impact on decreasing injuries and fatalities in a crash. To make future cars even more safe, current research focuses on situations just before a crash occurs. For this critical driving phase, safety systems have been developed to possibly avoid or at least mitigate crashes. The shift of research focus from crash situations towards pre-crash situations already resulted in a diversity of new safety systems in passenger cars. An example of such a new system is the adaptive, or autonomous intelligent, cruise control system (ACC). This system differs from the classical cruise control by taking the distance, the behavior of other vehicles on the road, and other environmental disturbances into account. This system does not only improve the comfort of the driver and increase the traffic flow on highways, but also results in improved car safety. An extension of this kind of system is a cooperative adaptive cruise control (CACC), which is a widely researched topic at this moment (see e.g. [42]). The development of CACC systems has resulted in international competitions as the GCDC [2]. Another example of new safety systems, related to the ACC systems, is autonomous emergency braking. Many accidents are happening due to the fact that the driver is distracted or inattentive and is too late with braking in critical situations. Therefore, several car manufacturers incorporate autonomous emergency braking (AEB) systems in their cars to meet nowadays high safety levels (see e.g. [1] where one recently announced that the assessment program of EuroNCAP will include AEB technologies in its star rating from 2014). This system responds automatically without interference of the driver (autonomous), but only when a severe and imminent situation is detected (emergency). The system enforces an emergency brake of the car (braking). With this system, the safety of cars will be increased since it can prevent crashes or can make the impact of crashes less severe. Concerning the newly introduced safety systems, several questions concerning their influences or possible improvements can be phrased. The problems we considered, and which are addressed in this chapter, are based on the following two questions. 1. What is the influence of these new safety systems, and in particular braking scenarios in general, on the kinematic behavior of car occupants (including the driver)? 2. If knowledge of the human behavior in pre-crash situations is available, can we adapt the new systems in such a way that they become more safe for the people inside the car so as to prevent injuries? The behavior of the driver for different braking scenarios and crash situations can be investigated in testing facilities, as they are available at TNO Integrated Vehicle Safety
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DESCRIPTION



Active human state estimator braking scenario



AHSE Active human model



measurements



AHM



human kinematic behavior



Figure 6.1: The Active Human State Estimator (AHSE): The goal is to estimate the kinematic behavior of a driver in a vehicle due to deceleration profiles (as a result from new safety systems) based on a limited number of measurements. in Helmond, using dummies (ATD’s) or volunteers. Alternatively, this behavior can be obtained by performing simulations using software packages as MADYMO [55]. More information on this software package, as well as its simulation model, is given in the next section of this chapter. Both methods result in an accurate knowledge of the driver’s kinematic behavior, however testing is very expensive and sometimes even impossible, while simulations have the disadvantage to have long computation times (even when multibody dynamics are used, as done in MADYMO). These methods result in an off-line description of the kinematic behavior that is not suitable for real-time predictions. In this chapter we are interested in a method that can describe this behavior “online”, in real-time on board of the vehicle. This change of strategy amounts to finding a new approach that needs to fulfill the following three requirements: 1. High accuracy: the simulated kinematic behavior should give a reliable and accurate result that fits the behavior in reality; 2. Run in real-time: the kinematic behavior should be available very fast, namely in real-time, when it is implemented in in-vehicle applications; 3. Use available measurements: since the system is implemented inside the car, it should use available (non invasive) measurements so as to increase its accuracy. The research presented here is part of a project at TNO which has the goal to design a human state estimator, as illustrated in Figure 6.1. This system estimates the kinematic behavior of the driver based on available measurements in the car. Such an estimator uses a mathematical model that describes the human kinematic behavior. This estimator will be the focus of the upcoming sections, in which we try to solve the following problem:
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state information



braking profile



passive human model



controller representing muscular activity



awareness



muscular activity Figure 6.2: The Active Human Model (AHM) developed in this chapter is an interconnection of a system representing the passive human behavior with a controller that represents the active behavior of the human. The passive human model has the braking profile of the car as input. The controller regulating the muscular activity depends on the awareness level of the driver. For the interconnection, state values (angles of joints) and muscular activity on the joints are used as variables. Problem 6.1.1. Design a human state estimator that has as main objective to fulfill the three requirements of high accuracy, real time computation, and which makes use of available measurements. Moreover, the goal is to design a (fast) mathematical model describing the active human kinematic behavior, which is used in the estimator. Earlier work has been done on an estimator for crash situations. In these investigations, the behavior of a ATD (dummy) has been used [61] instead of the human behavior. The model used in this estimator is optimized for the dummy characteristics, and is designed to deal with large deceleration profiles of the vehicle as they occur in a crash. For the critical driving phases just before a possible crash, a human behaves different on a braking pulse than a crash test dummy would do. Hence different characteristics should be incorporated in a model that can be used in such an estimator. One of the most important differences between a pre-crash and a crash scenario is that the muscular behavior of the human plays an important role in this pre-crash case, while the muscles and muscle activities are not able to deal with the large forces and high frequencies that happen in a crash. We therefore propose to design an active human state estimator (AHSE), where the “active” refers to the (dynamic) behavior of the muscles in the human. The model that is capable to describe the kinematic behavior of a human in a pre-crash and in-crash situations should therefore include the dynamics of muscle activity. We will call such a model an active human model (AHM) in this chapter. The dynamics of human reaction in a pre-crash situation depends on the awareness level of the driver. As example, an attentive person will respond more quickly and more adequately to disturbances and inputs from outside the car, compared to an inattentive driver. We propose to incorporate the influence of the awareness level by defining a control law that activates the muscles based on changes of positions of bodies and this level of awareness. Therefore, we first design a passive model, which is based on the model that is used for crash situations, and only includes minor muscular activity. Af-
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terwards a controller will be designed to dynamically activate the muscles, depending on the awareness level of the driver. Figure 6.2 illustrates the main idea. More details of this approach will be given in Section 6.2. In order to deal with the second requirement of the estimator, namely that the model should be running in real time in the vehicle, we also consider the demand of low computation times in this chapter. Since the model for the active human behavior consists of a passive model that is interconnected with a controller, we can apply methods that have been developed in Chapter 3. We will show that they yield a better performance than the classical “reduce-then-optimize” strategies that are used for controller design of complex systems (see Chapter 1). This performance, as well as the results on computation times, are presented in Section 6.3.



6.2



Modeling and control objectives



As addressed in the problem formulation, we are interested in designing a model-based estimator for the kinematic behavior of a driver in a pre-crash situation. In the upcoming sections we will focus on the model that is used in this estimator, and that describes the active human behavior of a driver during braking actions of a car. First, a detailed active human model implemented in the MADYMO software will be discussed in Section 6.2.1. This model has been verified with real test scenarios and is used as global reference model throughout this chapter. In Section 6.2.2, another model describing the kinematic human behavior will be introduced, which proves to be more suitable (in the estimator). As mentioned in the previous section, the active human model consists of a model describing the passive human behavior combined with a controller that includes the active behavior depending on the awareness level of the driver. The control strategy for muscle activation will be discussed in Section 6.2.4.



6.2.1 The MADYMO model A model describing the kinematic behavior of humans in vehicles has been developed in the MYMOSA project [13, 43] and is implemented in the software package MADYMO [55]. This program has been developed for estimation of injury levels in crashes for occupants and vulnerable road users by means of dummy and human models. It can be used to simulate different scenarios for crash and pre-crash situations with advanced models build up from rigid bodies. Models for belt systems and air bags that are inflated upon impact are included into this simulation tool. The MADYMO model that describes the kinematic behavior of a human is used as reference model and is depicted in Figure 6.3. It consists of approximately 100 rigid bodies, the same number of joints and approximately 20 finite elements that model the behavior of the belt. This model has been validated by a large number of experiments and available corridor data in the literature, and is therefore widely accepted as a good reference model for describing real life scenarios of human behavior and behavior of
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Figure 6.3: Screenshots of the (Active) Human Model in MADYMO [55].



dummies in crash and pre-crash situations. Since the model is three dimensional, the total number of degrees of freedom is large, which results in a relative long computation time for simulations. The simulation time in MADYMO is already relatively fast compared to FEM simulations, since multibody dynamics are used. Comparisons between the simulation time of this model and the one developed in the next subsections will be given at the end of this chapter, but to give some idea; a simulation of a few seconds in reality takes about an hour of computation time. Despite the high accuracy of the MADYMO model, its computational demands make it unsuitable for direct implementation into an active human state estimator (AHSE). This MADYMO model is referred to as the “active human model” (AHM) because the kinematic behavior of the muscles in (parts of) the body is taken into account. We specifically focus on two active kinematic aspects of the human in this model: • Behavior of the neck: The active kinematics of the neck are modeled in detail such that the movement of the head and the sensitive system of vertebrae in the neck can be simulated. This is required to keep the head in its normal upright position. • Behavior of the spine: The active kinematics of the spine (in fact, the lumbar and thoracic spine) results in the displacement of the complete human body when pre-crash or crash scenarios are simulated. Hence, we are interested in the influence of the muscles in the spine, and include it in the AHM. The spine is essential to describe the stability of the complete human body. The active behavior of the muscles is now modeled using PID controllers. These controllers can be implemented in MADYMO directly. However one can also use the link between MADYMO and MATLAB (Simulink) to enable more advanced options. For the latter, it is possible to change control parameters (during the simulation) more easily, include constant co-contraction of the muscles, or to include delays in the response of the driver.
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As addressed in Section 6.1, the active behavior depends on the mood and awareness of the person that is driving the car. Therefore, different sets of control parameters are used for the different levels of awareness as specified in [64]. Three different scenarios are distinguished, namely a “validated” driver, an “attentive driver” and an “inattentive” driver. The controller parameter values of the “validated” case are taken from validation tests discussed in [13, 43]. The attentive and inattentive settings are summarized in [64] and result from tests in the Japanese test laboratory JARI. The level of awareness indeed corresponds to different control actions and (proportional) gains as expected. High awareness levels result in larger gains and hence a faster compensation of the difference between the current positions and the reference (upright) position of the bodies. Small gains result in less muscular action, as expected for lower awareness levels. The implemented PID controllers are combined with blocks that represent delays (like response of a human, and delays in its neural system). The values of the delays also depend on the awareness levels. This model is used as a reference model for the development of a fast and accurate active human model that will be used in the state estimator in the next subsections. The parameters of the passive human model and the control settings are therefore based on the results of simulations using the MADYMO model as described in this section.



6.2.2 Passive Human Model Before setting up the active human state estimator, we studied [61, 62, 63], and the references therein, together with the available MATLAB software developed in the PhD thesis of van der Laan [61], in which a dummy model is used. This dummy model was used for estimation during crashes, and has been modeled using rigid bodies, joints, springs and dampers as illustrated in Figure 6.4. Our AHSE will be based on an active human model. In this paragraph we first investigate a human model describing passive behavior, resulting in the following two remarkable differences: • First, in the dummy model, the dummy was only able to move in a 2D coordinate system in the direction of the crash (see Figure 6.4). For the study of real life precrash situations, as considered in the active human state estimator, it is necessary to study the 3D human movement. We extended the model to 3D to be also able to simulate out-of-position behavior of the human due to the influences of lateral movements of the car, as they occur in e.g. lane changing maneuvers. Such an extension results in an increase of the number of bodies, joints, springs and dampers, and in the total degrees of freedom of the model. These differences in complexity are summarized in Table 6.1. An extension to a three dimensional (3D) configuration space also results in a larger number of model parameters that need to be identified using simulations of the human model in MADYMO.
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Figure 6.4: Schematic overview of the 2D dummy model that is used in the state estimator for crash scenarios as developed in [61]. • The second difference is that the belt force is not used as input of our model, but is incorporated in the model itself. That is, it is modeled as a reaction force due to movements of the human. It can still be defined as a system input, but since we are not developing an optimal restraint system as in [61], we have chosen to fix this relation. We extended the model with additional inputs on the joints, so as we want to make the model active by applying control afterwards. This will be the topic of Section 6.2.4. In the remainder of this chapter, we denote the number of bodies in the model by n b , the number of joints as n j , the number of Kelvin elements, which are elements consisting of a parallel connection of a spring and a damper, by nK , and the total number of degrees of freedom by nq . The number of directions of the acceleration profile of the car is taken into account and is set to ns = 3, implying that we consider the full 3D environment. Model: Madymo model Dummy model [61] Human model



# DOF 11 30



Bodies 100 11 13



Joints 250 7 19



Kelvin elements 13 39



Parameters 80 146



Table 6.1: Differences between the number of bodies (n b ), joints (n j ), Kelvin elements (nK ), and degrees of freedom (nq ) in the (3D) MADYMO model, the model developed for the (2D) dummy, and the (passive) (3D) human model.
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In order to model all kinematic relations of the human behavior, we perform the following steps that will be addressed in this subsection: • define positioning of bodies and joints both in local and global coordinate systems. • introduce the Kelvin elements (parallel placed springs and dampers) to define interactions between the human and the vehicle, as well as the joint behavior. • define external forces due to the braking scenarios (inertia) and the incorporation of the restraint system (seat belt). • derive the equations of motion, using the kinetic and potential energy of the system. This approach is similar to the one used in the literature [14, Chapter 2], to model general multi-body dynamics. We will omit the details of the model as the derivation of the equations is not our primary interest. Instead, we refer to e.g. [61] for further details. Definition of the body and joint positions: In the model of the passive human, we consider two different coordinate systems: • Local coordinates for each body or joint: Each of the bodies can move in a 3D plane. Hence every body can be represented using (maximal) three coordinates. We have used the Bryant Euler angles to represent them, as depicted in Figure 6.5. The relation between the local coordinates and the reference space will be given in the next item. The local coordinates of the jth body are denoted by p j = [α j β j γ j ]⊤ , where α j , β j and γ j denote the three rotations of the body. In some bodies, we fixed one, or two, of the degrees of freedom, hence their local coordinate vector p j only consists of two elements, or one element, respectively. In total, the stacked local coordinate system is given by: q = [p1⊤ p2⊤ · · · pn⊤b ]⊤ , which is a vector in Rnq . We have used the common notation q for this vector of coordinates, where qi is denoting the ith element of q. This avoids confusion with the subscripts in p j . • Global coordinates for each body: To be able to reconstruct the complete kinematic behavior of the human body in a driver’s seat, we need to place the bodies in one global coordinate system. After defining one reference point in the system, denoted by rref and positioned on the hip of the human, one can represent all bodies using rotational matrices. This depends on the local body coordinates and the lengths of the body. As an example, starting from the reference position, which is the hip, the abdomen is located at a distance vector [l x l y lz ]⊤ , with the corresponding angle of the hip
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body, defined as 



 cos(γ) sin(γ) 0 cos(β)   r = rref + − sin(γ) cos(γ) 0  0 0 0 1 sin(β)  1  · · · 0 0



 0 − sin(β)  1 0  0 cos(β)



···



  l 0 0  x cos(α) sin(α)  l y  . − sin(α) cos(α) lz



This is repeated for all n b body positions r j and all joints in the system. Using the lengths of the bodies, this results in the 3D model that is depicted in Figure 6.6. Also the rotation of the bodies is defined, which in many cases equals the values of the local coordinates. They are denoted by the variable φ j for a body j. Inertias and masses of all n b bodies are denoted by J j and m j , respectively. Definition of springs and dampers: Since the human is positioned in a driver seat of the vehicle, we define a number of constraints of the body positions to represent their location in the vehicle. As in [61], we assume the following constraints: • Feet: the feet are fixed in two degrees to the paddles of the car. Therefore, the feet are able to move in one direction only. • Seat connections: there are some Kelvin elements connected between the human and the bottom of the seat. In such a way, the human experiences resistance in moving over the seat, as in reality. • Hands: like in the reference simulations in MADYMO, both hands are fixed to the steer. This is a reasonable assumption since the driver is supposed to drive in this way and is expected not to release the steer when a braking scenario occurs. β
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Figure 6.5: Use of Bryant-Euler angles to define the local coordinates α, β and γ for each body. The rotation order used in our model is X Y Z, hence we first rotate α around the original X axis, afterwards rotate β around the Y axis, and then γ around the Z axis.
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Figure 6.6: Overview of the bodies and joints in the 3D passive human model. This model consists of n b = 14 bodies and n j = 19 joints, which in total can move in nq = 30 degrees of freedom. The total number of Kelvin elements is nK = 39, so we have 39 springs and 39 dampers in this system.
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All these constraints have been modeled as spring-damper connections between the multi-body model and its environment. We also introduced springs and dampers to represent the behavior of the joints between the bodies. The forces due to these springs and dampers are therefore related to the changes in the rotation or elongations of the bodies. The total number of springs and dampers is equal to nK = 39 each. The used notations for the spring and damper coefficients are equal to ki and di , respectively, while the elongation of them is given by l i . External forces on the human: The influence of the belt force and acceleration profiles of the vehicle are included in the model. As mentioned, the force of the belt, denoted by F , results from the movement of the human driver, and is distributed over the global coordinates r F , which are specific locations on the human body. The position, velocity and, most important, the acceleration profile of the car, are denoted using s, ˙s and ¨s, respectively. The position of the vehicle s has been used in the definition of the reference position rref . The car’s acceleration will appear when deriving the equations of motion, which is used as input of the system. We use this second derivative since the model has to respond on deceleration profiles later on. Derivation of equations of motion: Now that the basic elements of the model are defined, we can derive the equations of motion. As is done in [61], we will make use of the Euler-Lagrange equation for this, which is given by:   ∂L d ∂L = Q, (6.1) − dt ∂ q˙ ∂q where L is the Lagrangian and Q is the generalized force vector acting on the local coordinates q. The complete model consists of a set of (non-linear) ordinary differential equations, that are based on the following aspects: 1. Total forces on bodies: The desired force vector Q is the sum of all generalized forces due to the seat belt and the nonconservative forces Q nc , which is e.g. friction. Also the influences of the dampers is included in Q nc . The total force Q j acting on the generalized coordinate q j is then defined as: ‚ Œ⊤ ∂ rF Q j = Q nc, j + F. ∂ qj 2. Potential energy in the system: The energy in the multibody system is defined as L = T − V in (6.1), where T is the kinetic energy and V is the potential energy given by:
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n



K 1X



V = Vint + Vext =



2



k j l 2j + g



j=1



nb X



m j r j, y ,



(6.2)



j=1



P nK Pn b k j l 2j the internal elastic energy, Vext := g j=1 m j r j, y the external powith Vint := 21 j=1 tential energy, and where k j and l j are spring constants and elongations of the springs, respectively. r j, y is the y-position of body j in the global coordinate system. 3. Kinetic energy in the system: The total kinetic energy in the system is the sum of the translation and rotational kinetic energies. It is equal to: n



T=



b  1X



2



j=1



 ⊤ m j v⊤ j vj + J j ω j ω j ,



(6.3)



where the velocities of the bodies are given as functions of ˙s and q˙, namely vi =



ωi =



dri dt dφi dt



=



dri (s, ˙s, q, q˙)



=



dt



j=1



dφi (s, ˙s, q, q˙) dt



where we have used that
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∂ ri ∂s
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∂ φi ∂s ...
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q˙,



∂ φi ∂q ˜



q˙,



.



Extending this to the derivative of the stacked coordinate vector r of all bodies and the vector consisting of all angles of the bodies φ, we obtain:    ∂r  ∂φ ∂ r1 ∂ φ1 1 1 · · · · · · ∂ qnq  ∂ qnq   ∂ q1  ∂ q1  ∂φ  . ∂r  . . ..  .. ..  and φq := .. rq := = = .   .   ∂ q ∂ r ∂q ∂ rn b  ∂ φn b   ∂ φn b nb ··· ∂q ··· ∂q ∂q ∂q 1



nq



1



nq



Similar expressions can be defined for the partial derivatives rs and φs , resulting in the expressions for the velocities: v = rs ˙s + rq q˙



and



ω = φs ˙s + φq q˙.



When defining the (block) diagonal matrices M := blockdiag([m1 I3 . . . mn b I3 ]) and J := blockdiag([J1 . . . Jn b ]) containing the masses and inertias of the bodies, the kinetic energy is given by the shorthand notation T = 21 (rq q˙ + rs ˙s)⊤ M (rq q˙ + rs ˙s) + 12 (φq q˙ + φs ˙s)⊤ J (φq q˙ + φs ˙s).
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4. Back to the Euler-Lagrange equation: Given the potential and kinetic energy in the system, the Lagrangian is defined as: L(q, q˙, t) = T (q, q˙, t) − V (q, t), where one can observe that the potential energy does not depend on q˙. Hence, substitution of this Lagrangian into the Euler-Lagrange equations (6.1) yields: d dt







∂T ∂ q˙







−



∂T ∂q



+



∂V ∂q



= Q.



(6.4)



5. Substitution of energies in Euler-Lagrange equation: Without giving the complete derivation, we can substitute the potential energy V in (6.2), the kinetic energy T in (6.3), and the forces acting on the coordinates q in the Euler-Lagrange equation (6.4). This results in the second-order non-linear ordinary differential equation:



A(q)¨q = B (q, q˙, ¨s) := C q˙ + D¨s + Vq − Q,



(6.5)



where Vq is the partial derivative of the potential energy with respect to q, the matrices A, C and D are given as:



A = −(rq⊤ M rq + φq⊤ J φq ),



C = rq⊤ M vx + φq⊤ J ωq ,



D = rq⊤ M rs + φq⊤ J φs ,



and where vq , vs , ωq and ωs are the partial derivatives of the velocities v and ω with respect to q and s, respectively. With the derived expression in (6.5), we can define the non-linear model used to describe the kinematic behavior of the passive human model as: ΣPHM,nonlin :



¨



x˙ = f (x, u), y = x,



(6.6)



where the input due to acceleration profiles is defined as u := ¨s and with x=







   x1 q , := x2 q˙



hence



    x2 q˙ =: f (x, u). = ˜ x˙ = q¨ f (x 1 , x 2 , u)



We made use of the expressions in (6.5), where f˜(x 1 , x 2 , u) = f˜(q, q˙, u) = A(q)−1 B (q, q˙, ¨s) = A(x 1 )−1 B (x 1 , x 2 , u). Here, it is assumed that the inverse of A(x 1 ) exists. This is true for all x 1 since the matrix is positive definite (for all values of x 1 ).



6.2. MODELING



AND CONTROL OBJECTIVES



137



6.2.3 Parameter estimation for the Passive Human Model The parameters in the introduced model in (6.6) are the spring-damper coefficients and the lengths and masses of the bodies. We estimate these parameters using the MADYMO reference model. Since the reference model defined in Section 6.2.1 is active, and the active behavior is not included in our model so far, we first consider the case where the AHM in MADYMO becomes passive as well. This can be obtained by setting the parameters for all three controllers in the MADYMO model, that represent the muscle behavior of the neck, the thorax, and the spine, equal to zero such that they are not able to compensate for any control error. For the estimation, as well as simulations done in the next subsection, we define two different scenarios where a car is braking in a pre-crash scenario (see e.g. [64]). One of these scenarios will be used to estimate the unknown parameters in our model, and the second one is used for validation. Two different braking profiles are used, as depicted in Figure 6.7. Both pulses result in a deceleration of the vehicle from 50 km/h to a complete stand still. The top figure in Figure 6.7 is a “full stop” (which means full braking with 9.5 m/s2 ), while the bottom one represents the autonomous braking system (AUT). This is a braking scenario implemented in recent safety systems where a car first warns the driver, then starts braking with 4 m/s2 , and only brakes with a deceleration of 9.5 m/s2 upon driver braking action (brake assist). The results of the simulation of this passive human model in MADYMO for the first scenario (“full braking”) are visualized in Figure 6.8 for different time instances. One can observe that the human body moves towards the steering wheel when braking starts, and returns back to the seat after the brake action. Since the model is not active, there is no compensation in the spine, and hence the force of the belt results in a movement to the right (after approximately t = 2.2s). This last part of the simulation is not taken into account during the parameter estimation. The parameter estimation was performed in three steps: 1. Masses, lengths and inertias of bodies: First the values for the physical parameters of the human need to be set. The values are set based on the ones presented in [61] and in the MADYMO model. 2. Initial conditions of the state vector: The initial conditions of the state vector x in (6.6) need to be estimated. They are determined from the static case where there is no external acceleration and where all bodies remain in a fixed position according to the initial “rest” situation. 3. Spring and damper coefficients: Compared with the results of the model for crash situations [61], we expect that the human model is less stiff compared to the dummy model. The parameters of the springs and dampers in the system will be tuned based on the results of a validated human model in MADYMO.
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(a) Braking profile with 9.5 m/s2 .
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(b) Autonomous braking system (AUT).



Figure 6.7: Deceleration profiles for parameter estimation, parameter validation, as well as the simulations performed using the developed human model at the end of this chapter.
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(a) t = 0s



(b) t = 0.2s



(c) t = 0.4s



(d) t = 0.8s



(e) t = 1.9s



(f) t = 2.4s



Figure 6.8: Simulation results of the passive human model in MADYMO when applying a “full braking” scenario of 1G for different time instances.
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The focus of this research was not on the exact modeling of the human based on the reference model in MADYMO, so where necessary we adjusted the parameters manually if their physical interpretation and the differences observed between the reference simulation and the results of (6.6) made this necessary. For future research, one may like to reconsider the chosen parameters or to apply different parameter estimation tools to get a better set of parameters. We do not include the estimated set of parameters, or a comparison between the results of MADYMO model and our passive human model, in this section.



6.2.4 Active Human Model In the previous subsection, a model has been developed that can be used to simulate the kinematic behavior of a passive human for pre-crash situations in a vehicle. The next step now is to make this model active, implying that we want to include the active muscular behavior in the system description. In the introduction of this chapter, we mentioned that the level of muscle activity of the driver depends on his or her awareness. We therefore want to design a strategy that incorporates this requirement. In the active human model developed in MADYMO, which is the reference in this chapter, different sets of PID controllers have been used to model the active behavior of the human. We propose a different strategy, namely one based on model-based control strategies. We will incorporate the active behavior using control strategies that are presented in Chapter 3. To be able to apply these strategies, a linear model of the human behavior will be set-up. In this subsection, we therefore linearize the model that has been derived in Section 6.2.2, and afterwards design different controllers depending on the awareness level of the driver. Linearization of the system To linearize non-linear systems, as the one we are dealing with in (6.6), one generally uses a Taylor expansion around a working point to obtain a linearized system. This means that, when selecting some linearization point of the system, namely a state vector x 0 and an input vector u0 , we can expand the system x˙ = f (x, u) as follows: ∂ f (x, u) ∂ f (x, u) 0 0 0 (x − x ) + (u − u0 ) + h.o.t., x˙ = f (x , u ) + ∂ x x=x 0 ∂ u x=x 0 u=u0



u=u0



where h.o.t. is the abbreviation for higher order terms. The linearization point can be chosen to be an equilibrium point where f (x 0 , u0 ) = 0. This is in general the case when a non-linear system is linearized. Applying this Taylor expansion for possible non equilibrium points still results in a linearized system that approximates the original non-linear system. This approximation is then given as: ˙ = Aˆ xˆ x + Bu + c,
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with the system matrices ∂ f (x, u) A= , ∂ x x=x 0 u=u0



∂ f (x, u) B= ∂ u x=x 0



and



c = f (x 0 , u0 ).



u=u0



We have to remark that this model is only valid for small deviations of the state and input values around the linearization point (x 0 , u0 ). Note that the constant term c in this representation can be removed by applying a change of coordinates, i.e. by intro˙ because c is constant, and hence x˙ ˜ = A˜ ducing x˜ := xˆ + A−1 c, where x˙˜ = xˆ x + Bu. For simplicity in notation, we omit the tildes and hats (˜ x and xˆ ) used in the linearized system whenever possible. We now apply this linearization to the non-linear system in (6.6) derived for the passive human model. Observe that an analytic computation of the derivative of f˜(x, u) in this system is difficult due to the inverse of the matrix A(x 1 ) in (6.5). This square matrix has dimension 30 × 30 and can not efficiently be inverted using a symbolic method. Hence we propose to use the solution presented in [14]. One can assume that the state of the system does not deviate significantly from its linearization point, which means that the mass matrix A(x 1 ) can be chosen to be fixed and, in fact, is evaluated at the linearization point x 0 as A(x 10 ). This substitution is applied in many applications where the equations of motion for multi-body dynamics are linearized, and is hence taken to be valid for this application as well. With this information, linearization of (6.6) is performed by the following three steps: 1. Define the linearization point: The linearization point is based on the upright position of the human, and consists of the angles of the joints and body positions related to this “rest” position. This results in a choice for x 10 . We assume that, at the linearization point, the human is not moving, so we set the derivatives in x 20 = 0. Consequently, x 0 = col(x 10 , 0). As value for the input u0 we have chosen to pick u0 = −4 m/s2 , since this is an average value of the two deceleration profiles. 2. Apply the Taylor expansion: The mass matrix A(x 1 ) is evaluated for the chosen linearization point x 1 = x 10 , and turns out to be invertible. The derivatives of f (x, u) are computed and evaluated at x 0 and u0 , resulting in: ¨ ˙ = Aˆ xˆ x + Bu + c, Σlinearized : y = xˆ , where 







A′



   −1 0 ∂ B(x,u) A= A (x 1 ) ∂ x 0  , x=x u=u0











0



   −1 0 ∂ B(x,u) B= A (x 1 ) ∂ u 0  , x=x u=u0
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and c = f (x 0 , u0 ) 6= 0, with A′ = [0 I] ∈ Rnq ×2nq , and the output y is assumed to be the full state vector. 3. Change of (state) variable: Since c is non-zero, a change of the state variable is required x := xˆ + A−1 c. This implies that we obtain ΣPHM,linearized :



¨



x˙ = Ax + Bu, y = x − A−1 c,



(6.7)



where the output y of ΣPHM,linearized equals the output y in Σlinearized . With the used linearization point, we were able to represent the non-linear passive human behavior reasonably well. Control laws to represent muscle activity The control strategy used to implement the active human behavior is based on a linear quadratic control problem. In this control approach, we assume to have the full state available for control as is the case in the model for the passive human model. Next to the input u, which is the deceleration of the vehicle, we include additional control input signals uc that influence the rotational velocity of some of the joints directly and represent muscle activity in head, neck and lumbar spine. Therefore, the matrix Bc is introduced in the representation of the passive human model: ΣPHM,lin :



¨



x˙ = Ax + Bu + Bc uc , y = x − A−1 c.



(6.8)



The matrix Bc consists of six columns, each containing one non-zero element, acting on two different angular velocities of the head, the neck and the lumbar spine. This results in a linearized model that is controllable from the input uc . Hence a (model-based) controller can be designed. Given the system ΣPHM,lin in (6.8), we want to solve the following optimal control problem: Z t1 min uc



subject to:



t0



(x − x ref )⊤Q(x − x ref ) + u⊤ c Ruc dt



x˙ = Ax + Bu + Bc uc ,



and



x(0) = x 0 .



This problem has been addressed more extensively using the Lagrangian method in Chapter 3. In this control problem, the level of awareness of the driver is reflected by different choices for Q and R. The diagonal matrix Q is split into seven different parts, corresponding to physiological parts of the human body. This has been summarized in Table 6.2, where also numerical values for Q are presented. Different values for Q are
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State weights (Q) lower / upper legs pelvis, abdomen, ribs spine lower / upper arms neck head reference



non-aware 1 1 100 1 100 100 1



50% aware 5 5 500 5 500 500 5



Input weights (R) pelvis spine (forward movement (β)) spine (rotational angle of the body (γ)) neck (sideway movement (α)) neck (rotational angle of the body (γ)) head (forward movement (β)) head (rotational angle of the body (γ))



100% aware 10 10 1000 10 1000 1000 10



all awareness levels 3 5 2 5 2 5 4



Table 6.2: Different sets of weights for the attentive and non-attentive driver for the quadratic control problem. For the input weights, the directions of movement are such that they correspond to the initial position of the human. chosen to adjust and represent the level of awareness. The values for the weights on the control efforts in R are fixed for all scenarios, and can also be found in Table 6.2. One can observe that the human behaves more active with larger values for Q (for fixed values of R). When the values of Q increase, the mismatch between the reference values of the state vector and the current values of the angles in the human get a higher penalty, and hence it is “cheaper” to compensate errors by applying larger muscular actions, hence larger control inputs uc . This can be seen in the simulation results depicted in Figure 6.9, where four different scenarios are depicted. In all four cases, we see the human in the vehicle at time t = 1s after the full braking profile has been applied. The head of the passive human is completely forward while the behavior of the other three cases is more realistically. The displacement of the head and other relevant bodies in the system are summarized in Table 6.3 for the different awareness levels.
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Computational aspects of the human models



One requirement of the active human state estimator is its implementability in real-time inside a vehicle. Therefore, computation times of the model are very crucial. The goal is therefore to design a model that is fast and accurate. In this section, we will compare the computation times of the developed models. These involve the passive non-linear
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(a) Passive human model.
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(b) Active human model - non aware.
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(c) Active human model - 50% aware.
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(d) Active human model - 100% aware.



Figure 6.9: Simulation results for the passive human, the non-aware active human, the 50% aware active human, and the fully aware active human for the full braking deceleration profile at time t = 1s. The parameters that have been used for the simulations are given in Table 6.3.
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Displacement of body: Max. forward head Max. backward head Max. forward spine Max. forward upper arm



passive 27.46cm 12.49cm 6.57cm 5.29cm



non aware 25.33cm 3.55cm 4.79cm 3.92cm



50% aware 19.00cm 1.78cm 3.23cm 2.53cm



100% aware 15.09cm 1.41cm 2.70cm 2.01cm



Table 6.3: Displacements of different bodies in the passive and active human model after applying the 1G full braking profile.



model based on the equations of motion, the linearized passive model, and the various controlled active human models, with our reference, the MADYMO active human model. Especially, we will focus on the developed active human model, which consists of a linearized model describing the passive behavior and a desired control objective. To reduce computation times, we will apply classical model reduction strategies on the linear model and will show that approximation before controller design (reduce-thenoptimize strategy in Chapter 1) yields a worse performance when compared with the reduction of controlled systems, as discussed in Chapter 3.



6.3.1 Computation times of the developed models For all different models discussed in this section, we have performed simulations using the autonomous braking profile depicted in Figure 6.7. The computation times, as well as other relevant model information, are summarized in Table 6.4. Advantages and disadvantages for each of these models, as well as the question whether or not they are suitable for implementation in the active human state estimator, are as follows: • MADYMO active human model: The model in MADYMO is very detailed and consists of a large number of bodies and joints. Therefore, simulation results using this model are very accurate. The disadvantage is the large computation time, which makes the model not suitable for a real-time implementation in the active human state estimator. Due to its accuracy, this model is the best to be used as reference model for offline computations, and is a useful reference model to estimate the parameters in the proposed models in this chapter. • Non-linear passive human model (6.6): This model is based on the original equations of motion, and has an accurate behavior. As was the case in [61], a sufficient number of bodies and joints has been taken into account to obtain a good model. Parameters for this model have been estimated based on the MADYMO model. However, due to its reduced complexity, it is less accurate than the MADYMO model. It is much faster for simulation purposes, but due to its non-linear behavior, it is not suitable for implementation in the estimator.
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# DOF 200 30 30 30 30



# ODEs 60 (non-linear) 60 (linear) 60 (linear) 10 (linear)



CPU time: 51 min 104 s 39.7 ms 40.4 ms 35.1 ms



Table 6.4: Computational aspects and properties of the used human models for a simulation of a braking scenario with a duration of 3.5s. • Linearized passive human model (6.7): The linearization of the previous model results in an approximation that is accurate enough. Due to its linear representation, this model is extremely fast and it has short computation times. Therefore it is suitable to be used as a basis for the human state estimator. A disadvantage is that it is an approximation of the non-linear system, and hence has a lower accuracy and validity when compared with the previous two models. • Linear active human model: Due to the introduction of the control objective, the number of differential equations has been doubled compared with the linearized passive human model. In a minimal representation we end up with a similar complexity as the linearized passive human model. In the next subsection, we will show that it is possible to reduce this number using model reduction strategies. However, even without reductions, this model is already suitable to be used in the active human state estimator. Remark 6.3.1. The CPU times in Table 6.4 are only an indication to show which model is considerably fast or slow. These numbers depend on which solver is used to solve the differential equations and what computer platform has been used. The exact number of differential equations in the MADYMO model is not known, and therefore not given in the overview. In this case, the non-linear model is solved using the ode15s solver of MATLAB, while the linear models are solved using lsim.



6.3.2 Reduction of the Active Human Model So far, the complexity of the active human model has not been reduced using model reduction strategies. By applying model order reduction schemes, one can reduce the number of differential equations further, and hence obtain a faster model that can be used in the active human state estimator. Since the active human model is a combination of a passive human model with a control objective, two different strategies can be proposed (as they are also introduced in the general case of model reduction for control in Chapter 1): 1



For further details on the used reduction strategy, see Section 6.3.2.
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1. Reduce-then-optimize: First the linearized passive human model will be reduced to a low complexity model, and afterwards a controller is designed that implements the desired active human behavior. 2. Combined optimize-and-reduce: Obtain a representation of the desired active human behavior first, and afterwards approximate this system using classical reduction strategies. For the second case, we did use the design of a controlled system, which will be reduced using classical approximation techniques. Since we are interested in this controlled system itself, we did not focus on controller synthesis for this application. The difference with the optimize-then-reduce strategy in Chapter 1 here is that we do not reduce the resulting controller (which is a state feedback in our case) but reduce the controlled system. The model reduction strategy that has been used to reduce the complexity in both situations is balanced truncation, as introduced in Section 3.5. First, the states of the system are rearranged based on the properties of controllability and observability, and afterwards the less relevant states are truncated. In view of controllability; for the first approach we take the acceleration input u as well as the muscular inputs uc as inputs in the computation of the controllability Gramian, while for the second approach only the acceleration input u is considered (because uc is already determined as function of the states). In view of observability; we added the artificial output in both cases, which corresponds to the cost function in our control criteria:    1/2  0 Q x + 1/2 uc . z= R 0 We reduced the complexity to an order r = 10 ≤ n = 60, which resulted in computation times of about 35.1 milliseconds for a simulation of a braking scenario with a duration of 3.5 seconds in reality. For both cases, we simulated the autonomous braking profile where the simulation results for t = 0.8 seconds and t = 1.5 seconds are depicted in Figure 6.10. Since all three systems have the same weights in the cost criteria (taking into account the change of state variable in the reduced order systems), the behavior of these models are comparable but evidently not identical. The approximated controlled system behaves similar as the original complex controlled system does, however the reduce-then-optimize strategy produces a much stiffer behavior and is less accurate. See Figure 6.10. Given the fact that the weights on the states did not change, some relevant information is lost during the disjoint approximation step in the last method.
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(a) Full active human model at (b) Reduced model using direct (c) Reduced model using time t = 0.8s. reduction approach at t = 0.8s. reduce-then-optimize strategy at t = 0.8s.
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Figure 6.10: Simulation results for the two different reduction strategies on the active human model are compared with the full order active human model.
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Conclusions



Due to new safety systems in cars, the kinematic behavior of the human due to different acceleration or deceleration profiles of the vehicle becomes important to be known in advance to be able to guarantee safety of the driver inside the vehicle. Therefore, TNO Integrated Vehicle Safety has started to do research on an estimator that can estimate this kinematic behavior of a human, in real time, based on a limited number of measurements. This information can then be used to adjust new adaptive safety systems in such a way that they make cars more safe then they are currently. The estimator will be based on a model that describes the kinematic behavior of a human driver in a car. Since the estimator has to be implemented in a real time environment, the model should be very fast such that human kinematic behavior can be predicted in real-time. Currently, a model in MADYMO is used for simulation purposes, resulting in an accurate and detailed simulation of the behavior of an active human in a car. With “active” we mean that muscular behavior has been included in the model, which has an important influence on the behavior during critical driving phases, as e.g. the driving phase before a possible crash. The main disadvantage of the MADYMO model is that it is too computational demanding to be used in an estimator. In this chapter, a model has been developed that describes the kinematic behavior of a driver, which can be simulated much faster. It is based on the original equations of motion, but since it has to be very fast, it is less accurate compared with the original MADYMO model. However, this model is accurate enough to be used in an estimator (of kinematic behavior). This model consists of two parts, namely a model describing the passive human behavior (with a minimal level of muscular activity), interconnected with a control scheme that results in the active behavior. In such a way, the level of muscular activity of the human can be regulated depending on the awareness level of the driver, which in the proposed control strategy can be done by tuning the weights Q and R in the quadratic optimization criterion that needs to be minimized by applying control. The model for the active human behavior is already fast, however to reduce complexity further, and hence reduce computation times such that it can be used in embedded software in an estimator on board of a vehicle, we use model order reduction strategies. The computation times in simulation of the original and reduced order model in MATLAB do not differ that much, however the reduction of complexity will improve performance in embedded software. Since the model of the active human is an interconnection of a system (the passive human) with a control objective (the muscular activity), we have applied results from Chapter 3 to reduce complexity. We also have shown that this method of reduction results in a better performance compared with the reduce-thenoptimize strategy that was classically proposed in Chapter 1.
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Abstract: This final chapter of the thesis contains the conclusions and recommendations based on the results presented. We look back to the proposed strategies in Figure 1.2 to design low-order controllers and observers for complex systems, give an overview of the solved problems in these strategies, and provide recommendations for research in future. An overview of contributions in this thesis will be given, as well as an evaluation of the research goals defined in the introduction.
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Figure 7.1: Strategy I: Design controllers (or observers) with low complexity for complex dynamical systems based on a controller synthesis problem that uses a representation for the controlled system.



7.1



Conclusions



The main problem that has been addressed in this thesis is the design of low-order controllers and low-order observers for complex dynamical systems. The classical approaches to solve this problem are illustrated in Figure 1.1, and amount to implementing a reduce-then-optimize or an optimize-then-reduce strategy. We have proposed to take a different route in this thesis. As can be extracted from the title of the thesis, two different strategies have been proposed. They are illustrated in Figure 1.2 and are summarized as follows:



Strategy I: In the first strategy we synthesize a controller of low order based on an approximation of the desired controlled system. This strategy is illustrated in Figure 7.1. To obtain a low order controller (or observer), a series of steps have to be performed. 1. The first step in this strategy is finding representations for controlled systems, which are taken as starting point. It is assumed that the desired controlled system is the result of an optimization problem that involves a (complex) system and a quantification of performance in terms of a cost criterion. The controlled system can then be represented by sets of differential equations that following the Lagrangian methods, KKT conditions or dualization methods in optimization. It is this object that we have been simplifying in complexity. The result is a simplified representation of the controlled system (so not the controller). One of the questions to be answered is whether there are differences in performance of the approximated controlled system and the results from other approaches. We have shown that approximation of the controlled system outperforms the classical reduce-then-optimize strategy, where a low order controller has been developed based on an approximation of the original complex system.
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2. As a second step we consider the problem of low complexity controller synthesis on the basis of a simplified model of the controlled system. We call this the exact implementability problem, because the to be synthesized (low complexity) controller should after interconnection with the original plant exactly result in the exact desired controlled system behavior. We have used a behavioral framework to define systems to solve this controller synthesis problem. Systems are described as sets of admissible trajectories that satisfy the system restrictions. In this framework, we have derived a complete answer to the question when, and under what conditions, a controller can be synthesized for a given plant such that after interconnect with this plant, it results in an a-priori given controlled system. 3. The third step is to try to solve the approximately implementability problem, implying that we are looking for a low complexity controller that after interconnection with the original system results in a controlled system that is approximately the same as the (approximated) a-priori given controlled system. This problem yields the research for model reduction strategies that can be used to approximate the controlled systems as well as a synthesis problem that results in a low complexity controller fulfilling this desired implementability property.



Strategy II: The general belief that model order reduction always compromises performance is not true. To develop model reduction strategies schemes for plants such that optimal performance is preserved when implementing an optimal controller, designed based on reduced order plants, on the complex system. We therefore look for performance preservation under suitable model reduction techniques. The second proposed strategy (Strategy II) in this thesis, illustrated in Figure 7.2, aims at the development of model reduction strategies that keep the required information for the design of a controller or observer invariant during the approximation step. reduction Complex model



Approximated model



optimization



Low-order controller



interconnect with original system



Figure 7.2: Strategy II: Develop model reduction strategies that keep control relevant information invariant during the approximation step, i.e., the optimal low-order controller (or observer) based on the approximated system should still result in optimal performance when connected to the complex model.
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Application for proposed strategies: The goal is to apply the proposed strategies in Figure 7.1 and Figure 7.2 to a test case in industry, and try to show that control relevant model reduction can be successful there. In Chapter 6 of this thesis, the problem of designing a model for the kinematic human behavior of a driver in a car has been considered. This model is part of an estimator which has to run in real-time in an application in a car, hence the used model should have a low complexity.



7.2



Overview of contributions



After defining the two proposed strategies and the goal to apply the results on an application in industry, an overview of contributions can be made. The main contributions that are presented in this thesis are the following: Contributions for Strategy I: • The Lagrangian approach has been used to represent controlled systems for different controller and observer design problems. Cost functions that contain a quadratic or an H∞ criteria, subject to system dynamics, equality, and inequality constraints, are optimized using this approach, which resulted in adjoint system describing controlled behaviors. (Chapter 3) • We have shown that reduction of representations for controlled systems results in a better performance than when using the classically used reduce-then-optimize strategy that yields the interconnection of the complex system with a low-order controller or observer. This has been illustrated using examples. (Chapter 3 and Chapter 6) • We developed a behavioral framework, where behaviors consist of square integrable trajectories, are in the frequency domain, and are represented using rational operators. They are denoted as L2 behaviors. Important properties such as system inclusion, when two behaviors are contained in each other, and equivalence of representations have been completely characterized. Moreover, we addressed the problem of elimination for L2 behaviors which resulted in necessary and sufficient conditions under which latent variables are eliminable. (Chapter 4) • We used this behavioral framework to solve the controller synthesis problem. Two interconnection structures have been considered, namely the partial and full interconnection cases, where a part or the full vector of variables has been used to define the interconnection between the plant and the controller. This has resulted in computable algorithms that, if they exist, yield the controllers that fulfill the controlled system after interconnection with the plant. A complete parametrization of controllers that solve the exact implementability problem has been derived. (Chapter 4)
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• A novel algorithm has been developed for the elimination of latent variables in L2 behaviors which use state space representations. This is desirable for complex systems. It makes use of a novel link between concepts from geometric control theory and eliminability. Since this algorithm uses state space representations, it is more efficient and reliable since algebraic operations can be used. (Chapter 4) Contributions for Strategy II: • We have developed model reduction strategies that keep solvability of controller and observer design problems from geometric control theory invariant. We focused on problems where the goal is to design a controller that suppresses the influence of an input-disturbance on some specific components of an output, known as the disturbance decoupling problem. More specifically, necessary and sufficient conditions have been given that keep the solvability of the problems of DDP, DDPS, DDPPP and DDEP invariant after reduction, in such a way that the (controller or observer design) problems are solvable for the original system if and only if they are solvable based on the approximation. The resulting designed controller or observer is then also optimal when interconnected with the original complex system. Also conditions for a minimal reduction order for which solvability is kept invariant is provided. First results on model reduction for disturbance decoupling problems with partial measurements (DDPM) have been developed. (Chapter 5) • We considered the problem of model reduction for controlled systems in the class of L2 systems, where we need a measure of complexity of an L2 systems and a measure of distance between two L2 systems. Such a measure of complexity has been derived, and the gap has been used to define the distance between two systems. Computable error bounds for reduction of systems in the class of L2 systems have been developed. Given a complex L2 system and a desired approximation level, bounds on the approximation error can be computed in terms of the Hankel operators based on the original complex L2 system. (Chapter 5) Applications: • The model in the Active Human State Estimator (AHSE) has been developed in such a way that it has a low complexity and is suitable to be used in an estimator. The designed model consists of a complex passive model of the human kinematics, together with a control strategy that is responsible for the active (dynamic) muscular behavior. The developed model consists of a complex system and a control objective, hence the developed theoretical results of Chapter 3 have been brought in practice. We evaluated the proposed approach (reduction of controlled systems) with the classical reduce-then-optimize strategy for this application, where the latter approach resulted in a worse performance. (Chapter 6)
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Research goals



In Chapter 1, three global research goals for the design of low order controllers for complex dynamical systems have been proposed. Here, we recap these global goals and mention how the developed results have resulted in the fact that the goals are (partially) fulfilled: The development of novel methodologies that can reduce complexity of models where control relevant information is not lost during approximation. We have proposed two different strategies resulting in the synthesis of low-order controllers and observers, which both result in the desired closed-loop performance. Considering this research goal, Strategy II exactly fits this because it has been used to reduce complexity of model while keeping into account desired information that is required to design a controller or observer afterwards. In Strategy I, we are not in the stage of research yet to be able to give conditions on the complexity of the controller based on an approximated controlled system. This is because of (1) we do not have reduction strategies for controlled systems that keep solvability of the controller synthesis problem invariant, and (2) we did not investigate the level of complexity of the resulting controller, based on the complexity levels of the plant and controlled system, yet. Convert the results from theory into computational algorithms which are suitable to apply to complex systems. Therefore, not only consider (relatively) small class-room examples. In this thesis, we tried to explain all theoretical results by using simple examples that provide more insight. However, we also did consider the fact that larger problems should be able to use the results. In Chapter 3, we did this by using the larger example of a binary distillation column. We also took an application from a project at TNO Integrated Vehicle Safety in Chapter 6 which has a higher level of complexity. Unfortunately, we did not consider real complex systems as they are occurring in e.g. finite element simulations yet. In this thesis, we tried to develop algorithms that can deal with a high complexity of the dynamical systems. The algorithms developed are based on state space computations, which are more suitable than e.g. the existing algorithms for controller synthesis based on polynomial matrices for complex dynamical systems. Apply the developed algorithms to a complex process taken from a real test-case in industry. As mentioned in the previous goal, we have applied some of the results to a test-case from industry (namely the results presented in Chapter 6). This example is however still lacking the high complexity as it exists in problems from finite element simulations. Therefore, this goal is not completely fulfilled yet.
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Recommendations



As a result on the previous subsection on the research goals that have been stated in the beginning of this thesis, we can make the following recommendation for future research. • In this thesis, we developed an algorithm for the problem of elimination of latent variables that makes use of state space representations. Elimination is one of the steps that needs to be performed in the algorithm that solves the controller synthesis problem. Since this latter algorithm is making use of rational operators, we would like to suggest to convert this into an algorithm using state space representations only. In such a way, the algorithms can be applied to systems that have higher complexities, and will increase reliability and efficiency. • The results presented in Chapter 3 (defining representations for controlled systems) should be applied to an enlarged scope of applications as e.g. computational fluid dynamics (CFD) problem that make use of finite element methods. Recently some progress has been made on the application of these results on problems considering the heat equation and the Navier-Stokes equations, however more research should be done in this direction. • The reduction of controlled systems in Strategy I does still not guarantee solvability of the controller synthesis problem afterwards. This is however required to synthesize a controller that fulfills the desired controlled behavior in Strategy I afterwards. Therefore, the research on reduction of controlled systems should be continued in future. • Complexity of the controllers resulting from the controller synthesis problem have not been considered at this phase yet. More investigations should be done on the question what the order of the controller, resulting from the controller synthesis problem, will be based on the controlled system and the plant. • In Strategy I, we assumed that we want to solve the controlled synthesis problem in such a way that the resulting controller interconnected with the plant results in the exact controlled representation that is desired. This might be too strict, hence there might exist a controller that would not be able to fulfill this condition exactly, but after interconnection with the plant results in almost the desired controlled behavior. Therefore, we might not want to solve the exact controller synthesis problem as addressed here, but have to do research on the approximately implementability problem, which is not solved in this thesis. • The provided conditions on model reduction that keeps solvability of DDPM invariant are still not necessary and sufficient. Further research is necessary on this problem. • In the part on control relevant model order reduction, as given in Strategy II, we consider the problems where the influence of disturbance is completely sup-
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pressed on specific outputs of the system. Future research may consider to extend these results to problems where the disturbance is almost suppressed on these outputs, which are known as the almost disturbance decoupling problems (ADDP). In future, reduction strategies have to be developed that keep the solvability of problems as ADDP invariant. • Continuing the line of reasoning in the previous item, one might think of extending the results on control relevant model reduction strategies to these that keep solvability of classical control strategies invariant. One might consider to keep properties for LQ or H∞ control invariant after the reduction, such that we can still design an optimal LQ or H∞ controller for complex systems, however which is synthesized based on the approximation. • Further research should be done on model reduction for parametrized systems, as we also have encountered in the model used in the active human state estimator where the controller was depending on the awareness level of the driver as parameter.
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A Proofs A.1



Lemmas for proofs



We start this appendix with two lemmas that prove useful in various proofs for theorems in Chapter 2 and Chapter 4. − Lemma A.1.1. Let P ∈ RH∞ , k ≥ 0 and α > 0. Then,



{w ∈ H2+ | P w ∈ H2− } = {w ∈ H2+ | Moreover, let z ∈ L2 . Then



1 z (s−α)k



1 (s−α)k



P w ∈ H2− }.



∈ H2− if and only if z ∈ H2− .



Proof. For the first claim, we first verify the inclusion (⊆). Let w ∈ H2+ be such that z := P w ∈ 1 − H2− . Since k ≥ 0 and α > 0, we have that (s−α) k ∈ RH∞ . Hence, by Lemma 2.1.3, zˆ :=



1 z (s−α)k



that zˆ :=



∈ H2− , which yields that



1 (s−α)k



1 (s−α)k



P w ∈ H2− . To verify (⊇), take w ∈ H2+ such



P w ∈ H2− . By Lemma 2.1.3, we have that z := P w ∈ L2 . Decompose z



as z = z− + z+ with z− = Π− z ∈ H2− and z+ = Π+ z ∈ H2+ . Substitution in the expression 1 for zˆ = (s−α) k z shows that 1 z (s−α)k +



= zˆ −



1 z (s−α)k −



∈ H2− .



(A.1)



We claim that z+ is analytic in C. To show this, first note that z+ is analytic in C+ , since z+ ∈ H2+ . Also, z+ is analytic in C0 , since z+ = z − z− ∈ L2 . Now, suppose z+ is not analytic in a point s0 ∈ C− . Then, lims→s0 z+ (s) = ∞ and so there exists m > 0 such that
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z+ (s) =



1 z ′ (s) (s−s0 )m +



with z+′ (s) analytic in s0 . Then, for k ≥ 0 and α > 0,



lim 1 k z+ (s) s→s0 (s−α) which shows that



1 1 ′ k m z (s) s→s0 (s−α) (s−s0 ) +



= lim



1 z (s) (s−α)k +



=



1 z ′ (s ) lim 1 (s0 −α)k + 0 s→s0 (s−s0 )m



= ∞,



is not analytic in s0 ∈ C− . This contradicts (A.1). Conclude



that z+ is analytic in C. Since z+ is bounded (z+ ∈ H2+ ) and analytic in C, application of Liouville’s boundedness theorem proves that z+ is a constant function. Since z+ ∈ H2+ , it follows that z+ = 0. Consequently, P w = z = z− + z+ = z− ∈ H2− , which proves (⊇). This completes the proof. The second claim is immediate from the (⊇)-part of this proof. Lemma A.1.2. The system x˙ = Ax + Bd, z = C x + Dd has transfer function T (s) = C(sI − A)−1 B + D = 0 if and only if there exists an A invariant subspace L ⊂ X such that im B ⊂ L ⊂ ker C and D = 0.



A.2



Proofs of Chapter 2



Proof of Lemma 2.1.1 + + + + To prove that RH∞,∗ = RH∞ + R[s], we first show that RH∞,∗ ⊇ RH∞ + R[s]. Take 1 + arbitrary f1 ∈ RH∞ and f2 ∈ R[s]. Let k ≥ degree(det f2 ) and α < 0. Then (s−α) k ∈



+ RH∞ and



1 (f (s−α)k 1



+ f2 ) =



1 1 + f + (s−α) k f 2 ∈ RH∞ (s−α)k 1 | {z } ∈RH+ ∞



+ which, by (2.2), shows that ( f1 + f2 ) ∈ RH∞,∗ .



+ To verify the converse inclusion, let f ∈ RH∞,∗ . Following (2.2), f is a rational func+ tion that is analytic in C with possible poles at infinity. Let f = N (s)D(s)−1 , with N , D ∈ R[s] be a right-coprime polynomial factorization of f . By the analyticity of f , det(D(λ)) 6= 0, ∀λ ∈ C+ . Moreover, there exist polynomials Q, R ∈ R[s] such that N (s) = Q(s)D(s)+R(s) and R(s)D(s)−1 is strictly proper [66]. Hence, f = N (s)D(s)−1 = Q(s) + R(s)D(s)−1 is a sum of a polynomial and a strictly proper rational function with + poles in C− , i.e., f = f1 + f2 with f1 ∈ RH∞ , f2 ∈ R[s]. This completes the proof. ƒ



A.3



Proofs of Chapter 3



Proof of Theorem 3.3.2 The system (3.9) generates all candidate local minimums for the LQ cost criterion. Because of the two-point boundary conditions, this solution is unique. Since J is a convex
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function, u∗ is not only a local minimum, but the global minimum. This completes the proof. ƒ Proof of Theorem 3.3.5 According to the KKT conditions, we have that (u∗ , d ∗ ) is a candidate extremal of Jγ . We know that Jγ (u∗ , d) is concave for any d ∈ L2 (T; Rd ) and that Jγ (u, d ∗ ) is convex for any u ∈ L2 (T; Ru ) since R ≻ 0 and Q  0. Hence Jγ (u∗ , d) ≤ J)γ (u∗ , d ∗ ) ≤ Jγ (u, d ∗ ) for any pair (u, d) ∈ L2 (T; Ru+d ), which completes the proof. ƒ Proof of Theorem 3.3.6 With the third condition, we have that k yk2 = kC x + Duk2 = x ⊤Q x + u⊤ Ru. Given the two-point boundary conditions and the second condition, we have that (x ∗ , λ∗ ) = (0, 0) is a unique solution, hence J(u∗ , d ∗ ) = 0. We then have that: Jγ (u∗ , d) ≤ Jγ (u∗ , d ∗ ) = 0,



∀d ∈ L2 (T; Rd ),



where the use of the first condition results in: Z t1 t0



k yk2 − γ2 kdk2 dt ≤ 0,



with the system dynamics  + Bu∗ + Gd,  x˙ = Ac ™ ™ – – 0 Q1/2 y = u∗ , x+ R1/2 0



x(0) = 0.



This implies that k yk22 ≤ γ2 kdk22 for all d ∈ L2 (T; Rd ), hence have the case that Γ(u∗ ) := sup



k yk22 d∈L2 kdk2 2



k yk22 kdk22



≤ γ for all d. We then



≤ γ which completes the proof.



ƒ



Proof of Theorem 3.4.7 To proof 1., a completion of the squares argument is used to show that: ⊤ ⊤ −1/2 Jγ (α, ν, ξ0 ) = ξ0 Pξ⊤ − α(DD⊤ )1/2 k2 − kξγ−1 P H ⊤ − γνk2 , 0 + kξP C (DD )



where P = P ⊤ satisfies the Riccati equation for H∞ filter problems: ˙ (t). AP(t) + P(t)A⊤ − P(t)[C ⊤ (DD⊤ )−1 C − γ−2 H ⊤ H]P(t) + BB ⊤ = − P This implies that the responses: α∗ = ξP C ⊤ (DD⊤ )−1 ,



and ν ∗ = γ−2 ξP H ⊤ ,



(A.2)
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define a Nash equilibrium of the differential game problem. Moreover, a solution of the max-min problem is given by the output α∗ = α∗ (ν) of the system: ¨



ξ˙ = ξ(A − P C ⊤ (DD⊤)−1 C) + ν H, α∗ = ξP C ⊤ (DD⊤)−1 ,



where (A.2) implies σ(A − P C ⊤ (DD⊤ )−1 C) ⊂ C− . By [41]: ∗ ρH = He(A−P C ∞



⊤



(DD⊤ )−1 C)t



P C ⊤,



∗ so conclude that indeed ρH = α∗ (δ) as desired. ∞



To prove 2., observe that: α∗ (ν) = ν ∗ He(A−P C



⊤



(DD⊤ )−1 C)t



∗ . P C ⊤ = ν ∗ ρH ∞



ƒ



A.4



Proofs of Chapter 4



Proof of Lemma 4.3.2 To prove linearity, let w1 , w2 ∈ B+ . For λ1 , λ2 ∈ R, we have to verify whether w := λ1 w1 + λ2 w2 ∈ B+ . This is indeed the case because P w = λ1 P w1 + λ2 P w2 ∈ H2− . To prove left invariance of B+ , we need to show that for all τ ≤ 0 and w ∈ B+ , στ w ∈ B+ holds. For all τ ≤ 0 we have that P(s)(στ w)(s) = e−sτ P(s)w(s) − P(s)e−sτ



−τ R



−st ˆ w(t)e dt.



0



Since w ∈ B+ we have P(s)w(s) ∈ H2− and therefore also e−sτ P(s)w(s) ∈ H2− for τ ≤ 0. Moreover, with a change of variables u := t + τ, we infer e−sτ



−τ R



−st ˆ w(t)e dt =



0



R0 τ



ˆ − τ)e−su du = w(u



R0



−∞



ˆ − τ)e−su du ∈ H2− , w(u



R −τ −st ˆ ˆ − τ) ∈ L2− , for τ ≤ 0. Hence, P(s)e−sτ 0 w(t)e dt ∈ H2− . Consequently, as w(• − P(s)(στ w)(s) ∈ H2 for τ ≤ 0. The proofs for B and B− are similar and omitted in this appendix. ƒ Proof of Theorem 4.3.4 Inclusions of behaviors: We prove the three statements on inclusions of behaviors through the following items:
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• (B2 ⊂ B1 ⇐= ∃F ∈ RL∞,∗ such that P = FQ): − Let B1 and B2 be represented by P, Q ∈ RH∞ . Suppose that P = FQ with F ∈ RL∞,∗ . Let w ∈ B2 . Then v := Qw = 0 and we infer that P w = FQw = F v = 0. Therefore w ∈ B1 . Since w ∈ B2 is arbitrary, we conclude that B2 ⊂ B1 .



− • (B2,+ ⊂ B1,+ ⇐= ∃F ∈ RH∞,∗ such that P = FQ): − Let B1,+ and B2,+ be represented by P, Q ∈ RH∞ as in (4.3b). Suppose that − P = FQ with F ∈ RH∞,∗ . Take w ∈ B2,+ and define v := Qw. Then, by definition of B2,+ , we have that v ∈ H2− . We infer that z := P w = FQw = F v, where we observe that z ∈ L2 since P : H2+ → L2 . From (2.2) it follows that ∃k ≥ 0 and 1 1 1 − − ∃α > 0 such that (s−α) k F (s) ∈ RH∞ . Hence f := (s−α)k F v = (s−α)k z ∈ H2 . Apply



Lemma A.1.1 to infer that z ∈ H2− . Hence, z = P w ∈ H2− , which shows that w ∈ B1,+ . Since w ∈ B2,+ was arbitrary, we infer B2,+ ⊂ B1,+ .



• (B2,− ⊂ B1,− ⇐= ∃F ∈ RL∞,∗ such that P = FQ): This proof is omitted, since it is similar to the proof of the first item.



− To prove the converse implications, recall that any full rowrank P ∈ RH∞ admits an outer/co-inner factorization [17]:



P = Po Pci , − − where Po ∈ RH∞ (square) is outer and Pci ∈ RH∞ (square or wide) is co-inner. Thus, ∗ ∗ Pci is inner and Pci Pci = I. Since Po is outer, its inverse Po−1 exists and is analytic in C− − [17]. Therefore, we have that Po−1 ∈ RH∞,∗ .



• (B2 ⊂ B1 =⇒ ∃F ∈ RL∞,∗ such that P = FQ): − Suppose that B1 and B2 are represented by P, Q ∈ RH∞ , respectively Then:



B2 = {w ∈ L2 | Qw = 0} = {w ∈ L2 | Q o Q ci w = 0} = {w ∈ L2 | Q ci w = 0} = {w ∈ L2 | 〈Q ci w, v〉L2 = 0, ∀v ∈ L2 }



= {w ∈ L2 | 〈w, Q∗ci v〉L2 = 0, ∀v ∈ L2 } = (Q∗ci L2 )⊥ .



Similarly, without using the factorization, we obtain that B1 = (P ∗ L2 )⊥ . If B2 ⊂ B1 then also B1⊥ ⊂ B2⊥ , and so ((P ∗ L2 )⊥ )⊥ ⊂ ((Q∗ci L2 )⊥ )⊥ .



Equivalently,



€ Š  closure P ∗ L2 ⊂ closure Q∗ci L2 .



(A.3)



The Beurling Lax theorem (see the proof of Theorem 12.6 in [18, Chapter 2]) states that, if M = qH for some inner function q and Hilbert space H, then M is a closed invariant subspace of H. Applying this to (A.3) gives: € Š  (A.4) P ∗ L2 ⊂ closure P ∗ L2 ⊂ closure Q∗ci L2 = Q∗ci L2 .
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PROOFS Now, we use a more general result for bounded operators A and B in Hilbert spaces (Theorem 7.1 in [18]), which states that im A ⊂ im B if and only if A = BC for some bounded operator C. More explicitly, as in the proof of Theorem 7.1 of [18], define B0 := Q∗ci |(ker Q∗ci )⊥ . Then B0 is an injective mapping from (ker Q∗ci )⊥ → Q∗ci L2 . Moreover, B0−1 exists as a closed operator mapping Q∗ci L2 into (ker Q∗ci )⊥ . Since im P ∗ ⊂ im Q∗ci , the operator C := B0−1 P ∗ is a closed mapping from L2 to (ker Q∗ci )⊥ and belongs to RL∞ . Now, Q∗ci C = Q∗ci B0−1 P ∗ = B0 B0−1 P ∗ = P ∗ . Consequently, by taking adjoints it follows that P = C ∗Q ci . Let F := C ∗Q−1 o . ∗ −1 − Since C ∈ RL∞ and Q o ∈ RH∞,∗ , we have that F ∈ RL∞,∗ . Moreover, FQ = ∗ −1 C ∗Q−1 o Q = C Q o Q o Q ci = P, which completes the proof.



− • (B2,+ ⊂ B1,+ =⇒ ∃F ∈ RH∞,∗ such that P = FQ): This proof goes in a similar manner as the one in the previous item. However, we will make use of Lemma A.1.1 and claim that there exist k ≥ 0 and α > 0 such that



B2,+ = {w ∈ H2+ | Qw =: z ∈ H2− } = {w ∈ H2+ |



= {w ∈ H2+ |



= {w ∈ H2+ |



1 1 − Qw = (s−α) k z ∈ H2 } (s−α)k 1 1 − Q Q w = (s−α) k z ∈ H2 } (s−α)k o ci 1 1 −1 ˆ∈ Q w = (s−α) k Q o z =: z (s−α)k ci



H2− }.



Indeed, since Q−1 o ∈ RH∞,∗ , the definition in (2.2) implies that there exist k ≥ 0 1 −1 − and α > 0 such that (s−α) ∈ RH∞ . For this choice of k and α it follows that k Qo zˆ :=



1 Q−1 z (s−α)k o



∈ H2− . Using this, and applying Lemma A.1.1 again, we obtain: 1 Q w = zˆ ∈ (s−α)k ci | Q ci w ∈ H2− } | 〈w, Q∗ci v〉H+2 = 0,



B2,+ = {w ∈ H2+ | = {w ∈ H2+



= {w ∈ H2+



= (Q∗ci H2+ )⊥ ,



H2− } ∀v ∈ H2+ }



which represents B2,+ as the orthogonal complement of the image of an inner rational operator. This implies that the closure in (A.4) also vanishes in this case. Again applying Theorem 7.1 of [18], it follows that the bounded operator + C : H2+ → H2+ defined in the previous item belongs to RH∞ . This implies F = ∗ −1 − C Q o ∈ RH∞,∗ and satisfies FQ = P as in the previous item.
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• (B2,− ⊂ B1,− =⇒ ∃F ∈ RL∞,∗ such that P = FQ): This proof is omitted here, since it is similar to the proof of the last two implica− tions. Here we will obtain that C ∈ RH∞ , resulting that F ∈ RL∞,∗ . Equality of behaviors: We only show the proof for the equivalence B1,+ = B2,+ , which will be used in Section 4.4. With this proof, one can easily verify the other two equivalence conditions. − Let B1,+ and B2,+ be represented by full row rank operators P, Q ∈ RH∞ . Using the pre− vious inclusion relations, we have that B1,+ = B2,+ if and only if there exist F1 ∈ RH∞,∗ − and F2 ∈ RH∞,∗ such that P = F1Q and Q = F2 P. A direct substitution then gives that P = F1 F2Q and Q = F2 F1 P. If P and Q have full row rank, it follows that F1 = F2−1 − which shows that both F1 and F2 belong to UH∞,∗ . This completes the proof.



Using co-inner operators Q and P: One can observe in the proof of the inclusions that when Q is co-inner, no outer/coinner factorization has to be applied. In this case, we can verify whether im P ∗ ⊂ im Q∗  ∗ ∗ directly (since closure Q L2 = Q L2 ), and we obtain F := C ∈ RL∞ as a bounded operator. For the case that also P is co-inner, equivalence of B1 = B2 holds when there exist F1 , F2 ∈ RL∞ . Since we have shown that F1 = F2−1 , we know that F1 , F2 ∈ UL∞ . Similar results can be obtained for the H2+ and H2− behaviors. ƒ Proof of Theorem 4.3.10 We only show the second equivalence for systems in L+ as the proofs in the other cases − are similar. To show this, let U ∈ UH∞,∗ be such that U P2 =







P12 0







where P12 has full row rank. Define the decomposition 



(A.5)



Bfull,+ = {(w, ℓ) ∈ H2+ | P11 w + P12 ℓ ∈ H2− and P21 w ∈ H2− }



(A.6)



 P ˜ P := U[P1 P2 ] = 11 P21



P12 0



Then, by Theorem 4.3.4,



1 2 ∩ Bfull,+ , where It follows that Bfull,+ = Bfull,+ 1 Bfull,+ = {(w, ℓ) ∈ H2+ | P11 w + P12 ℓ ∈ H2− },



2 = {(w, ℓ) ∈ H2+ | P21 w ∈ H2− }. Bfull,+
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1 1 2 Let Bmanifest,+ be the manifest behavior associated with Bfull,+ and let Bmanifest,+ denote 2 the manifest behavior associated with Bfull,+ .



(⇒): 1 Suppose that the system is ℓ-eliminable. First consider Bfull,+ . We first prove that + 1 Bmanifest,+ = H2 . To see this, let p1 = p(ker+ Π+ [P11 P12 ]) be the output cardinality 1 of Bfull,+ , and denote by m1 = m(ker+ Π+ [P11 P12 ]) = dim(w) + dim(ℓ) − p1 the input 1 cardinality of Bfull,+ . Since both P12 and [P11 P12 ] have full row rank, it follows that 1 p1 = rowrank(P12 ). This implies that the variables (w, ℓ) in Bfull,+ admit a partitioning as     w w   =  ℓ′  , ℓ ℓ′′ where u = col(w, ℓ′ ) is an input variable (i.e., an unconstrained variable in H2+ ) and y = ℓ′′ an output variable. In particular, it follows that w ∈ H2+ is unconstrained in 1 1 Bfull,+ and therefore Bmanifest,+ = H2+ .



Second, we construct the mapping X in (4.5). Define, for any w ∈ H2+ , the set of latent 1 functions that are compatible with w as L(w) := {ℓ ∈ H2+ | (w, ℓ) ∈ Bfull,+ }. Clearly, L(w) is non-empty and it is easily seen that L(w) is an affine set for any w ∈ H2+ . 1 Indeed, if ℓ1 , ℓ2 ∈ L(w) and α ∈ R then (w, ℓi ) ∈ Bfull,+ for i = 1, 2 and, by linearity 1 of Bfull , also α(w, ℓ1 ) + (1 − α)(w, ℓ2 ) = (w, αℓ1 + (1 − α)ℓ2 ) ∈ Bfull,+ . This shows that αℓ1 + (1 − α)ℓ2 ∈ L(w). Any affine set can be written as



L(w) = L0 + X (w),



(A.7)



where L0 ⊆ H2+ and X : H2+ → H2+ is linear. Here, L0 does not depend on w and it follows that L0 = L(0). This implies that L0 = ker+ Π+ P12 . Without loss of generality, define X : H2+ → H2+ in such a manner that (A.7) holds where X (w) is orthogonal to L0 , i.e., 〈X (w), L0 〉 = 0. Suppose this is the case. We then claim that X is unique, linear and shift invariant. Linearity has already been shown. • Uniqueness follows from the observation that whenever X 1 and X 2 satisfy that 〈X 1 (w), L0 〉 = 0 and 〈X 2 (w), L0 〉 = 0 for all w ∈ Bmanifest then 〈X 1 (w)−X 2 (w), L0 〉 = 0. On the other hand, (A.7) implies that X 1 (w) − X 2 (w) ∈ L0 . But then X 1 (w) = X 2 (w) for all w ∈ Bmanifest .



• Shift invariance follows in a similar manner. Let ℓ ∈ L(w), τ ≤ 0. Then ℓ = ℓ′ + X (w) with ℓ′ ∈ L0 and consequently, στ ℓ = στ ℓ′ + στ X (w). Since Bfull is left invariant we infer that (στ w, στ ℓ) ∈ Bfull and therefore στ ℓ ∈ L(στ w) = L0 + X (στ w). It follows that στ ℓ = στ ℓ′ + X (στ w) and, using the uniqueness of X , we have that X commutes with στ for any τ ≤ 0.
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Since X : H2+ → H2+ is linear and shift invariant, it admits a representation as a mul+ tiplicative operator [X (w)](s) = X (s)w(s) where X ∈ H∞ is uniquely defined. See + Theorem 1.3 in [72]. It follows that, for any w ∈ H2 , the latent variable ℓ := X w is 1 compatible with w in the sense that (w, X w) ∈ Bfull,+ . In particular, R1 := P11 + P12 X satisfies R1 H2+ = (P11 + P12 X )H2+ ⊆ H2− , which proves that R1 = 0. + ∗ Since X ∈ H∞ and X H2+ is orthogonal to L0 = ker+ Π+ P12 , it follows that X = P12 Y for − + some Y ∈ H∞ . To prove that Y is rational, consider the Hankel operator ΓY : H2 → H2+ ∗ −1 defined as ΓY = Π+ Y . Because R1 = 0, rank(ΓY ) = dim(Π+ (P12 P12 ) P11 H2− ) which ∗ −1 is finite because (P12 P12 ) P11 is rational. By Kronecker’s theorem (Theorem 3.11 in + ∗ + [45]), Y will be rational. Hence, Y ∈ RH∞ and it follows that X = P12 Y ∈ RH∞ .



Third, note that the manifest behavior 1 2 Bmanifest,+ = Bmanifest,+ ∩ Bmanifest,+ . 1 1 Since Bmanifest,+ = H2+ , we infer that Bmanifest,+ = Bmanifest,+ = ker+ Π+ P21 . − Finally, we prove that Q ∈ RH∞ satisfies the rank conditions in Theorem 4.3.10. Since        I R1 ˜ I = P11 P12 = R := P , R2 P21 0 X X − with R1 = 0 and R2 = P21 , it is immediate that R ∈ RH∞ . Moreover it satisfies ˜ ) − rowrank(P12 ). In (A.5), we have P ˜ = U P, rowrank(R) = rowrank(R2 ) = rowrank( P −1 ˜ − −1 − hence P = U P ∈ RH∞ , which implies that Q = U R ∈ RH∞ . This also does not change the rank conditions, hence rowrank(Q) = p(Bfull,+ ) − rowrank(P2 ), which completes the proof.



(⇐): + − Suppose there exists X ∈ RH∞ such that Q ∈ RH∞ and that the given row rank condition is fulfilled. We will show that the manifest behavior is given by Bmanifest,+ = ker+ Π+ P21 . Take any w ∈ Bmanifest,+ . Let ℓ be such that (w, ℓ) ∈ Bfull,+ , which implies using (A.6) that P11 w + P12 ℓ ∈ H2− and P21 w ∈ H2− , so w ∈ ker+ Π+ P21 . Therefore, Bmanifest,+ ⊂ ker+ Π+ P21 . To prove the converse, we have to show that Bmanifest,+ ⊃ ker+ Π+ P21 . Take + w ∈ ker+ Π+ P21 and define ℓ := X w, with the given X ∈ RH∞ . We then claim that + (w, ℓ) ∈ Bfull,+ . Indeed, l = X w ∈ H2 and         I P + P12 X w P P12 P11 P12 w = 11 = 11 w = Qw. (A.8) P21 0 X P21 0 P21 ℓ
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We need to show that Qw ∈ H2− . Since the row rank of Q equals p(Bfull,+ )−rowrank(P2 ) − = rowrank(P21 ), there exists a U ∈ UH∞ such that 



P + P12 X UQ = U 11 P21











 0 = . P21



− Multiplication with elements in UH∞ does not change the behavior by Theorem 4.3.4, so from (A.8) we obtain     P + P12 X 0 UQw = U 11 w= w ∈ H2− , P21 P21



hence Qw ∈ H2− . Therefore we have Bmanifest,+ ⊃ ker+ Π+ P21 and we have shown that Bmanifest,+ = ker+ Π+ P21 , which concludes the proof. ƒ Proof of Theorem 4.4.2 1. (⇒): − Suppose ΣC ∈ L+ implements K for P . Hence there exists a C ∈ RH∞ such that C = ker+ Π+ C. Then   = ker+ Π+ K = K. P ∩ C = ker+ (Π+ P) ∩ ker+ (Π+ C) = ker+ Π+ CP   We can choose C such that CP has full row rank. Then by applying — ” UTheo  − rem 4.3.4, there exists a U ∈ UH∞,∗ such that CP = U K. Let U = U12 be   − . Since partitioned according to CP . Consequently, P = U1 K with U1 ∈ RH∞,∗ U is a unitary function, U1 is outer. Set X = U1 to infer the implication. (⇐): − Let an outer X ∈ RH∞,∗ be such that P = X K. Since X is outer, there exists a U ∈



− − . Define W := [0 I] and UH∞,∗ such that X := X U = [X 1 0] where X 1 ∈ UH∞,∗ h i − X . Obviously, Λ ∈ UH∞,∗ . Define Λ := ΛU −1 and W := W U −1 . consider Λ := W − − Since Λ and U are elements in UH∞,∗ , also Λ ∈ UH∞,∗ . By Theorem 4.3.4,



K = ker+ Π+ K = ker+ Π+ ΛK = ker+ Π+



X W



K = ker+ Π+



”



P C0



—



,



− where we defined C0 := W K. Note that C0 ∈ RH∞,∗ . Using the definition of 1 − − RH∞,∗ , we know that ∃α > 0 and ∃k ≥ 0 such that C := (s−α) k C0 ∈ RH∞ . Applying Lemma A.1.1 results in



{w ∈ H2+ | C0 w ∈ H2− } = {w ∈ H2+ | C w ∈ H2− }. The proof is then completed by setting C = ker+ Π+ C that implements K for P by full interconnection.
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” — − − 2. Observe that U := QI1 Q02 belongs to UH∞,∗ for all Q 1 ∈ RH∞,∗ and Q 2 ∈ − UH∞,∗ . Then, using Theorem 4.3.4, we have ” —    P = ker+ Π+ QI1 Q02 K = ker+ Π+ CP C — —Š ” € ” P := ker Π+ CP˜ , = ker+ Π+ Q 1 P+Q 2W K



− − where Q 1 ∈ RH∞,∗ and Q 2 ∈ UH∞,∗ .



˜ with C˜ ∈ RH− . Since Q 1 and Q 2 We then have that ker+ Π+ C = ker+ Π+ C, ∞,∗ − parametrize all possible unitary operators in UH∞,∗ with the structure of U, − all possible functions C˜ ∈ RH∞,∗ can be parametrized by Q 1 P + Q 2 W K. Us− ing the definition of RH∞,∗ and Lemma A.1.1, ∃α > 0 and ∃k ≥ 0 such that 1 1 − ˜ C˜ ∈ RH∞ and that ker+ Π+ C = ker+ Π+ (s−α) k C. Hence, the set of con(s−α)k trollers is parametrized by Cpar as in (4.9). ƒ Proof of Theorem 4.4.6 (⇒): Suppose ΣC ∈ L+ implements the desired behavior K for Pfull . This means that



K = {w | ∃c for which (w, c) ∈ Pfull and c ∈ C }. In particular, any w ∈ K belongs to Pmanifest . Hence, K ⊂ Pmanifest . By Theorem 4.3.4, − there exists X ∈ RH∞,∗ such that Pman = X K. We need to verify whether X is outer. The full controlled behavior is given by:



Kfull = {(w, c) ∈ H2+ | (w, c) ∈ Pfull and c ∈ C }    w P1 P2 + ∈ H2− }. = {(w, c) ∈ H2 | 0 C c



(A.9)



From Definition 4.3.9, it follows that Kfull is c-eliminable since we have K = {w ∈ H2+ | − + K w ∈ H2− } = ker+ Π+ K, with K ∈ RH∞ . By Theorem 4.3.10, there exists X k ∈ RH∞ + − such that K = {w ∈ H2 | Qw ∈ H2 } with      I P P2 P + P2 X k − Q := 1 = 1 . ∈ RH∞ 0 C Xk CXk + It is assumed that Pfull is also c-eliminable. Hence, there exists X p ∈ RH∞ such that Pmanifest = ker+ Π+ Pman with   ” — I − Pman = P1 P2 . (A.10) = P1 + P2 X p ∈ RH∞ Xp



As shown, K ⊂ Pmanifest , so for any w ∈ K we can also use X k for the elimination of c in Pfull in (A.10) (with the restriction that w ∈ K). Thus, for all w ∈ K we have that
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(w, X k w) ∈ Pfull . Hence, there exists one mapping X˜ : w → c that eliminates c in Pfull as well as in Kfull by X˜ w := so



¨



X k w, ∀w ∈ K, X p w, ∀w ∈ K⊥ ∩ P ,



    P1 + P2 X˜ Pman ˜ Pman = P1 + P2 X and Q = := , Cman C X˜



where Pman can be chosen to have full row rank, and redundant rows in Cman can be eliminated such that Q has full row rank. For all w ∈ K we have that Qw ∈ H2− as well − as K w ∈ H2− . By Theorem 4.3.4, ∃U ∈ UH∞,∗ such that Q = U K, where we decompose ⊤ ⊤ ⊤ − − U = [X Y ] . Therefore, Pman = X K with X ∈ RH∞,∗ outer, since U ∈ UH∞,∗ . − We also need to show that K = Y P1 with Y ∈ RH∞,∗ outer. By linearity of the controller, 0 lies in C , so:



K0 := {w | (w, 0) ∈ Pfull and 0 ∈ C } ⊂ K. Now observe that K0 = ker+ Π+ P1 = N . Hence N ⊂ K, which implies that there exists − Y ∈ RH∞,∗ such that K = Y P1 . To verify the outer property, we introduce Nfull as: 



P  1 Nfull = {(w, c) ∈ H2+ |  0 0



 P2    w C ∈ H2− }, c ⊥ C



(A.11)



” — − where we define C ⊥ ∈ RH∞ such that CC⊥ has full rank. When C c ∈ H2− as well as C ⊥ c ∈ H2− , we indeed have that c = 0, which should be the case for the hidden behavior. Since there exists a rational representation for N , we know that we can eliminate c in − (A.11) and so by Theorem 4.3.10 ∃X n ∈ RH∞ such that N = ker+ Π+Q′ with 



P  1 Q′ :=  0 0



   P1 + P2 X n P2      I − C . =  C X n  ∈ RH∞ Xn ⊥ ⊥ C Xn C



As shown, N ⊂ K, hence we can also use X n to eliminate the variable c in (A.9) for all w ∈ N . Extension for w ∈ N ⊥ ∩ K yields in the mapping X˜ ′ , that can eliminate c in Nfull as well as in Kfull , that is given by:



so



¨



X n w, ∀w ∈ N , X k w, ∀w ∈ N ⊥ ∩ K,     P1 + P2 X˜ ′ K   ′ ′ ˜ C X , Q = = C ⊥ X˜ ′ C ⊥ X˜ ′



X˜ ′ w :=
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where again K is chosen to have full row rank, and redundant rows in C ⊥ X˜ ′ are removed to make Q′ full row rank. For all w ∈ N , we then have Q′ w ∈ H2− and − P1 w ∈ H2− , so using Theorem 4.3.4 ∃U ′ ∈ UH∞,∗ such that Q′ = U P1 . Decomposing U in [Y ⊤ Z ⊤ ]⊤ , we have K = Y P1 where Y is outer. This completes the proof. (⇐): − Let X , Y ∈ RH∞,∗ be outer functions such that K = X P1 and Pman = Y K. Since Y is



− outer, there exists a unitary function U ∈ UH∞,∗ such that Y := Y U = [Y1 0] where



− Y1 ∈ UH∞,∗ . As in the proof of Theorem 4.4.2, we define W := [0 I] and consider h i − Y Λ := W . Obviously, Λ ∈ UH∞,∗ . Define Λ := ΛU −1 and W := W U −1 . Since Λ and U



− are unitary operators, also Λ ∈ UH∞,∗ . Using Theorem 4.3.4, we have ”P —   K = ker+ Π+ K = ker+ Π+ ΛK = ker+ Π+ WY K = ker+ Π+ man , C



where we defined C := W K = W X P1 (using the condition K = X P1 ). Note that W X ∈ − − RH∞,∗ and hence C ∈ RH∞,∗ . This operator C represents the behavior of ΣC , however restricts the variable w instead of the variable c. This can be denoted by Cw = {w ∈ − , there ∃α > 0 and ∃k ≥ 0 such that H2+ | C w ∈ H2− }. From the definition of RH∞,∗ 1 − ˜ := W W X ∈ RH∞ . Then, given this α and k, we apply Lemma A.1.1 such that (s−α)k 1 ˜ Cw = ker+ Π+ C = ker+ Π+ W X P1 = ker+ Π+ (s−α) k W X P1 = ker+ Π+ W P1 .



Because col(w, c) ∈ Pfull , we have P1 w + P2 c ∈ H2− , hence P1 w = −P2 c + v with a possible non-zero v ∈ H2− . This results for all w ∈ H2+ in C w ∈ H2−



⇒



˜ P1 w = Π+ (−W ˜ P2 c + W ˜ v) = −Π+ W ˜ P2 c, 0 = Π+ C w = Π+ W



˜ v ∈ H− . Therefore, the behavior of the controller is given by because W 2



˜ P2 c ∈ H− } = ker+ Π+ (− 1 k W X P2 ) := ker+ Π+ C, C = {c ∈ H2+ | −W 2 (s−α)



˜ ∈ RH− . This implies that C ∈ RH− , which where α > 0 and k ≥ 0 such that W ∞ ∞ completes the proof. ƒ Proof of Lemma 4.5.5 For all nonsingular matrices S, T and for all matrices L, we have that   A B1 B2 C 0 0 represents Bℓ if and only if  −1 S (A + LC)S S −1 B1 TCS 0



S −1 B2 0







∗ represents Bℓ . Here, S = I, T = [T1⊤ T2⊤ ]⊤ and L the matrix that makes SCA (im B2 ) (A + LC)-invariant. ƒ
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Proof of Theorem 5.2.7 (1 ⇒ 2): By Lemma 5.2.6, solvability of DDP for ΣP implies ∃F such that (A + BF )V ∗ ⊂ V ∗ ⊂ ˆ+D ˆ Fˆ = HA|V ∗ + (H B + D) Fˆ = ker(H + DF ) and im G ⊂ V ∗ . Set Fˆ = F |V ∗ . Then, H ∗ ∗ ∗ ∗ ∗ ∗ H(A|V + BF |V ) + DF |V = H(A + BF )|V + DF |V ⊂ H V + DF V ∗ = (H + DF )V ∗ = 0, where we have used im H(A+BF )V ∗ ⊂ H V ∗ = 0. Then, the feedback u = Fˆ xˆ establishes ˆ+D ˆ Fˆ )ˆ ˆ+D ˆ Fˆ = 0. Moreover, since that z = (H x + Eˆ d = 0. Here, as we just proved, H ∗ ˆ im G ⊆ V we have that ΠL G = 0 from which we infer that E = 0. Hence, z = 0 and we ˆ P. conclude that DDP is solvable for Σ (2 ⇒ 1): ˆ P . Let Vˆ ∗ be the largest controlled invariant subspace in Suppose DDP is solvable for Σ ˆ P . Then, by Lemma 5.2.6, there exists Fˆ such that (Aˆ + B ˆ Fˆ )Vˆ ∗ ⊂ Vˆ ∗ ⊂ ker(H ˆ+D ˆ Fˆ ) Σ ∗ ˆ ˆ ˆ ˆ and im G ⊂ V for some F . Moreover, by Lemma 5.2.6, we know that E = 0. Redefine ˆ+D ˆ Fˆ = H(A + BF )|V ∗ + DF |V ∗ ⊂ Fˆ := F |V ∗ with F ∈ F (V ∗ ), so we observe that H ∗ ∗ ∗ H(A + BF )V + DF V ⊂ (H + DF )V = 0, where the last equality follows from the definition of V ∗ and the fact that F ∈ F (V ∗ ). Conclude that this Fˆ = F |V ∗ solves DPP ˆ P . To prove that DDP is solvable for ΣP observe that, by the previous construction, for Σ (A + BF )V ∗ ⊂ V ∗ ⊂ ker(H + DF ) and since Eˆ = 0 we have σmax (ΠL G) = 0 and so ΠL G = 0 implying that im G ⊂ V ∗ . By Lemma 5.2.6 we then have that DDP is solvable in ΣP . ƒ Proof of Theorem 5.2.17 (1 ⇒ 2): By Lemma 5.2.16, DDEP is solvable for ΣP with E = 0 and J = 0 implying that ∃L such that (A + LC)S ∗ ⊂ S ∗ ⊂ ker H and im G ⊂ S ∗ . Define ˆL = ΠS ∗ L and Sˆ∗ = ˆ P according to ΠS ∗ S ∗ . We have to verify three conditions for solvability of DDEP for Σ ˆ = H|S ∗ ⊂ H S ∗ = 0 hence ker H ˆ = Xˆ and thereLemma 5.2.16. First, we have that H ˆ Second, since im G ⊂ S ∗ , which implies that Eˆ = 0, we also have fore Sˆ∗ ⊂ ker H. ˆ in Σ ˆ ⊂ Sˆ∗ . Third, because ˆ P we have im G that im ΠS ∗ G ⊂ ΠS ∗ S ∗ . By definition of G S ∗ is conditioned invariant for ΣP we also have ΠS ∗ (A + LC)|S ∗ ΠS ∗ S ∗ ⊂ ΠS ∗ S ∗ hence ˆ Sˆ∗ ⊂ Sˆ∗ . This completes the proof that DDEP is solvable for Σ ˆ P. (Aˆ + ˆL C) (2 ⇒ 1): ˆ P . Let Sˆ∗ be the smallest conditioned invariant subspace Suppose DDEP is solvable for Σ ˆ Sˆ∗ ⊂ ˆ P . Then, by Lemma 5.2.16, there exists ˆL such that (Aˆ + ˆL C) associated with Σ ∗ ∗ ˆ ⊂ Sˆ and Eˆ = 0. Obviously, by definition of Σ ˆ im G ˆ P , we have that Sˆ ⊂ S ∗ . ker H, ∗ ∗ ∗ We claim that Sˆ = S . To see this, let L ∈ L(S ) and redefine ˆL as ˆL = ΠS ∗ L. We then have that Sˆ∗ is the smallest subspace Sˆ that satisfies the two inclusions (Aˆ + ˆ = im ΠS ∗ G ⊂ Sˆ. Since these inclusions hold ˆ Sˆ ⊂ ΠS ∗ (A + LC)|S ∗ Sˆ ⊂ Sˆ and im G ˆL C) ∗ ∗ ˆ for S = S and S is the smallest subspace that satisfies these two inclusions, we infer
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ˆ = ker H|S ∗ , we also conclude that S ∗ ⊂ Sˆ∗ . It follows that Sˆ∗ = S ∗ . Since Sˆ∗ ⊂ ker H ∗ ∗ ∗ ∗ ˆ that H S = H|S ∗ S = H|S ∗ S = 0, i.e. S ⊂ ker H. Moreover, since Eˆ = 0, we have that im G ⊂ S ∗ so that (A + LC)S ∗ ⊂ S ∗ ⊂ ker H and im G ⊂ S ∗ . By Lemma 5.2.16, this implies that DDEP is solvable. ƒ Proof of Theorem 5.2.25 In this proof, we make use of the result of Theorem 5.2.19. ˆ′+D ˆ ′ Fˆ ′ = (H + DF )(A+ BF )|V ∗ ⊂ ˆ V ∗ . Set Fˆ ′ := F |V ∗ with F ∈ F (V ∗ ). Then, H Consider Σ ∗ ∗ ∗ (H + DF )V = 0, because V is (A, B) invariant and V ⊂ ker(H + DF ). Since the largest ˆ ′ ) invariant subspace of Xˆ ′ has to fulfill Vˆ ′∗ ⊂ ker(H ˆ′ + D ˆ ′ Fˆ ′ ), we obtain Vˆ ∗ = Xˆ ′ . (Aˆ′ , B ′ ′ ′∗ ˆ ˆ By definition, the smallest (Cˆ , Aˆ ) invariant subspace S ⊂ X ′ , implying that DDPM is ˆ V∗ . solvable for Σ ˆ ′′ + ˆL ′′ Jˆ′′ = ΠS ∗⊥ (A+ LC)(G + LJ) ⊂ ˆ S ∗⊥ , set ˆL ′′ := ΠS ∗⊥ L, with L ∈ L(S ∗ ). Then G For Σ ∗ ∗ ′′ ˆ + ˆL ′′ Jˆ′′ ) = 0. So, the smallest (Cˆ ′′ , Aˆ′′ ) ΠS ∗⊥ (A + LC)S ⊂ ΠS ∗⊥ S = {0}, hence im(G invariant subspace Sˆ′′∗ = {0}, and therefore, by definition, Sˆ′′∗ ⊂ Vˆ ′′∗ , which completes the proof. ƒ Proof of Theorem 5.2.26 The only if part of the claim is trivial. To prove the if part, suppose Eˆ = 0 and define ˆ Fˆ , Q = − ˆL , Fˆ = F |L and ˆL = ΠL L. Introduce the controller (5.13) with P = Aˆ + ˆL Cˆ + B ˆ L with this controller is described by the R = Fˆ and S = 0. The interconnection of Σ state space system        ˆe ˆe ΠL (A + LC)|L 0 ΠL (A + LC)(G + LJ) = + d −ΠL BF |L ΠL (A + BF )|L xˆ ΠL A(G + LJ) dt xˆ   — ˆe ” + Eˆ d z = −(H + DF )BF |L (H + DF )(A + BF )|L xˆ d



where we introduced ˆe = xˆ − w with w the controller state. Substituting the definitions of the matrices of the reduced order system and using the fact that L = S ∗⊥ ∩ V ∗ , we infer that ΠL (A + LC)(G + LJ) ⊂ ΠL (A + LC)S ∗ ⊂ ΠL S ∗ = 0. It follows that the evolution of ˆe will not depend on the disturbance d. In addition, since (H + BF )(A + BF )|L ⊂ (H + DF )(A + BF )V ∗ ⊂ (H + DF )V ∗ = 0 and Eˆ = 0 it follows that the output z = −(H + DF )BF |L ˆe which, when combined with the previous observation, shows that the output z will not depend on the disturbance d. This controller therefore achieves disturbance decoupling. ƒ Proof of Theorem 5.2.27 i. Suppose that DDPM is solvable for ΣP . Then, by Theorem 5.2.19, there exists L ∈ L(S ∗ ) such that im(G+ LJ) ⊂ S ∗ . For any such L we have that Eˆ = kΠS ∗⊥ (G+ LJ)kI = 0
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since ΠS ⊥ (G + LJ) = 0. Now apply Theorem 5.2.26 to infer that DDPM is solvable for ΣˆL . ˆ L . From Theorem 5.2.26 we know that Eˆ = 0 ii. Suppose that DDPM is solvable for Σ hence im(G + LJ) ⊂ S ∗ . Consider the controller (5.13) with P = A + LC + BF , Q = −L, R = F and S = 0. Interconnection with Σ yields:        e A + LC 0 e G + LJ = + d, −BF A + BF x G dt x   ” — e z = −DF H + DF . x d



Define Le := S ∗ ⊕ V ∗ . Since under the and — the — ” ” conditions — + — that ” im(G ” fact  given  G+LJ ∗ A+LC 0 S∗ S∗ S∗ ⊂ V ∗ and LJ) ⊂ S , one can see that im( G ) ⊂ V ∗ , −BF A+BF V∗ ” ∗— ” — S [ −DF H+DF ] V = 0. By Lemma 5.2.21, with Ke = QS RP , we have that Σ is DDPM ∗ solvable. ƒ Proof of Theorem 5.3.3 First two observations:  i. B ∗⊥ = closure Π+ P ∗ L2 . This claim follows from



B ∗ = ker P = {w ∈ H2+ | P w = 0 ∈ L2 } = {w ∈ H2+ | 〈P w, v〉L2 = 0, ∀v ∈ L2 }



= {w ∈ H2+ | 〈w, P ∗ v〉L2 = 0, ∀v ∈ L2 }



= {w ∈ H2+ | 〈w, Π+ P ∗ v〉H+2 = 0, ∀v ∈ L2 }



= {w ∈ H2+ | w ⊥ Π+ P ∗ v, ∀v ∈ L2 }  ⊥   ⊥ = Π + P ∗ L2 . = closure Π+ P ∗ L2 € Š ii. B ⊥ = closure P ∗ H2+ . This follows from



B = {w ∈ H2+ | P w ∈ H2− } = {w ∈ H2+ | 〈P w, v〉L2 = 0, ∀v ∈ H2+ }



= {w ∈ H2+ | 〈w, P ∗ v〉H+2 = 0, ∀v ∈ H2+ } ” —⊥  ” —⊥ = P ∗ H2+ . = closure P ∗ H2+



To prove the claims, we first prove that



B ∩ B ∗⊥ = Π+ P ∗ H2− , − whenever B = ker Π+ P ∈ B with P co-inner in RH∞ .



(A.12)
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To prove (A.12), let w ∈ Π+ P ∗ H2− . Then, obviously, w ∈ Π+ P ∗ L2 = B ∗⊥ (by i.) and we can write w = Π+ P ∗ v for some v ∈ H2− . Let u := P ∗ v. Then u can be decomposed as u = u− + u+ , where u− ∈ H2− and u+ ∈ H2+ . Clearly, w = u+ = u − u− = P ∗ v − u− , and we get that P w = P(P ∗ v − u− ) = P P ∗ v − Pu− = v − Pu− which belongs to H2− − since v ∈ H2− and P ∈ RH∞ maps H2− to elements in H2− . (Note that we used that P is co-inner). Conclude that P w ∈ H2− or, phrased differently, Π+ P w = 0, i.e. w ∈ B . This shows that w ∈ B ∩ B ∗⊥ and since w ∈ Π+ P ∗ H2− is arbitrary, we establish that



B ∩ B ∗⊥ ⊇ Π+ P ∗ H2− . Now to prove the converse, let w ∈ B ∩ B ∗⊥ . Then, using i., w = Π+ P ∗ v for some v ∈ L2 . Now decompose v according to v = v− + v+ with v− ∈ H2− and v+ ∈ H2+ . We complete the proof if we can show that v+ = 0. Therefore, suppose that v+ 6= 0. Then, w = Π+ P ∗ v− + Π+ P ∗ v+ . | {z } | {z } w1



(A.13)



w2



Since w2 = Π+ P ∗ v+ ⊆ Π+ P ∗ H2+ = B ⊥ (by ii.), we infer that w2 ∈ B ⊥ . As w ∈ B , we conclude that w2 = 0. Conclude that v+ = 0 (or can be chosen to be 0) in (A.13). Hence, w = w1 = Π+ P+∗ v− for some v− ∈ H2− , i.e.



B ∩ B ∗⊥ ⊆ Π+ P ∗ H2− . Thus, B ∩ B ∗⊥ is the image of the Hankel operator Γ P ∗ : H2− → H2+ , which is defined by + Γ+ = Π+ P ∗ Π− . Since P ∗ ∈ RH∞ is rational, hence the image of the Hankel is finite P∗ dimensional. Lastly, B = B ∩ (B ∗ ⊕ B ∗⊥ ) = (B ∩ B ∗⊥ ) ⊕ (B ∩ B ∗ ) = (B ∩ B ∗⊥ ) ⊕ B ∗ , as B ∗ ⊂ B implies that B ∩ B ∗ = B ∗ . ƒ Proof of Theorem 5.3.5 As shown in the proof of Theorem 5.3.3, we have B ∩ B ∗⊥ = Π+ P ∗ H2− , which is the Hankel operator Γ+ mapping past inputs to future outputs. We know that the dimension P∗ ∗ of Π+ P Π− equals the rank of the Hankel operator Γ+ . Similarly, the Hankel operator P∗ Γ P : H2+ → H2− can be obtained, defined by Γ− P = Π− P, which has the same rank. It is then known that the rank of Γ+ ƒ P is equal to the McMillan degree of the operator P. Proof of Theorem 5.3.7 First we will show the condition for the lower bound γ− r . Let B r be the optimal approximation of order r when c(B ) = n and let γ r = δ(B , B r ). Assume that P and Pr are normalized co-prime kernels of B and B r , respectively.
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For any system, the Hankel norm is always smaller than the L∞ norm, e.g. k · kH = sup u−



k y+ k ku− k



≤



sup u=u− ∧ u+



k y+ k kuk



≤ sup u



k y+ ∧ y− k kuk



,



which equals the L∞ norm k·k∞ , where ∧ denotes the concatenation of two signals and the subscripts +,− denote L2+ and L2− signals respectively. We also have, as shown in the proof of Lemma 1 in [21], that kP ∗ P − Pr∗ Pr k∞ ≤ kP ∗ Π+ P − Pr∗ Π+ Pr k∞ = δ(B , B r ).



Combining this, we have that the Hankel norm of E r := P ∗ P − Pr∗ Pr is a lower bound + ∗ of γ− r . There is given that the rank of the Hankel operator with symbol P P (as Γ P ∗ P = ∗ ∗ Π+ P PΠ− ) is n and that the rank of the Hankel Pr Pr equals r. E r is the difference between them, which rank is never smaller then the (r + 1)st singular value of the Hankel operator associated with symbol P ∗ P. This is, by definition, equal to − ∗ γ− r := σ r+1 (P P),



which is the normal singular value of the Hankel operator Γ− = Π− P ∗ PΠ+ (or equivP∗ P + ∗ alently Γ P ∗ P = Π+ P PΠ− ). To show that the given upper bound γ+ r holds, we construct the optimal Hankel approximation of P ∗ , denoted as Nr∗ . Glover has shown in [22], that kP ∗ − Nr∗ k∞ ≤ γ+ r ,



∗ ∗ ∗ ∗ with γ+ r the sum of the last n − r Hankel singular values of P . Let Nr = Pr Q r be an ∗ ∗ ∗ −1 inner-outer factorization of Nr and define B r := ker Π+ Pr en Q 0 = [Q r ] . Then Pr + co-inner, Q∗0 ∈ H∞ and



γ r ≤ δ(B , B r ) = ∗inf + kP ∗ − Pr∗Q∗ k∞ ≤ kP ∗ − Pr∗Q∗0 k∞ = kP ∗ − Nr∗ k∞ ≤ γ+ r , Q ∈ H∞



where knowing that



P



σ− (P) =



P



σ− (P ∗ ) completes the proof for both bounds.



ƒ



Proof of Lemma 5.3.9 We have that P ∗ P = Pstab + Panti−stab . Then ∗ Γ− P ∗ P = Π− P PΠ+ = Π− (Pstab + Panti−stab )Π+ = Π− Panti−stab Π+ ,



since Π− Pstab Π+ L2 = Π− Pstab H2+ ⊂ Π− H2+ = 0, i.e. Π− Pstab Π+ = 0. Similar, we have that Γ+ = Π+ P ∗ PΠ− = Π+ (Pstab + Panti−stab )Π− = Π+ Pstab Π− , P∗ P since Π+ Panti−stab Π− L2 = Π+ Panti−stab H2− ⊂ Π+ H2− = 0, i.e. Π+ Panti−stab Π− = 0.
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Proof of Theorem 5.3.10 To proof the theorem, we have to show that σ− (Pstab ) = σ+ (Panti−stab ). We know that P ∗ P = (P ∗ P)∗ hence we also have that ∗ ∗ ˜anti−stab + P ˜stab . Pstab + Panti−stab = (Pstab + Panti−stab )∗ = Pstab + Panti−stab =: P



We know that Pstab = C− (sI − A− )−1 B− + D and Panti−stab = C+ (sI − A+ )−1 B+ + D. This symmetry property results in the fact that ∗ ∗ −1 ∗ ∗ ˜stab = P ∗ P anti−stab = B+ (sI + A+ ) C+ + D ,



˜stab ). which has to be equal to Pstab . Therefore, σ− (Pstab ) = σ− ( P ˜stab in (5.25a) yields Hence substitution of the system matrices of P ∗ = 0 and (−A∗+ )P + P(−A∗+ )∗ + C+∗ C+ = 0, (−A∗+ )∗Q + Q(−A∗+ ) + B+ B+



p ˜stab ) = λ(PQ). with σ− ( P However, we also have ∗ A+Q + QA∗ − B+ B+ = 0 and A∗+ P + PA+ − C+∗ C+ = 0,



which corresponds with the equations in (5.25b) with P+ := Q and Q + := P. Therefore we have that p p σ+ (Panti−stab ) λ(P+Q + ) = λ(QP) p p ˜stab ) = σ− (Pstab ) = λ((QP)∗ ) = λ(PQ) = σ− ( P because Q and P are symmetric positive definite.
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B List of symbols



General symbols: T R, C R+ , R− C+ , C− C0 Rn , Cn Rn×m, Cn×m Π+ , Π− ΠI |I X U ,D Y ,Z ei Σ ⊥ ∗



⊤



⊕



time or frequency space (e.g. [t 0 , t 1 ]) real and complex valued scalars positive and negative real valued scalars complex valued scalars with positive and negative real part complex valued scalars on the imaginary axis real (or complex) column vectors real (or complex) matrices of dimension n × m canonical projections on H2+ and H2− canonical projection on the space I canonical restriction of the space I general definition for a state space general definitions for input and disturbance spaces general definition for output spaces canonical basis vector with ith element non-zero system orthogonal complement conjugate transpose transpose direct sum
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LIST



OF SYMBOLS



Spaces: L1loc (T; Rn ) L2 (T; Rn ) − H+ p , Hp Lp H∞ R U − RH∞ + RH∞ − RH∞,∗ + RH∞,∗ C∞



Locally integrable functions f : T → Rn Lebesgue space of square integrable functions f : T → Rn Hardy spaces Frequency Lebesgue space H∞ space Prefix for rational functions Prefix for units space of anti-stable rational functions space of stable rational functions space of anti-stable rational functions with possible poles at ∞ space of stable rational functions with possible poles at ∞ space of infinity differentiable functions



Operators: ker im closure rowrank diag blockdiag ∗ L, L+ , L− −1 L−1,L−1 + ,L− + − ΓG ,ΓG



kernel image closure row rank of a (rational) matrix diagonal matrix block-diagonal matrix convolution operator bilateral and unilateral Laplace transformations bilateral and unilateral inverse Laplace transformations Hankel operators with symbol G
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Symbols related with behavioral framework: B B+ B− B W L,L+ ,L− K,K+ ,K− M P C K N στ δ ~ δ



behavior (general notation, or consisting of L2 trajectories) behavior consisting of H2+ trajectories behavior consisting of H2− trajectories class of behaviors variable space classes of left invariant L2 systems classes of right invariant L2 systems general definition of a model class plant behavior controller behavior controlled behavior hidden behavior τ shift operator gap metric directed gap



Symbols related with geometric control theory: V V∗ Vg R S S∗ F (V ) L( S )



controlled invariant subspace largest controlled invariant subspace contained in a space stabilizability subspace controllability subspace conditioned invariant subspace smallest conditioned invariant subspace containing a space set of “friend” matrices F corresponding to V set of “friend” matrices L corresponding to S
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