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ABSTRACT We describe and test an algorithm to rapidly learn a listener’s desired equalization curve. First, a sound is modified by a series of equalization curves. After each modification, the listener indicates how well the current sound exemplifies a target sound descriptor (e.g., “warm”). After rating, a weighting function is computed where the weight of each channel (frequency band) is proportional to the slope of the regression line between listener responses and within-channel gain. Listeners report that sounds generated using this function capture their intended meaning of the descriptor. Machine ratings generated by computing the similarity of a given curve to the weighting function are highly correlated to listener responses, and asymptotic performance is reached after only ~25 listener ratings. 1.



INTRODUCTION



Equalizers affect the timbre and audibility of a sound by boosting or cutting the level in restricted regions of the frequency spectrum. These devices are widely used for many applications such as mixing and mastering music recordings. Many equalizers have interfaces that are daunting to inexperienced users. Thus, such users often use language to describe the desired change to an experienced individual (e.g., an audio engineer) who performs the equalization manipulation.



Using language to describe the desired change can be a significant bottleneck if the engineer and the novice do not agree on the meaning of the words used. While investigations of the physical correlates of commonly used adjectives have identified some descriptors for which there is considerable agreement across listeners, they have also identified individual differences [e.g., 1, 2, 3]. For instance, when using the descriptors “warm” and “clear” to describe the timbre of pipe organs, English speakers from the UK disagreed with those from the US on the acoustical correlate [2]. Further complicating the use of language, the same equalizer adjustment might lead to perception of
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different descriptors depending on the spectrum of the sound source. For example, a boost to the midrange frequencies might “brighten” a sound with energy concentrated in the low-frequencies (e.g., a bass), but might make a more broadband sound (e.g., a piano) appear “tinny.” Thus, though there have been several recent attempts to directly map equalizer settings to commonly used descriptors [4, 5], there are several difficulties to this approach. An alternative approach that circumvents these problems learns a listener’s preference on a case-bycase basis. Perhaps the most studied procedure of this type has been developed for setting the equalization curve of a hearing aid. In what is known as a modified simplex procedure [6, 7], the spectrum is divided into a low- and a high-frequency channel and each combination of low- and high-frequency gains is represented as points on a grid. On each trial, the listener makes two paired preference judgments: one in which the two settings differ in high frequency gain, and one in which they differ in low frequency gain. The subsequent settings are selected to move in the direction of the preference. Once there is a reversal on both axes, the procedure is complete and the gains are set. While this procedure can be relatively quick [8], the number of potential equalization curves explored is quite small. Although this procedure could theoretically be expanded to include more variables, the amount of time that this would take quickly becomes prohibitively large. Here we present and evaluate an algorithm that rapidly learns a listener’s equalization preference on a case-bycase basis, and still explores a wide range of settings. In this procedure we determine the relative weight that each portion of the audible frequency spectrum has on the perception of a given descriptor (e.g., “bright” or “warm”), by correlating the gain at each frequency band with listener ratings. This technique is reminiscent of correlation-based techniques widely used in psychophysics [e.g., 9, 10, 11], where the relative perceptual importance of features of a stimulus is determined by the extent to which modifications to each feature are correlated to some perceptual variable. 2.



METHOD



2.1.



Listeners



Fourteen listeners (6 female) participated in the experiment. The average listener age was 29.4 years and



the standard deviation was 8.5. All listeners reported normal hearing, and no prior diagnosis of a language or learning disorder. Eight of the listeners reported at least 5 years of experience playing a musical instrument, and 4 listeners reported at least 4 years of experience actively using audio equipment. 2.2.



Stimuli and signal processing



The stimuli were five short musical recordings. The sound sources were a saxophone, a female singer, a drum set, a piano, and an acoustic guitar. Each fivesecond sound was recorded at a Chicago-area recording studio at a sampling rate of 44.1 kHz and bit depth of 16. To modify the spectrum, the sound was first passed through a bank of bandpass filters designed to mimic characteristics of the human peripheral auditory system [12]. Each of the 40 bandpass filters (channels) was designed to have a bandwidth and shape similar to the auditory filter (i.e., critical band). The center frequencies were spaced approximately evenly on a perceptual scale [13] from 20 Hz to 20 kHz. To remove any filter-specific time delay, the filtered sounds were time reversed, passed through the same filter, and time reversed again. Next, a gain value was applied to each channel according to a trial-specific probe equalization curve (frequency vs. gain function; see section 2.4). Finally, the channels were summed and shaped by 100 ms on/off ramps. All stimuli were presented at the same RMS amplitude. 2.3.



Procedures



Listeners were seated in a quiet room with a computer that controlled the experiment and recorded listener responses. The stimuli were presented binaurally over headphones (Sony, MDR-7506) and listeners were allowed to adjust the overall sound level to a comfortable volume. Each listener participated in a single one-hour session. Within a session, listening trials were grouped into five runs, one for each stimulus/descriptor combination (e.g., saxophone/bright). The descriptors “bright”, “dark”, and “tinny” were each tested once, and the descriptor “warm” was tested twice. For all listeners, the descriptor “warm” was always tested with the recordings of the drum set, and the female singer. This pairing was chosen to examine listener and sound-source differences, though that analysis is not reported in this paper. The remaining three descriptors were randomly assigned to the remaining recordings. The five runs
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were tested in a randomly determined order. There were 75 listening trials per run. On each trial, the listener heard the stimulus modified by a probe equalization curve (see section 2.4). They responded by moving an on-screen slider to indicate the extent to which the current sound exemplified the current descriptor (from -1: “very-opposite”, to 1: “very”). Once the listener settled on a slider position, they clicked a button to move on to the next trial. If the full 5-sec sound had not finished playing, it was stopped when the button was clicked. To minimize the influence of the preceding stimulus, a 1 second silence was inserted between trials [14]. Before each run, the entire unmodified sound was played to the listener as an example of a “neutral” sound (one which corresponded to the middle position on the slider).



Figure 1. The Weighting Function. A-C: For each channel, the gain on each trial is correlated with the associated listener rating. Note that the same ratings are used for every channel. The regression line slope is plotted for each channel in D, this function is referred to as the weighting function. The displayed function was obtained from a single listener on a stimulus/descriptor combination of drum set/warm. A weighting function describing the influence of each frequency channel on listener ratings was computed after all trials for a run were completed. For each channel, there were 75 data points, where the withinchannel gain was on the x-axis and the listener rating of how well the sound exemplified the descriptor was on the y-axis (e.g., Figs. 1 A-C). We reason that the extent to which a channel influences the perception of the descriptor will be reflected in the steepness of the slope



of a line fit to this data set. We therefore computed the slope of the regression line fit to the data set for each channel. Examples of these regression lines are plotted for three channels in insets A through C of Figure 1. The channels represented in Figures 1A and 1B weigh heavily on the descriptor, albeit in opposite directions, while the channel represented in Figure 1C has little weight on the descriptor. Following the terminology used in psychophysics, the array of regression line slopes across all channels will be referred to as the weighting function (Figure 1D, the main figure). In all cases the weighting function was normalized by the slope with the largest absolute value. A single multivariate linear regression that simultaneously relates all channels to the rating will not be meaningful in this situation because the gains in adjacent channels are highly correlated, leading to the problem of multicollinearity [15]. At the end of each run, the listener was presented with sounds that were modified by scaled versions of the weighting function. A new on-screen slider determined the extent to which the weighting function would be scaled, and a sound was played when the slider was released. The spectrum of that sound was shaped by the weighting function multiplied by a value between -20 and 20, as determined by the position of the slider. This put the maximum point on the equalization curve in a range between -20 and 20 dB. The listeners were free to listen to as many examples as they wanted. Finally, the listener rated how well these modifications represented the descriptor that that they were rating, by moving the position of a new slider on screen where the left end was labeled “learned the opposite,” the middle was labeled “did not learn,” and the right was labeled “learned perfectly.” 2.4.



Probe curve construction and selection



In order to get a good estimate of the weighting functions, we ensured that the set of probe equalization curves have a wide range of within-channel gains, and a similar distribution of gains across channels. Before each run, we first computed a library of 1000 probe equalization curves. Each probe equalization curve was created by concatenating Gaussian functions with random amplitudes from -20 to 20 dB, and with random bandwidths from 5 to 20 channels. When the length of this vector was at least twice the total number of channels (80), concatenation ended. An array of 40 contiguous channels was randomly selected (thereby randomizing the center frequencies of the Gaussian functions) and stored as an element in the library. The
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probe equalization curve on the first trial was randomly selected from the library. Once a curve was selected, it was removed from the library. We chose the subsequent probe curves to maximize the across-channel mean of the within-channel standard deviation of gains after imposing a penalty for across-channel distribution differences.



weighting function captured much of the listener’s meaning of the descriptor.



In each run, there were 75 trials, divided into three sets of 25. Two of the sets were comprised of an identical set of 25 probe equalization curves. By comparing the two responses to the same curves, we could evaluate the consistency in listener responses. The other third was comprised of a unique set of curves, which allowed for an examination of the extent to which the weighting function is influenced by the curves that were rated. The three sets of curves were tested in a random order in each run. 3.



RESULTS



First we assessed the consistency in listener responses by comparing the two responses to the same probe equalization curve. In each run, 25 of the probe equalization curves were rated twice, allowing us to compute the correlation between the first and second ratings of the same curve. Across listeners, in 60 of the 70 (85 %) total runs, the two sets of rating were significantly correlated to each other (p < 0.05). The strength of that correlation was assessed by the correlation coefficient, Pearson’s r, and the distribution of those values is displayed in the left box of Figure 2. The median correlation coefficient of 0.69 indicates that, in most cases, the descriptors had some meaning to the listeners, and that they were able to perform the task in a reliable manner. To assess the quality of the weighting function, we compared machine-generated ratings to listener ratings, and also examined the listener’s overall feedback. For each probe equalization curve, we generated a “machine rating” by assessing similarity to the weighting function using the correlation coefficient computed between the weighting function and each probe equalization curve. We then examined the correlation between the machine ratings and the listener ratings. The machine ratings were significantly correlated with the listener ratings for all 70 runs (p < 0.05). The distribution of the correlation coefficients for all runs is plotted in the middle box of Fig 2, and the median value is 0.72. The similarity between the machine vs. listener, and the listener vs. listener correlation coefficients suggest that the



Figure 2. Weighting Function Quality. In each box plot, the box is comprised of lines at the upper, median, and lower quartile values, and the whiskers extend to the max/min values or 1.5 times the interquartile range. Outliers are removed from the plot. The box plot on the left is the distribution of correlation coefficients when two responses from the same listener to the same probe equalization curve are correlated to each other. The middle box plot is the distribution of machine vs. listener correlation coefficients. The right box plot is the distribution of listener responses when rating the quality of the learned weighting function. After listeners heard sounds that were modified using the scaled versions of the weighting function, they evaluated how well the weighting function learned their intended meaning from -1 (learned the opposite) to 1 (learned perfectly). The distribution of those values is plotted in the rightmost box plot of Figure 2. The median value was 0.73, again indicating that the weighting function captured the user’s understanding of the descriptor. Next, we examined the number of listener responses required for the weighting function to reach asymptotic performance. To accomplish this, we computed the weighting function after each of the 75 ratings. Using the same method described in the previous paragraph, we then used these weighting functions to generate machine ratings to all 75 trials, and compared those ratings to the listener ratings. The distribution of all machine vs. listener correlation coefficients is plotted in Fig. 3 as a function of the number of responses used to generate the weighting function. The bottom of the grey
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area indicates the 25th percentile, the top of the grey area indicates the 75th percentile, and the black line is the 50th percentile (the median). From visual inspection it appears that the weighting function reached asymptotic performance at around 25 trials. However, the higher correlation coefficients appear to reach asymptote earlier (~20 trials) than the lower correlation coefficients (~30 trials).



influence on the shape of the resulting weighting function.



Figure 4. Specificity to Probe Curves. The box plots represent the distribution of function vs. function correlation coefficients between weighting functions computed on the same (left) or different (right) sets of probe equalization curves. * p < 0.001 4. Figure 3. Time course of learning. A weighting function was computed after each response and was then used to make a full set of machine ratings. Those machine ratings were correlated to user ratings. The shaded grey area represents the 25th to 75th percentile and the solid black line is the median correlation coefficient. It appears that the weighting function reaches asymptotic performance after ~ 25 trials. Next we examined the extent to which the specific set of probe equalization curves influenced the shape of weighting function. For each run, we computed weighting functions on each subset of 25 trials. We assed the similarity between weighting functions by computing the function vs. function correlation coefficients. The distribution of those values is plotted for functions computed on the same set of probe curves, but different listener ratings (Figure 4 left, median r = 0.92), and for functions computed on different sets of probe curves and different ratings (Figure 4 right, median r = 0.83). The correlation coefficients were significantly higher for functions computed on the same, compared to different, sets of probe curves, as assed by a paired t-test computed after performing Fisher’s r-to-z transformation (p < 0.001). This difference indicates that the specific set of probe curves used has some



DISCUSSION



The current algorithm appears to be an efficient and effective way to learn an individual’s subjective preference for an equalization curve. On average, the listeners indicated that the weighting function was successful in capturing their intended meaning of a given descriptor. Listener ratings were well predicted by the similarity between a given probe curve and the computed weighting function. Further, the algorithm reached asymptotic performance quickly, after only ~ 25 trials. One limitation of the current algorithm is that the shape of the weighting functions is partially influenced by the choice of probe equalization curves. The weighting functions generated by the same set of probe curves were more similar to each other than those generated with a completely different set of probe curves (see Figure 4). The influence of the set of probe equalization curves was possibly due to the fact that the gains were highly correlated across adjacent channels (by definition, the Gaussian functions used to generate the probe curves had bandwidths between 5 and 20 channels). To illustrate this idea, consider two hypothetical channels adjacent to each other in a weighting function, where one of the channels does not
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contribute to the perception of a descriptor, but the other does. If the specific probe curves chosen tend to modify the gain of both channels in the same direction, the channel that does not contribute to perception of the descriptor will have a steep slope. However, as the variability in the set of probe curves increases (i.e., as the number of trials increases), the size of this artifact will decrease. One alternative approach that does not have this potential limitation uses probe curves where the gain is set randomly on a channel-by-channel basis. However, our pilot studies indicate that probe curves with randomly set channel gains do not produce reliable weighting functions. This result was potentially due to the high channel resolution (~ 4 channels/octave). Using a lower channel resolution might circumvent this problem, however doing so also limits the potential center frequencies and bandwidths of the components in the resulting weighting function. Future work could balance the costs and benefits of these two approaches. Finally, this algorithm might be a useful tool in the recording studio for situations like the one described in the introduction, where a novice knows the sound of spectral modification that he/she desires, but is unable to express it in language. An equalizer plug-in could generate probe curves to be rated by the novice, and that plug-in would return a weighting function that could then be scaled to the desired extent. The median trial duration was 3.7 sec and asymptotic performance was reached in approximately 25 trials, so a high quality weighting function could be generated in under 2 minutes. This algorithm could also be useful for experienced users who would prefer to avoid directly adjusting equalizer parameters. 5.



ACKNOWLEDGEMENTS



This work was supported by NSF Grant number IIS0757544. The authors would like to thank John Woodruff and Nicole Marrone for helpful conversations in the development of this work, and the preparation of this manuscript. 6.



REFERENCES



[1] Darke, G. "Assessment of timbre using verbal attributes". presented at Conference on Interdisciplinary Musicology. Montreal, Quebec 2005.



[2] Disley, A.C. and D.M. Howard, Spectral correlates of timbral semantics relating to the pipe organ, in Joint Baltic-Nordic Acoustics Meeting. 2004: Marichamn, Aland. [3] Disley, A.C., D.M. Howard, and A.D. Hunt, Timbral description of musical instruments, in International Conference on Music Perception and Cognition. 2006: Bologna, Italy. p. 61-68. [4] Reed, D., "Capturing perceptual expertise: a sound equalization expert system". Knowledge-Based Systems, 14: p. 111-118. 2001. [5] Mecklenburg, S. and J. Loviscach. "subjEQt: Controlling an equalizer through subjective terms". presented at Computer-Human Interaction Montreal, Quebec 2006. [6] Kuk, F.K. and N.M. Pape, "The reliability of a modified simplex procedure in hearing aid frequency-response selection". J Speech Hear Res, 35(2): p. 418-29. 1992. [7] Stelmachowicz, P.G., D.E. Lewis, and E. Carney, "Preferred hearing-aid frequency responses in simulated listening environments". J Speech Hear Res, 37(3): p. 712-9. 1994. [8] Neuman, A.C., et al., "An evaluation of three adaptive hearing aid selection strategies". J Acoust Soc Am, 82(6): p. 1967-76. 1987. [9] Calandruccio, L. and K.A. Doherty, "Spectral weighting strategies for sentences measured by a correlational method". J Acoust Soc Am, 121(6): p. 3827-36. 2007. [10] Lutfi, R.A., "Correlation coefficients and correlation ratios as estimates of observer weights in multiple-observation tasks". Journal of the Acoustical Society of America, 97(2): p. 13331334. 1995. [11] Richards, V.M. and S. Zhu, "Relative estimates of combination weights, decision criteria, and internal noise based on correlation coefficients". J Acoust Soc Am, 95(1): p. 423-34. 1994. [12] Slaney, M. "Auditory toolbox, version 2". presented at Tec. Rep. 1998-10, Interval Research Corporation, Palo Alto, Calif, USA. 1998.



AES 125th Convention, San Francisco, CA, USA, 2008 October 2–5 Page 6 of 7



Sabin and Pardo



Learning equalization preference



[13] Moore, B.C. and B.R. Glasberg, "Suggested formulae for calculating auditory-filter bandwidths and excitation patterns". J Acoust Soc Am, 74(3): p. 750-3. 1983. [14] Kluender, K.R., J.A. Coady, and M. Kiefte, "Sensitivity to change in perception of speech". Speech Communication, 41: p. 59-69. 2003. [15] Blalock, H.M., "Correlated independent variables: The problem of multicollinearity". Social Forces, 42(2): p. 233-237. 1963.



AES 125th Convention, San Francisco, CA, USA, 2008 October 2–5 Page 7 of 7



























[image: Convention Paper - Computer Science - Northwestern University]
Convention Paper - Computer Science - Northwestern University












[image: Convention Paper - Computer Science - Northwestern University]
Convention Paper - Computer Science - Northwestern University












[image: Northwestern University]
Northwestern University












[image: Northwestern University]
Northwestern University












[image: Northwestern University]
Northwestern University












[image: Convention Paper]
Convention Paper












[image: COMPUTER SCIENCE - Pune University]
COMPUTER SCIENCE - Pune University












[image: NORTHWESTERN UNIVERSITY Perceptual ...]
NORTHWESTERN UNIVERSITY Perceptual ...












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: Convention Paper]
Convention Paper












[image: NORTHWESTERN UNIVERSITY Perceptual Learning ...]
NORTHWESTERN UNIVERSITY Perceptual Learning ...












[image: Dynamic Adverse Selection - Economics - Northwestern University]
Dynamic Adverse Selection - Economics - Northwestern University












[image: Dynamic Adverse Selection - Economics - Northwestern University]
Dynamic Adverse Selection - Economics - Northwestern University












[image: Northwestern University, Department of Communication ...]
Northwestern University, Department of Communication ...












[image: NORTHWESTERN UNIVERSITY Tribological Contact ...]
NORTHWESTERN UNIVERSITY Tribological Contact ...












[image: Yale University Department of Computer Science]
Yale University Department of Computer Science












[image: Transactions Template - Mathematics & Computer Science - University ...]
Transactions Template - Mathematics & Computer Science - University ...












[image: Punjab Technical University Computer Science & Engineering July ...]
Punjab Technical University Computer Science & Engineering July ...












[image: Punjab Technical University Computer Science & Engineering 2012 ...]
Punjab Technical University Computer Science & Engineering 2012 ...















Convention Paper - Computer Science - Northwestern University






Machine ratings generated by computing the similarity of a given curve to the weighting function are ..... [11] Richards, V.M. and S. Zhu, "Relative estimates of. 






 Download PDF 



















 178KB Sizes
 1 Downloads
 345 Views








 Report























Recommend Documents







[image: alt]





Convention Paper - Computer Science - Northwestern University 

Listeners were seated in a quiet room with a computer ... channel, there were 75 data points, where the within- .... plotted in the rightmost box plot of Figure 2.














[image: alt]





Convention Paper - Computer Science - Northwestern University 

represented as points on a grid. On each trial, the listener makes two paired preference judgments: one in which the two settings differ in high frequency gain, ...














[image: alt]





Northwestern University 

the risk management system of the rural banks in Ilocos Norte that help mitigate ... To test the difference between the responses of the rural bank managers and ...














[image: alt]





Northwestern University 

Two sets of questionnaires were used. The first was administered to the employees who performed the ICS-treated tasks before the implementation of the ICS.














[image: alt]





Northwestern University 

network development along road influenced areas in Laoag City. The study utilized ... minimal establishment/expansion of business in the road influences areas ...














[image: alt]





Convention Paper 

and the complex data processing in the decoder leads to the development of low power decoder which ... Surround [2], there are two kinds of process framework.














[image: alt]





COMPUTER SCIENCE - Pune University 

Poona College of Arts, Science and Commerce, Pune 411 001. 7. 001. 070 ... Sinhagad Technical Education Society's B.C.S. College, Pune 411 041.( 878-.














[image: alt]





NORTHWESTERN UNIVERSITY Perceptual ... 

A DISSERTATION. SUBMITTED TO THE GRADUATE SCHOOL. IN PARTIAL FULFILLMENT OF THE REQUIREMENTS. For the degree. DOCTOR OF PHILOSOPHY. Field of Communication Sciences and Disorders ... These results therefore provide behavioral evidence that is consiste














[image: alt]





Convention Paper 

for MPEG-4 HE-AAC. Han-Wen Hsu, Chi-Min Liu, and Wen-Chieh Lee. PSPLab, Department of Computer Science, National Chiao Tung University, Hsinchu, ...














[image: alt]





Convention Paper 

This work presents the design, implementation and training of a spatial sound localization model for ..... experimental data for the neural network training.














[image: alt]





Convention Paper 

28 May 2005 - One could guess that the Panasonic microphones were too sensitive or the OPAMPs were pushed to the limit. In any case, the device did not allow to control input levels. Moreover, it is worth not- ing that some microphones were more sens














[image: alt]





Convention Paper 

Oct 10, 2003 - k : cut-off frequency. (c) :e k reconstruction-ended frequency. (d) : N the size of the set M. (e) : U reconstructed unit length. There are total nine ...














[image: alt]





Convention Paper 

GSM and WCDMA transmission. The coder is based on the ACELP (Algebraic Code Excited. Linear Prediction) [11] technique and uses an excitation-filter model. A 16 order linear predictive. (LP) filter models the vocal tract. The excitation is composed o














[image: alt]





Convention Paper 

Perceptual audio coding achieves high compression ratio by exploiting the perceptual irrelevance and data redundancies. ...... International Conference on Audio Effects. (DAFX-04) .... Time and Frequency Structure in a System that. Uses an ...














[image: alt]





Convention Paper 

Figure 3 includes analysis filter bank. )( zH k. , decimators, expanders and synthesis filter bank. )( zF k . The original signal. )( zX is split into M subbands. )( zX k by analysis filter bank. )( zH k . Furthermore, the subbands. )( ... Figure 5: 














[image: alt]





NORTHWESTERN UNIVERSITY Perceptual Learning ... 

Processing Advantages of Spectral and Spectro-Temporal. Modulation Filterbanks ..... All stimuli were presented using custom software written in. MATLAB and ...














[image: alt]





Dynamic Adverse Selection - Economics - Northwestern University 

Apr 14, 2013 - capturing our main idea that illiquidity may separate high and low quality assets in markets ... that she might later have to sell it, the owner of an asset had an incentive to learn its quality. ..... The proof is in an online appendi














[image: alt]





Dynamic Adverse Selection - Economics - Northwestern University 

Apr 14, 2013 - Of course, in reality adverse selection and search frictions may coexist in a market, and it is indeed ..... The proof is in an online appendix. Note that for .... Figure 1: Illustration of problem (P) and partial equilibrium. Figure 1














[image: alt]





Northwestern University, Department of Communication ... 

Compute Gain Control Signal. Apply Gain ... Gain. 0 dB. 70 dB uniform. The Unmodified Channel-Specific. Threshold. UCL. Notch- .... NAL-NL2 fitting software.














[image: alt]





NORTHWESTERN UNIVERSITY Tribological Contact ... 

deformation. Surface heating causes the distortion of contacting bodies and temperature rises, which are responsible for interfacial degradation. The coupled thermomechanical contact analysis is critical to understanding the origin of heat-induced fa














[image: alt]





Yale University Department of Computer Science 

intimately related to the spherical harmonics. 3.1 GCAR graph. We assume as before that we are given K projection images. Let Î›k,l, k = 1,...,K, l = 1,...,L be KL ...














[image: alt]





Transactions Template - Mathematics & Computer Science - University ... 

A comparison to existing work is given, and the technique presented is validated and ... database string. Many other ..... The big issue for any implementation of this type of ... exit node. (I) The final data is passed in, and the sum for the motif.














[image: alt]





Punjab Technical University Computer Science & Engineering July ... 

Punjab Technical University Computer Science & Engineering July 2010.pdf. Punjab Technical University Computer Science & Engineering July 2010.pdf. Open.














[image: alt]





Punjab Technical University Computer Science & Engineering 2012 ... 

D) Selection Sort. 28.The average waiting time for non-preemptive SJF. scheduling for the following process is. P1-1 minute P2-20 minute P3-10 minute. A) 7 minute. B) 4 minute. C) 10.6 minute. D) 11 minute. 3. Page 3 of 9. Main menu. Displaying Punja


























×
Report Convention Paper - Computer Science - Northwestern University





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















