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Convergence Results for the Particle PHD Filter Daniel Edward Clark, Judith Bell



Abstract— Bayesian single-target tracking techniques can be extended to a multiple-target environment by viewing the multiple-target state as a Random Finite Set, but evaluating the multiple-target posterior distribution is currently computationally intractable for real-time applications. A practical alternative to the optimal Bayes multi-target filter is the PHD (Probability Hypothesis Density) filter, which propagates the first-order moment of the multi-target posterior instead of the posterior distribution itself. It has been shown that the PHD is the best-fit approximation of the multi-target posterior in an informationtheoretic sense. The method avoids the need for explicit data association, as the target states are viewed as a single global target state, and the identities of the targets are not part of the tracking framework. Sequential Monte Carlo approximations of the PHD using particle filter techniques have been implemented, showing the potential of this technique for real-time tracking applications. This article presents mathematical proofs of convergence for the particle filtering algorithm and gives bounds for the mean square error.



I. I NTRODUCTION Sequential Monte Carlo approximations of the optimal multiple-target filter are computationally expensive. A practical suboptimal alternative to the optimal filter is the Probability Hypothesis Density (PHD) filter, which propagates the firstorder statistical moment instead of the full multiple-target posterior. The integral of the PHD in any region of the state space is the expected number of targets in that region [1]. Particle filter methods for the PHD-filter have been devised by Vo [2] and Zajic [3]. Practical applications of the filter include tracking vehicles in different terrains [4], tracking targets in passive radar located on ellipses [5], and tracking a variable number of targets in forward-scan sonar [6]. These have demonstrated its potential in real-time multiple-target tracking applications, avoiding the need for explicit data association, although track continuity is not maintained. The Sequential Monte Carlo implementation of the PHD is relatively recent, and there have been no results showing asymptotic convergence of the technique. This article shows some of these results, based on results provided by Crisan [7] [8] [9] for particle filters. We present results for the convergence of the mean square error as well as weak convergence of the empirical particle measure to the true PHD measure. The paper first explains the theoretical foundation for the PHD Filter and how it relates to Point Process theory before giving the model used for tracking multiple targets and the PHD Filter equations. The Sequential Monte Carlo implementation, or Particle PHD Filter algorithm, is given in Section Daniel Edward Clark and Judith Bell are in the Ocean Systems Lab, Electrical and Computer Engineering, Heriot-Watt University, Edinburgh. [email protected], [email protected] Published with kind permission of QinetiQ.



IV. Section V presents our convergence results for the Particle PHD Filter. The proofs of these results are given as appendices. II. P OINT P ROCESSES A stochastic process is a mathematical model for the occurrence of a random phenomenon at each moment after an initial point in time. We will be considering the discrete time case, where a stochastic process is defined as a collection of random variables X = {Xt : t ∈ N} in time on a sample space (Ω, F ), which take values in a state space (S , G ). The state space (S , G ) is based on the Euclidean space in which our targets are located, i.e. S = Rd , where d is the dimension of the space, and G = B (Rd ) is the σ-algebra of Borel sets. The sample space (Ω, F ) is the space in which the observations of the targets are taken. The observations may also be from Euclidean space, for example, although the number of dimensions is not necessarily the same, e.g. Ω = Rk and F = B (Rk ), where k is the number of dimensions. The point process is viewed as a stochastic process where the random variables Xt are random sets. The basic idea of point processes is to study collections of point occurrences, the simplest of which is a Poisson process. A. Random Counting Measures Every point process on Rd can be interpreted as a random integer-valued measure, N , on the Borel subsets B (Rd ). Alternatively, the counting measures are defined as those members S for which N (S) ∈ Z. (See [10], [11] for further details.) In Vo et al. [2], the random finite set Θ was represented by a random counting measure NΘ defined by NΘ (S) = |Θ ∩ S|, where the | · | notation represents the number of elements. The PHD is defined as the first-order statistical moment, or expectation, of a random counting measure. Suppose that the mean number of targets is finite. Then, for any Borel set A ∈ B (Rd ), we can define the expectation measure M (.) by M (A) := M1 (A) = E [N (A)] ,



(1)



where M1 is the first-order moment. M (.) inherits countable additivity from N (.); hence, the PHD defines a measure on B (Rd ). III. M ULTIPLE TARGET T RACKING M ODEL The multiple target filtering problem is to estimate the positions of an unknown varying number of targets, based on observations which may also include false alarms due to erroneous measurements. In standard tracking applications, this is usually solved by assigning a single-target stochastic filter, such as a Kalman filter, to each target and managing the different tracks with a data association technique.
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We now present the multiple tracking model used in the paper. Define two random-set stochastic processes X = {Xt : t ∈ N} and Y = {Yt : t ∈ N\{0}}, where process X is called the state process and process Y is called the observation process. These processes will be used to formulate the multiple-target Bayesian Filtering equations. The multiple target state at time t is represented by randomset Xt = {xt,1 , ..., xt,Tt }, where xt,i represents the state of an individual target and Tt is the number of targets at time t. The multiple target measurement at time t is given by Zt = {zt,1 , ..., zt,mt }, where zt, j represents a single-target measurement or false alarm and mt is the number of observations at time t. The filtering problem is then to estimate the unobserved signal process X0:t = {X0 , ..., Xt } based on observations Z1:t = {Z1 , ..., Zt }, i.e. to obtain Xˆt = {xˆt,1 , ..., xˆt,Tˆt }, where xˆt,i are the individual target estimates and Tˆt is the estimate of the number of targets at time t. The Bayesian recursion for the multiple-target tracking model is determined from the following prior and posterior calculations: p(Xt |σ(Z1:t−1 )) =



Z



p(Xt |Xt−1 )p(Xt−1 |σ(Z1:t−1 ))δXt−1 (2)



p(Xt |σ(Z1:t )) = R



p(Zt |Xt )p(Xt |σ(Z1:t−1 )) p(Zt |Xt )p(Xt |σ(Z1:t−1 ))δXt



(3)



where σ(Z1:t ) is the σ-algebra generated by Z1:t , and the integral is the set integral from Finite Set Statistics [1]. A. The PHD Filter The Probability Hypothesis Density (PHD) is the first moment of the multiple target posterior distribution [1]. The PHD represents the expectation, the integral of which in any region of the state space S is the expected number of objects in S. The PHD is used, instead of the multiple target posterior distribution, as it is much less computationally expensive to do so. The time-complexity required for calculating joint multitarget likelihoods grows exponentially with the number of targets and is thus not very practical for real-time sequential target estimation. Since the PHD filter consists of the firstorder moment of the targets, it is like single-target tracking in an augmented state space and hence offers a significant computational improvement over explicitly calculating joint multi-target likelihoods [12]. The PHD is defined as the density, Dt|t (xt |Z1:t ), whose integral, Z A



Dt|t (xt |Z1:t )dxt = E [N (A)] ,



(4)



on any region A of the state space is the expected number of targets in A. The estimated object states can be detected as peaks of this distribution. The derivation of the PHD equations is provided by Mahler [1]. The prediction and update equations are: Z



Dt|t−1 (x|Z1:t−1 ) = γt (x) + φt|t−1 (x, xt−1 )Dt−1|t−1 (xt−1 |Z1:t−1 )dxt−1 ,



(5)



"



# ψt,z (x) Dt|t (x|Z1:t ) = ν(x) + ∑ Dt|t−1 (x|Z1:t−1 ), z∈Zt κt (z) + hDt|t−1 , ψt,z i (6) where φt|t−1 (x, xt−1 ) = PS (xt−1 ) ft|t−1 (x|xt−1 ) + bt|t−1 (x|xt−1 ), ν(x) = 1 − PD (x), κt (z) = λt ct (z) and ψt,z = PD (x)g(z|x). In the prediction equation, γt is the PHD for spontaneous birth of a new target at time t, bt|t−1 is the PHD of a spawned target, PS is the probability of target survival and ft|t−1 (xt |xt−1 ) is the single-target motion distribution. In the data update equation, g is the single-target likelihood function, PD is the probability of detection, λt is the Poisson parameter specifying the expected number of false alarms and ct is the probability distribution over the state space of clutter points. The h., .i notation is defined as the inner product hDt|t , ϕi = R Dt|t (xt |Z1:t )ϕ(xt )dxt . IV. PARTICLE PHD F ILTER A LGORITHM



Our implementation of the PHD Particle filter is an adaptation of the method described by Vo et al. [2], based on a Sequential Monte Carlo algorithm for multitarget tracking. The algorithm can be informally described by the following stages. In the initialisation stage, particles are uniformly distributed across the field of view. The particles are propagated in the prediction stage using the dynamic model with added process noise and, in addition, particles are added to allow for incoming targets. When the measurements are received, weights are calculated for the particles based on their likelihoods, which are determined by the statistical distance of the particles to the set of observations. The sum of the weights gives the estimated number of targets. Particles are then resampled from the weighted particle set to give an unweighted representation of the PHD. The Sequential Monte Carlo implementation of the PHD Filter is given here. The algorithm is initialized in Step 0 and then iterates through Steps 1 to 3. Step 0: Initialization at t=0 The filter is initialized with N0 particles drawn from a prior distribution. The number of particles is adapted at each stage so that it is proportional to the number of targets. Let N be the number of particles per target. The mass associated with each particle is Tˆ0 /N0 , where Tˆ0 is the expected initial number of targets, which will be updated after an iteration of the algorithm. (i) •∀i = 1, . . . , N0 sample x0 from D0|0 and set t = 1. Let DN0|00 be the measure: N



D0|00 (dxt ) :=



1 N0 ∑ δxt(i) (dxt ), N0 i=1



(7) (i)



where δ (i) is the Dirac delta function centred at xt . xt Step 1: Prediction Step, for t ≥ 0 In the prediction step, samples are obtained by two importance sampling proposal densities, qt and pt : (i) •∀i = 1, .., Nt−1 , sample x˜t from a proposal density (i) qt (.|xt−1 , Zt ).
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(i) ˜ t|t−1 •∀i = 1, .., Nt−1 , evaluate the predicted weights ω : (i)



(i) ˜ t|t−1 ω



=



(i)



φt|t−1 (x˜t , xt−1 ) (i) (i) qt (x˜t |xt−1 , Zt )



(i) ωt−1 .



(8)



M new-born particles are also introduced from the spontaneous birth model to detect new targets entering the state space. (i) •∀i = Nt−1 + 1, .., Nt−1 + M, sample x˜t from another proposal density pt (.|Zt ). •∀i = Nt−1 + 1, .., Nt−1 + M, compute the weights of new born (i) ˜ t|t−1 particles ω : (i) ˜ t|t−1 ω N



N



,M



t−1 t−1 Let Dt|t−1 and Dt|t−1



(i)



1 γt (x˜t ) = . M pt (x˜t(i) |Zt )



be the measures:



N



t−1 Dt|t−1 (dxt ) :=



N



(9)



,M



t−1 Dt|t−1 (dxt ) :=



Nt−1



∑ ω˜ t|t−1 δx˜t(i) (dxt ), (i)



(10)



i=1



Nt−1 +M



∑



i=1



(i) ˜ t|t−1 ω δ



(i) x˜t



(dxt ).



Rt



(i)



(i)



(12)



i=1



•∀i = 1, . . . , Rt , update weights: # " (i) ψt,z (x˜t ) (i) (i) (i) ˜ t|t−1 ˜ t = ν(x˜t ) + ∑ ω . ω ˜ κ (z) + h ω , ψ i z∈Zt t t|t−1 t,z Rt



(13)



(i)



xt



(dxt ).



(14)



Step 3: Resampling Step The particles are resampled to obtain an unweighted representation of Dt|t . This is unweighted since the resampled representation of Dt|t is given by the particle density. • Compute the mass of the particles: Rt



Rt



˜ t(i) , Tˆt = ∑ ω



(i)



ωt Tˆt



to get



i=1



Nt



(i)



, xt



.



i=1



Nt



Nt Dt|t (dxt ) := ∑ ωt δ (i)



i=1



V. C ONVERGENCE



(i)



xt



(dxt ).



FOR THE PARTICLE A LGORITHM



(16)



PHD F ILTER



We now establish some convergence properties for the Particle PHD Filter. First, we consider h the rate of convergence i Nt of the average mean square error E (hDt|t , ϕi − hDt|t , ϕi)2 for



any function ϕ ∈ B(Rd ), where B(Rd ) is the set of bounded Borel measurable functions on Rd . Then we show almostNt sure convergence of Dt|t to Dt|t . When the measure in the inner product h., .i is continuous, it defines the integral inner product, and when it is discrete, it defines the summation inner product, so that: hDt|t , ϕi =



Z



Dt|t (xt |Z1:t )ϕ(xt )dxt



Nt , ϕi = ∑ ωt ϕ(xt ) hDt|t (i)



(i)



(17)



(18)



i=1



The norm kϕk used here is the supremum norm. (Proofs of the lemmas and theorems used to demonstrate convergence are given in the appendix.) A. Criteria for Convergence To show convergence, certain conditions on the functions need to be met:



be the measure:



i=1



(i)



, x˜t



Nt



˜ t|t−1 . ˜ t|t−1 , ψt,z i = ∑ ψt,z (x˜t )ω hω



Rt ˜ t(i) δ D˜ t|t (dxt ) := ∑ ω



(i)



˜t ω Tˆt



Nt The particles each have weight Tˆt /Nt after resampling. Let Dt|t be the measure:



and



After the new measurements are obtained, the weights are recalculated using the likelihood function g(·|·) to update the distribution based on new information: • Let Rt = Nt−1 + M. ∀z ∈ Zt , compute:



Let



• Resample



(11)



Step 2: Update Step, for t ≥ 0



Rt D˜ t|t



particle filter algorithm as they do not sum to one but, instead, to the expected  number  of targets. 



(15)



i=1



and set Nt = N · int(Tˆt ) (where int(Tˆt ) is the integer nearest to Tˆt ). Target estimates are taken at this stage because the resampling stage introduces further approximations, resulting in less descriptive posterior distributions. In the PHD Filter algorithm, the weights are not normalized as in the standard



• The transition kernel φt|t−1 satisfies the Feller Property, i.e. R ∀t > 0, ϕ(y)φt|t−1 (x, dy) is continuous ∀ϕ ∈ Cb (Rd ), where Cb (Rd ) are the continuous bounded functions on Rd . •ψt,z ∈ Cb (Rd ) (i) • Qt are rational-valued random variables such that there exists p > 1, some constant C, and α < p − 1 so that: p# " N (i) (i) (i) E ∑ (Qt − Nωt )q ≤ CN α kqk p (19) i=1 (i)



for all vectors q = (q(1) , .., q(N) ) and ∑Ni=1 Qt = N. • We assume that the importance sampling ratios are bounded, i.e. there exists constants B1 and B2 such that kγt /pt k ≤ B1 and kφt|t−1 /qt k ≤ B2 . • The resampling strategy is multinomial and hence unbiased [7], i.e. the resampled particle set is i.i.d. according to the empirical distribution before resampling.



The data update equation assumes a Poisson model, and hence is only an approximation. The clutter parameter κt,z needs to be determined from the data and cannot be
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inferred from the recursion. For the purpose of these proofs, it has been assumed that we know the correct density ct and average number of Poisson clutter points λt . B. Convergence of the Mean Square Errors If µN , N = 1, . . . , ∞, is a sequence of measures that depend on the number of particles, then we say µN converges to µ if ∀ϕ ∈ B(Rd ),   lim E (hµN , ϕi − hµ, ϕi)2 = 0. (20) N→∞



We show that, in the case of the PHD, this depends only on T , the number of targets, and Nt , the number of particles. Let the likelihood function g ∈ B(Rd ) be a bounded function. At each stage of the algorithm, the approximation admits a mean square error on the order of the number of particles. In particular, we show that given one of the first three properties below, the property below it holds after the next stage of the algorithm. h i kϕk2 Nt−1 , E (hDt−1|t−1 , ϕi − hDt−1|t−1 , ϕi)2 ≤ ct−1|t−1 Nt−1



(21)



i h ct|t−1 dt Nt−1 ,M E (hDt|t−1 , ϕi − hDt|t−1 , ϕi)2 ≤ kϕk2 ( + ), (22) Nt−1 M E



h



Rt (hD˜ t|t , ϕi − hDt|t , ϕi)2



i



≤ c˜t|t



kϕk2



,



(23)



i h kϕk2 Nt . E (hDt|t , ϕi − hDt|t , ϕi)2 ≤ ct|t Nt



(24)



Rt



C. Convergence of Empirical Measures To prove that an empirical distribution converges to its true distribution, we need to have a notion of convergence for measures. This type of convergence is called weak convergence, which is fundamental to the study of probability and statistics. With this type of convergence, the values of the random variables are not important; it is the probabilities with which they assume those values that matter. Thus, the probability distributions of the random variables will be converging, not the values themselves [13]. Let µN and µ be probability measures on Rd . Then, the R N sequence µ converges weakly to µ if f (x)µN (dx) converges R to f (x)µ(dx) for each real-valued continuous and bounded function f on Rd . This definition can be extended to more general measures, not just probability distributions. In our case, we will be considering the PHD measure, where the notion still applies. (Further details on weak convergence for measures can be obtained from Billingsley [14].) The empirical measures considered here are the particles that approximate the true measures, where Nt represents the number of particles. Let Cb (Rd ) be the set of real-valued continuous bounded functions on Rd . If (µN ) is a sequence of measures, then µN converges weakly to µ if: lim hµN , ϕi = hµ, ϕi



N→∞



This section shows that after each stage of the PHD Filter algorithm, the measures converge weakly. In particular, we show that given one of the first three properties below, after the next stage of the algorithm, the property below it holds: N



Lemma 0 For any ϕ ∈ B(Rd ), there exists some real number c0|0 such that at Step 0 (Initialization), condition (24) holds at time t = 0. Lemma 1 Assume that for any ϕ ∈ B(Rd ), (21) holds. Then, after Step 1 (Prediction), for any ϕ ∈ B(Rd ), (22) holds for some constant dt and some real number ct|t−1 that depends on the number of spawned targets. Lemma 2 Assume that for any ϕ ∈ B(Rd ), (22) holds. Then, after Step 2 (Data Update), for any ϕ ∈ B(Rd ), (23) holds for some real number c˜t|t that depends on the number of targets. Lemma 3 Assume that ∀ϕ ∈ B(Rd ), (23) holds. Then after Step 3 (Resampling), there exists a real number ct|t , that depends on the number of targets, such that ∀ϕ ∈ B(Rd ), (24) holds. Theorem 1 ∀t ≥ 0, there is a real number ct|t , that depends on the number of new targets but is independent of the number of particles, such that ∀ϕ ∈ B(Rd ), (24) holds.



(25)



t−1 lim Dt−1|t−1 = Dt−1|t−1 a.s.



Nt−1 →∞



lim



Nt−1 ,M→∞



N



,M



t−1 Dt|t−1



(26)



= Dt|t−1 a.s.



(27)



Rt lim D˜ t|t = Dt|t a.s.



(28)



Nt lim Dt|t = Dt|t a.s.



(29)



Rt →∞ Nt →∞



(a.s. stands for almost surely, i.e. true for all values outside the null set.) We assume that at time t = 0, we can sample exactly from the initial distribution D0|0 . Then, from the Glivenko-Cantelli Theorem [13], which states that empirical distributions converge to their actual distributions almost surely, N



lim D0|00 = D0|0 a.s.



N0 →∞



(30)



Lemma 4 Suppose (26) holds, then after Step 1 (Prediction), (27) holds. Lemma 5 Suppose (27) holds, then after Step 2 (Data Update), (28) holds. Lemma 6 Suppose (28) holds, then after Step 3 (Resampling), (29)
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(i)



holds. Theorem 2 For all t ≥ 0, (29) holds. VI. D ISCUSSION We have shown, under the assumption that ϕ(x) is bounded above, that it is possible to find bounds for the mean square error of the PHD Particle filter at each stage of the algorithm. These depend on the number of targets introduced at each iteration, but if the order of the number of targets is much lower than the order of the number of particles, i.e. T << N, then the error tends to zero as N tends to infinity. We have also shown, under the additional assumptions that the transition kernel satisfies the Feller property and the likelihood function is a continuous bounded function, that the empirical distribution, represented by the particles, converges almost surely to the true PHD distribution. These results are not dependent on the state dimension. The data update equation assumes a Poisson model, and hence is only an approximation. The clutter parameter κt,z needs to be determined from the data and cannot be inferred from the recursion. For the purpose of these proofs, it has been assumed that we know the correct density ct and average number of Poisson clutter points λt . The assumption that ϕ(x) is bounded above may be too restrictive for practioners, and the additional assumptions on the likelihood and transition kernel may be unrealistic for practical applications; although applications of the PHD filter have demonstrated its potential for real-world applications. Despite these reservations, these results give justification to the Sequential Monte Carlo implementation of the PHD filter, and show how the order of the mean squared error is reduced as the number of particles increases. VII. ACKNOWLEDGEMENTS Thanks to Dr. Dan Crisan at Imperial College, London for help understanding his proofs. This work was funded by QinetiQ through an MoD funded programme.
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In deriving the proofs, we use the Minkowski inequality, which states that for any two random variables X and Y in L2 : 1



1



1



E[(X +Y )2 ] 2 ≤ E[X 2 ] 2 + E[Y 2 ] 2 .



Let ξi = ϕ(xt ) − hD0|0 , ϕi. Then E [ξi ] = 0, and ξ1 , . . . , ξN is a sequence of independent integrable random variables. From the Marcinkiewicz and Zygmund inequalities (see, for example, p 498 [15]), there exists a constant c such that " # " # N 1 1 N E ( ∑ ξi )2 ≤ cE (33) ∑ ξ2i . N i=1 N 2 i=1 and hence



" # N 1 ckξk2 2 E ( . ξ ) ≤ i ∑ N2 N i=1



(34)



Therefore, at time t = 0, there is a real number c0|0 such that h i kϕk2 N (35) E (hD0|00 , ϕi − hD0|0 , ϕi)2 ≤ c0|0 N0 so condition (24) holds at the beginning of the algorithm. B. Proof of Lemma 1 Before proving this Lemma, some considerations are given below. The Sequential Monte Carlo implementation involves sampling from two densities: qt , the density propagated from the previous time step, and pt , the density for spontaneous birth. Suppose that the spontaneous birth density is sampled by M particles and the propagated density by Nt particles. To prove convergence, we use the fact that the sum of two sequences converges weakly to the sum of the limits of those sequences, which follows from a basic result of Real Analysis on the convergence of sequences of real numbers. It then suffices to establish weak convergence of the two sequences independently. We have assumed that we can sample exactly from the spontaneous birth density γt , so using the same argument for showing that the initial distribution is bounded (Lemma 0), and using the assumption that the importance ratio kγt /pt k is bounded, then there is a constant dt such that   kϕk2 E (hγtM , ϕi)2 ≤ dt . (36) M 0 0 Define Dt|t−1 to be Dt|t−1 − γt . We now show that Dt|t−1 (x), the density propagated from the previous time step, is bounded. Proof By the triangle inequality, we have N



N



N



0 t−1 t−1 t−1 |hDt|t−1 , ϕi − hDt|t−1 , ϕi| ≤ |hDt|t−1 , ϕi − hDt−1|t−1 , φt|t−1 ϕi| (37)



(31)



N



t−1 +|hDt−1|t−1 , φt|t−1 ϕi − hDt−1|t−1 , φt|t−1 ϕi|.



(i)



A. Proof of Lemma 0 We assume that at time t = 0, we can sample exactly from the initial distribution D0|0 . Then, N



hD0|00 , ϕi − hD0|0 , ϕi Tˆ0 N0 (i) (ϕ(xt ) − hD0|0 , ϕi). = ∑ N0 i=1



(32)



Let Gt−1 be the σ-algebra generated by the particles {xt−1 }. Then h i Nt−1 Nt−1 , ϕi|Gt−1 = hDt−1,t−1 , φt|t−1 ϕi, (38) E (hDt,t−1



hence



h i h i Nt−1 Nt−1 , ϕi|Gt−1 )2 |Gt−1 , ϕi − E (hDt,t−1 E (hDt,t−1 i h Nt−1 Nt−1 , φt|t−1 ϕi)2 |Gt−1 , ϕi − hDt−1,t−1 = E (hDt,t−1



(39)
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C. Proof of Lemma 2 h i Nt−1 Nt−1 Nt−1 = E (hDt,t−1 , ϕi(hDt,t−1 , ϕi − hDt−1,t−1 , φt|t−1 ϕi) h



N



N



From the definitions (17) and (18), we have:



(40)



Rt hD˜ t|t , ϕi − hDt|t , ϕi



i



N



t−1 t−1 t−1 − hDt−1,t−1 , φt|t−1 ϕiE hDt,t−1 , ϕi − hDt−1,t−1 , φt|t−1 ϕi|Gt−1 .



ν +



=



The second term in (40) is zero, so the above simplifies to h i Nt−1 Nt−1 E hDt,t−1 , ϕi2 − hDt−1,t−1 , φt|t−1 ϕi2



*



(41)



−



Writing out this as a sum, and using the independence of the particles, (41) equals 



Tˆt−1 Nt−1



2 Nt−1



∑



i=1







(E 



(i) (i) (i) φt|t−1 (x˜t , xt−1 ) ϕ(x˜t ) (i) (i) qt (x˜t |xt−1 , Zt )



!2







|Gt−1 



(42)



(43)



i1



+



 !1 



2



φt|t−1 2 p 2 



+ ct−1|t−1  .



qt + kφt|t−1 k (46)



φt|t−1 (x, xt−1 ) = PS (xt−1 ) ft|t−1 (x|xt−1 ) + bt|t−1 (x|xt−1 ). (47) ϕk2



Therefore kφt|t−1 ≤ 1 + Tt|t−1 , where Tt|t−1 is the number of spawned targets. By assumption, the ratio kφt|t−1 /qt k is bounded by some constant B2 , and so the lemma is proved:   i h ct|t−1 dt Nt−1 ,M , E (hDt|t−1 , ϕi − hDt|t−1 , ϕi)2 ≤ kϕk2 + Nt−1 M (48) √ where ct|t−1 = Tˆt−1 (B22 + (1 + Tt|t−1 )2 ) + ct−1|t−1 1 2



2



∑



z∈Zt



(50)



# + ψt,z Dt|t−1 , ϕ κt,z + hDt|t−1 , ψt,z i



(51)



.



N



,M



t−1 hDt|t−1 , ϕψt,z i







(



N



N



,M



t−1 κt,z + hDt|t−1 , ψt,z i







N



,M



t−1 hDt|t−1 , ϕψt,z i



−



,M



t−1 hDt|t−1 , ϕψt,z i



κt,z + hDt|t−1 , ψt,z i



(52)  



 hDt|t−1 , ϕψt,z i ). − + κt,z + hDt|t−1 , ψt,z i κt,z + hDt|t−1 , ψt,z i



(45)



N



,M



t−1 hDt|t−1 , ϕψt,z i



The first bracket in the summation from (52) is: Nt−1 ,M Nt−1 ,M , ϕψt,z i hDt|t−1 , ϕψt,z i hDt|t−1 − Nt−1 ,M , ψt,z i κt,z + hDt|t−1 , ψt,z i κt,z + hDt|t−1 =



The transition kernel φt|t−1 is bounded by the single-target transition, ft|t−1 , and the PHD of spawned targets, bt|t−1 :







∑



z∈Zt



h i1 2 Nt−1 + E (hDt−1|t−1 , φt|t−1 ϕi − hDt−1|t−1 , φt|t−1 ϕi)2 1 kϕk Tˆt−1 Nt−1



,M



+



(adding and subtracting a new term)   Nt−1 ,M = hDt|t−1 , ϕνi − hDt|t−1 , ϕνi



(44)



i1 h 2 Nt−1 Nt−1 ≤ E (hDt|t−1 , ϕi − hDt−1|t−1 , φt|t−1 ϕi)2



≤√



N



t−1 κt,z + hDt|t−1 , ψt,z i



 DNt−1 ,M , ϕ t|t−1



 hDt|t−1 , ϕψt,z i  +∑ − Nt−1 ,M κt,z + hDt|t−1 , ψt,z i κt,z + hDt|t−1 , ψt,z i z∈Zt



2 Nt−1 0 (hDt|t−1 , ϕi − hDt|t−1 , ϕi)2







ν+







(i)



Using Minkowski’s inequality, we obtain E



∑



z∈Zt







(by linearity)   Nt−1 ,M = hDt|t−1 , ϕνi − hDt|t−1 , ϕνi



−(φt|t−1 ϕ)(xt−1 )2 )



!



2



2 



Tˆt−1 2 2 φt|t−1 + kφt|t−1 k . kϕk ≤ Nt−1 qt h



*"



ψt,z



(49)



≤



(53)



Nt−1 ,M Nt−1 ,M Nt−1 ,M , ϕψt,z i(κt,z + hDt|t−1 , ψt,z i) hDt|t−1 , ϕψt,z i(κt,z + hDt|t−1 , ψt,z i) − hDt|t−1 N



,M



t−1 (κt,z + hDt|t−1 , ψt,z i)(κt,z + hDt|t−1 , ψt,z i)



(54)



Nt−1 ,M Nt−1 ,M Nt−1 ,M , ϕψt,z i(κt,z + hDt|t−1 , ψt,z i) hDt|t−1 , ϕψt,z i(κt,z + hDt|t−1 , ψt,z i) − hDt|t−1 N



,M



t−1 hDt|t−1 , ψt,z ihDt|t−1 , ψt,z i



=



Nt−1 ,M Nt−1 ,M hDt|t−1 , ϕψt,z i eDt|t−1 , ψt,z i − hDt|t−1 , ψt,z i 



≤



N



,M



t−1 hDt|t−1 , ψt,z ihDt|t−1 , ψt,z i



kϕk Nt−1 ,M , ψt,z i . hDt|t−1 , ψt,z i − hDt|t−1 hDt|t−1 , ψt,z i



(55)



(56)



(57)
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D. Proof of Lemma 3



The second bracket in the summation from (52) is Nt−1 ,M , ϕψt,z i hDt|t−1 hDt|t−1 , ϕψt,z i − κt,z + hD κt,z + hDt|t−1 , ψt,z i t|t−1 , ψt,z i Nt−1 ,M hDt|t−1 , ϕψt,z i − hDt|t−1 , ϕψt,z i = κt,z + hDt|t−1 , ψt,z i ≤



Nt−1 ,M hDt|t−1 , ϕψt,z i − hDt|t−1 , ϕψt,z i hDt|t−1 , ψt,z i



(58)



Nt hDt|t , ϕi − hDt|t , ϕi



∑



z∈Zt



(



N



N



,M



t−1 hDt|t−1 , ϕψt,z i



N



,M



t−1 κt,z + hDt|t−1 , ψt,z i







−



(59)



.



(60)



,M



t−1 hDt|t−1 , ϕψt,z i



κt,z + hDt|t−1 , ψt,z i







,M



t−1 hDt|t−1 , ϕψt,z i



N



,M



t−1 ≤ |hDt|t−1 , ϕνi − hDt|t−1 , ϕνi|



+



∑



(



z∈Zt



kϕk hDt|t−1 , ψt,z i



+



(61)



Nt−1 ,M , ψt,z i hDt|t−1 , ψt,z i − hDt|t−1



Nt−1 ,M hDt|t−1 , ϕψt,z i − hDt|t−1 , ϕψt,z i hDt|t−1 , ψt,z i



From Minkowski’s inequality, h i1 2 Rt E (hD˜ t|t , ϕi − hDt|t , ϕi)2



).



∑



z∈Zt



(



(62)



h i1 kϕk 2 Nt−1 ,M E (hDt|t−1 , ψt,z i − hDt|t−1 , ψt,z i)2 hDt|t−1 , ψt,z i E +



≤



√



h



ct|t−1 kϕkkνk √ +∑ Rt z∈Zt



≤



√



i1



2 Nt−1 ,M (hDt|t−1 , ϕψt,z i − hDt|t−1 , ϕψt,z i)2



hDt|t−1 , ψt,z i



"



! √ 2kϕkkψt,z k ct|t−1 √ hDt|t−1 , ψt,z i Rt



ct|t−1 kϕk √ 1+ ∑ Rt z∈Zt







2kψt,z k hDt|t−1 , ψt,z i



#



.



(66)



i1 i1 h h 2 2 Rt Nt Rt , ϕi − hDt|t , ϕi)2 . ≤ E (hDt|t , ϕi − hD˜ t|t , ϕi)2 + E (hD˜ t|t



Hence there exists a number c such that i h c Nt Rt E (hDt|t , ϕi − hD˜ t|t , ϕi)2 |Ft ≤ kϕk2 . Nt



(68)



This follows from the assumption that the resampling strategy is unbiased. Using Minkowski’s inequality, as above, we have h i1 q √ kϕk 2 Nt (69) E (hDt|t , ϕi − hDt|t , ϕi)2 ≤ ( c + c˜t|t ) √ . Nt p √ Lemma 3 is then proved with ct|t = ( c + c˜t|t ). E. Proof of Theorem 1



i1 h 2 Nt−1 ,M ≤ E (hDt|t−1 , ϕνi − hDt|t−1 , ϕνi)2



+



so by Minkowski’s inequality, h i1 2 Nt E (hDt|t , ϕi − hDt|t , ϕi)2



Let Ft be the σ-algebra generated by {x˜(i) }, i = 1, . . . , Rt Then Nt the expectation of the inner product hDt|t , ϕi conditioned on Ft is i h Rt Nt , ϕi. (67) E hDt|t , ϕi|Ft = hD˜ t|t







 hDt|t−1 , ϕψt,z i ) + − κt,z + hDt|t−1 , ψt,z i κt,z + hDt|t−1 , ψt,z i N



(65)



Nt Rt Rt = (hDt|t , ϕi − hD˜ t|t , ϕi) + (hD˜ t|t , ϕi − hDt|t , ϕi),



Combining these, we get   Nt−1 ,M hDt|t−1 , ϕνi − hDt|t−1 , ϕνi + 



Rt Adding and subtracting the term hD˜ t|t , ϕi from the Data Update step, we have



Combining the above proofs, we have shown that ∀t ≥ 0, ∃ct|t independent of Nt , but dependent on the number of targets, such that ∀ϕ ∈ B(Rd ): h i kϕk2 Nt . (70) E (hDt|t , ϕi − hDt|t , ϕi)2 ≤ ct|t Nt P ROOFS



A PPENDIX II W EAK C ONVERGENCE



OF



A. Proof of Lemma 4 )



0 Define Dt|t−1 to be Dt|t−1 − γt . It suffices to prove that



lim γtM = γt a.s.



M→∞



(63)



and N



0 t−1 lim Dt|t−1 = Dt|t−1 a.s.



Nt−1 →∞



(64)



ψt,z is a bounded function, since g is bounded by assumption. Lemma 2 follows from this where c˜t|t = i2  h 2kψ k . ct|t−1 1 + ∑z∈Zt hD t,z,ψt,z i t|t−1



(71)



(72)



We have assumed that we sample M i.i.d. particles from γt for the first of these, so by the Glivenko-Cantelli Theorem, (71) Nt−1 , is true. Let Gt−1 be the σ-algebra generated by {x0:t−1 }i=1 then h i Nt−1 Nt−1 E hDt|t−1 , ϕi|Gt−1 = hDt−1|t−1 , φt|t−1 ϕi, (73)
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i h Nt−1 (i) (i) are Since E ϕ(xt )|Gt−1 = φt|t−1 ϕ(xt−1 ) and {x˜0:t }i=1 i.i.d. random variables which are conditional on Gt−1 , we have i i h h Nt−1 Nt−1 (74) E (hDt|t−1 , ϕi − E hDt|t−1 , ϕi|Gt−1 )4 |Gt−1 



(i) (i) Tˆt−1 (i) φt|t−1 (x˜t , xt−1 ) (ϕ(x˜t ) (i) (i) Nt−1 i=1 qt (x˜t |xt−1 , Zt ) Nt−1



∑



=E



(i)



− (φt|t−1 ϕ)(xt−1 )



!4







|Gt−1  . (75)



B. Proof of Lemma 5 By definition, N



Rt t−1 hD˜ t|t , ϕi = hDt|t−1 , ϕνi +







Tˆt−1 = Nt−1 h



Nt−1



∑E



+



i6= j



(i)



∑



E



i, j,k distinct Nt−1



+



(∑ E i=1



( j)



h



(i) (i) Φ(x˜t , xt−1 )4 |Gt−1



i, j,k,l distinct



=



h



(i)



( j)



(i)







(i) (i) ( j) ( j) Φ(x˜t , xt−1 )2 Φ(x˜t , xt−1 )|Gt−1



Tˆt−1 Nt−1



Nt−1



∑E



i6= j



h



4



Nt−1



h



i=1



(i)



( j)



i



i



i (i) (i) ( j) ( j) Φ(x˜t , xt−1 )2 Φ(x˜t , xt−1 )2 |Gt−1 ),



4 (B4 + (1 + T 4 4 CTˆt−1 t|t−1 ) )kϕk 2 2 Nt−1



2 Nt−1



N



t−1 t−1 lim (hDt|t−1 , ϕi − hDt−1|t−1 , φt|t−1 ϕi) = 0.



(81)



Using the result from Real Analysis, we have lim



N



N



,M



t−1 t−1 hDt|t−1 , ϕi = lim hDt|t−1 , ϕi + lim hγtM , ϕi (82)



Nt−1 →∞



M→∞



0 = hDt|t−1 , ϕi + hγt , ϕi = hDt|t−1 , ϕi.



(85) (86)



Rt lim hD˜ t|t , ϕi = hDt|t−1 , ϕνi +



Rt →∞



and therefore



∑



z∈Zt







hDt|t−1 , ϕψt,z i κt,z + hDt|t−1 , ψt,z i



(87) 



(88)



= hDt|t , ϕi, Rt lim D˜ t|t = Dt|t a.s.



(89)



Rt →∞



(i)



Let Pt be the number of times that particle x˜t is resampled (i) (i) and let Qt = Pt · Rt /Nt . Then, from our assumption, we have # " h i Rt 1 (i) (i) (i) Nt R p p t ˜ t )ϕ(x˜t )|) E |hDt|t , ϕi − hD˜ t|t , ϕi| = E ( ∑ |(Qt − Rt ω Rt i=1 (90)



≤



Ckϕk p , Rt 1+ε



Nt Rt lim hDt|t , ϕi − hD˜ t|t , ϕi = 0 a.s.



Nt →∞



(91)



D. Proof of Theorem 2 The above three proofs have shown that for all t ≥ Nt 0, limNt →∞ Dt|t = Dt|t . R EFERENCES



,



Nt−1 →∞



Nt−1 ,M→∞



Hence,



where ε = p − α − 1 ≥ 0. Hence,



and hence N



N



t−1 lim hDt|t−1 , ψt,z i = hDt|t−1 , ψt,z i.



(i)



,



4 (B4 + (1 + T 4 4 CTˆt−1 t|t−1 ) )kϕk 2



,M



(84)



C. Proof of Lemma 6



2 ) terms bounded by C Tˆ 4 (B4 + (1 + since there are O(Nt−1 t−1 2 Tt|t−1 )4 )kϕk4 , following a similar argument as in Lemma 1. It then follows that h i Nt−1 Nt−1 E (hDt|t−1 , ϕi − hDt−1|t−1 , φt|t−1 ϕi)4 (80)



≤



N



t−1 hDt|t−1 , ϕψt,z i = hDt|t−1 , ϕψt,z i,



(78)



where the last equality holds because the particles are mutually independent random variables with mean zero. Taking expectations of (75) and (76), there exists a constant C such that i i h h Nt−1 Nt−1 , ϕi|Gt−1 )4 (79) , ϕi − E hDt|t−1 E (hDt|t−1 ≤



lim



Nt−1 ,M→∞



Nt−1 →∞



i h i (k) (k) E Φ(x˜t , xt−1 )|Gt−1



( ∑ E Φ(x˜t , xt−1 )4 |Gt−1 (i)



N



(77)



( j)



(i)



.



and



i



h i (i) (i) ( j) ( j) (k) (k) (l) (l) E Φ(x˜t , xt−1 )Φ(x˜t , xt−1 )Φ(x˜t , xt−1 )Φ(x˜t , xt−1 )|Gt−1 )



∑



+



Nt−1



Nt−1 t,z + hDt|t−1 , ψt,z i



t−1 lim hDt|t−1 , ϕνi = hDt|t−1 , ϕνi,



(i)



Φ(x˜t , xt−1 )3 Φ(x˜t , xt−1 ) + Φ(x˜t , xt−1 )2 Φ(x˜t , xt−1 )2 |Gt−1



Nt−1



+



4



∑ κ



z∈Zt







Nt−1 →∞



− (φt|t−1 ϕ)(xt−1 ) (76)



Then, expanding the above quartic gives



N



t−1 hDt|t−1 , ϕψt,z i



By continuity and Lemma 4, we have



For notational simplicity, define the measure Φ as (i) (i) (i) (i) (i) φt|t−1 (x˜t , xt−1 ) Φ(x˜t , xt−1 ) = ϕ(x˜t ) (i) (i) qt (x˜t |xt−1 , Zt )







(83)
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