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Cooperative Cognitive Networks: Optimal, Distributed and Low-Complexity Algorithms Gan Zheng, Senior Member, IEEE, Shenghui Song, Member, IEEE, Kai-Kit Wong, Senior Member, IEEE and Bj¨orn Ottersten, Fellow, IEEE



Abstract This paper considers the cooperation between a cognitive system and a primary system where multiple cognitive base stations (CBSs) relay the primary user’s (PU) signals in exchange for more opportunity to transmit their own signals. The CBSs use amplify-and-forward (AF) relaying and coordinated beamforming to relay the primary signals and transmit their own signals. The objective is to minimize the overall transmit power of the CBSs given the rate requirements of the PU and the cognitive users (CUs). We show that the relaying matrices have unity rank and perform two functions: Matched ﬁlter receive beamforming and transmit beamforming. We then develop two efﬁcient algorithms to ﬁnd the optimal solution. The ﬁrst one has a linear convergence rate and is suitable for distributed implementation, while the second one enjoys superlinear convergence but requires centralized processing. Further, we derive the beamforming vectors for the linear conventional zero-forcing (CZF) and prior zero-forcing (PZF) schemes, which provide much simpler solutions. Simulation results demonstrate the improvement in terms of outage performance due to the cooperation between the primary and cognitive systems. Index Terms Cognitive relaying, Cooperation, Coordinated beamforming, Relaying, Zero-forcing.
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I. I NTRODUCTION To achieve high-speed communications over wireless channels has been a major challenge due to the spectrum scarcity and channel fading characteristics. While spectrum utilization depends very much on place and time, it is well known that most spectrum is heavily under-utilized [1]. Cognitive radio system (CRS) [2] is a new paradigm to improve the spectrum efﬁciency by allowing a secondary system to access the spectrum licensed to the primary system, if the interference can be tolerated. In a typical setup, the primary users (PUs) have the priority to access the spectrum, while CRS can occupy the spectrum only if it does not interrupt the communication of the primary system. In practice, this either requires the CRS to sense and detect the spectrum holes and then access the spectrum opportunistically or demands the interference from CRS to the primary system to be properly controlled. In either case, the primary system and CRS are expected to work separately. A major challenge is therefore to guarantee the quality-of-service (QoS) of cognitive users (CUs) without degrading the PU’s performance. In light of this, a number of beamforming techniques have been proposed to achieve various related objectives assuming perfect [3], partial [4] or imperfect channel state information (CSI) [5, 6] available at the CRS regarding the primary system. Cooperation, especially via relaying, can be used to improve the reliability performance of CRS as well as the primary system. Relaying strategies may be categorized into three main types: 1) compress-andforward (CF) 2) amplify-and-forward (AF) and 3) decode-and-forward (DF). Among them, AF, in which the relay simply performs linear processing on the received noisy signal from the sender and forwards it to the destination, is arguably the most attractive strategy, due to its relatively low implementation complexity. Interested readers are referred to the special issues such as [7] on this topic. The advantages of cooperation are manifold. It can help the CRS forward the primary and cognitive signals [8], perform spectrum sensing [9, 10] and even save energy in cooperative sensing and transmission [11]. Without introducing additional relay nodes, the CRS itself can serve as a relay. Cognitive relaying was proposed in multiple access control (MAC) layer [12] where CRS directly helps to relay the trafﬁc of the primary system. Later a three-phase cooperation protocol between primary and cognitive systems termed “spectrum leasing” was proposed to exploit primary resources in time and frequency domain [13– 15]. During Phase I and II, the CBS listens and forwards the primary trafﬁc; in the remaining Phase III, the CBS can transmit its own signal to the CU. The beneﬁt is that the PUs’ performance can be improved due to the diversity paths via CBS and in return, CRS gets a higher chance to utilize the spectrum, hence increasing the overall spectral efﬁciency. This is particularly important when the PUs’ instantaneous data
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rate or outage probability cannot be satisﬁed, due to a weak or broken PU link. In such situations, the primary system will be incentivised to provide necessary CSI to the CRS for cooperation. Multiple antennas at the CBS can also greatly beneﬁt the cognitive relaying, but it is relatively unexplored. In [17], cognitive beamforming was devised to broadcast a common message to the CUs in the downlink using semideﬁnite programming (SDP) relaxation. Nevertheless, in the case of AF relaying, the results in [17] are limited because CBS only uses a vector to linearly process and forward the signal from the primary base station (PBS), and thus, is unable to fully exploit the multiple antennas at the CBS. In [16], a DF relaying protocol was considered for the downlink and prior zero-forcing (PZF), which gives priority to the primary system, was proposed and compared with the conventional zero-forcing (CZF) algorithm. A rate threshold was also given as a guideline to decide which method is preferred. Despite these early works, joint optimal relay processing and transmit beamforming is unknown even with one CBS.



A. Our Aims and Contributions This paper studies the downlink scenario where several multi-antenna CBSs help to relay the PU signal using AF strategy while serving the CUs. Our aim is to minimize the total CBS transmit power (for both relaying and own transmission) for given PU and CU target rates by optimizing the relaying matrices and the coordinated transmit beamforming vectors [18]. Regarding the requirement of CSI, PBS does not need to learn its channels to CRS as its transmission strategy is unchanged. It is the CBSs who should acquire the necessary CSI, including CSI from the PBS to the PU and to all CUs. The former is the received CSI which can be estimated in the channel estimation stage of the primary system or via dedicated training; the latter can be obtained either via the help of PBS or by overhearing the broadcasting information from the PU during the channel estimation stage of the primary system. This is possible because in order to cooperate, CBSs should not be too far from the PBS and the PU. For the third channels from a CBS to all the CUs, still local CSI, they can be learned by feedback from the CUs. It is worth emphasizing that a CBS does not need to know the channels from other CBSs to CUs since the proposed distributed algorithm only requires local CSI. In this paper, we have made the following contributions: •



We consider cooperation among multiple CBSs using coordinated beamforming in addition to the cooperation between CBSs and the primary system for enhancing the overall spectrum efﬁciency. The joint design of coordinated beamforming and collaborative cognitive relaying is original and novel.
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•



The optimal structure of the relaying matrices is shown to match the backward channels for maximizing the received signal-to-noise ratio (SNR) of the PU signal and align the noisy PU signal collaboratively using relay beamforming. This structure greatly simpliﬁes the original problem.



•



Two iterative methods are devised to achieve the optimal solution to the total power minimization problem. The ﬁrst one is devised based on a ﬁxed-point iteration, has linear convergence, and permits a distributed implementation that requires only local CSI at the CBS while another method utilizes matrix iteration, has superlinear convergence but requires global CSI at the CBS.



•



In addition, we derive closed-form expressions for the beamforming vectors for the CZF and PZF schemes, which provide linear and simple solutions. A unique rate requirement threshold is given to differentiate the advantages between CZF and PZF for the case with only one CBS and one CU.



B. Notations Throughout this paper, vectors and matrices are represented by boldface lowercase and uppercase letters, respectively. k · kx represents the lx norm and k · k denotes the Frobenius norm. The notation vec(x1 , . . . , xM ) returns a column vector by stacking all the elements of the input vectors x1 , . . . , xM in



order. (·)T and (·)† denote the transpose and the Hermitian operation of a vector or matrix, respectively, while trace(A) returns the trace of A. A⊥ denotes an orthonormal basis for the null space of A. The notation A ∈ RM ×N indicates that A is a real matrix with dimension M × N . A º 0 means that A is positive semi-deﬁnite. In addition, A ∝ B means that A = cB where c is a constant. Am,n



denotes the (m, n)-th element of A. Also, BlkDiag(A1 , . . . , AM ) returns a block diagonal matrix with A1 , . . . , AM being diagonal matrices. Moreover, I denotes an identity matrix of appropriate sizes. Finally, x ∼ CN (m, Θ) denotes a vector x of complex Gaussian entries with a mean vector of m and a covariance



matrix of Θ. II. N ETWORK M ODEL AND P ROBLEM F ORMULATION A. The Primary and Cognitive System In this paper, we consider a primary-secondary downlink network as shown in Fig. 1. The primary system consists of a K -antenna PBS communicating to a single-antenna PU,1 whereas the secondary system has M CBSs each with N transmit/receive antennas and serving a single-antenna CU.2 Without 1 The same assumption was widely employed in the literature, e.g., [12–17] and it applies to the scenario where the primary system serves the PUs in orthogonal channels, e.g., orthogonal frequency-division multiple access (OFDMA), adopted in most wireless systems. The scenarios with multiple PBSs and multiple PUs on the same channel will be considered in future work. 2



The extension to the case that one CBS serves multiple CUs is straightforward.
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loss of generality, it is assumed that the m-th CU and its serving CBS are denoted by CUm and CBSm , respectively. Of our interest is the scenario where cooperation between CBSs and PBS is necessary to support an acceptable QoS of the primary system. Various possible working modes of cooperation will be discussed in Section II-C. To describe our network model, we deﬁne hp0



†



the 1 × K channel vector between the PBS and the PU;



h†m0 the 1 × N channel vector between CBSm and the PU; h†jm the 1 × N channel vector between CBSj and CUm ; Gm the channel between the PBS and CBSm ; np1 the noise received at the PU during phase I with np1 ∼ CN (0, N1p ); np2 the noise received at the PU during phase II with np2 ∼ CN (0, N2p ); nsm the N × 1 noise vector received at CBSm during phase I with nsm ∼ CN (0, Nsm I); nm the noise received at CUm during phase II with nm ∼ CN (0, Nm ); P0 the transmit power of PBS; s0 the transmit signal for the PU with s0 ∼ CN (0, P0 ); sm the transmit signal for CUm with sm ∼ CN (0, 1).



All channels and noises are independent of each other, and the CBSs operate in an AF and half-duplex fashion. The communication is synchronous and takes place in two phases. In phase I, PBS broadcasts its message s0 by x = f s0 where f is a ﬁxed unit-norm transmit beamforming vector which is either hp0 khp0 k



or to be designed by the PBS. The received signals at the PU and CBSm are, respectively, given by †



y1 = hp0 f s0 + np1 ,



(1)



rm = Gm f s0 + nsm = gm s0 + nsm ,



(2)



where gm , Gm f , ∀m. Then CBSm processes the received signal using an N × N relaying matrix Am to produce Am rm = Am gm s0 + Am nsm . In phase II, CBSm sends its own message, sm , using a



beamforming vector {wm } together with the processed signals Am rm . We assume that the data symbols (or messages) for the CUs, {sm }, and the PU, s0 , are mutually independent of each other. During this
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period, the PBS remains idle and the received signal at CUm is then given by zm = h†mm (wm sm + Am gm s0 + Am nsm ) +



M ∑



h†jm (wj sj + Aj gj s0 + Aj nsj ) + nm .



(3)



j=1 j6=m



The received signal-to-interference plus noise ratio (SINR) at CUm is then expressed as SINR|CUm = ∑M j=1 j6=m



|h†jm wj |2 + P0



|h†mm wm |2



∑M



† 2 j=1 |hjm Aj gj |



+



∑M



† 2 j=1 Nsj khjm Aj k



+ Nm



.



(4)



Similarly, the received signal at the PU is given by y2 =



M ∑



h†j0 (wj sj + Aj gj s0 + Aj nsj ) + np2



j=1



=



M ∑



h†j0 Aj gj s0 +



j=1



M ∑



h†j0 wj sj +



j=1



M ∑



h†j0 Aj nsj + np2 .



(5)



j=1



Using maximal-ratio combining (MRC) to get an estimate of s0 , the received SINR of the PU becomes ∑ † 2 † P0 | M |hp0 f |2 j=1 hj0 Aj gj | + SINR|PU = P0 . (6) ∑M ∑M † † 2+ 2 + Np N1p |h w | N kh A k j sj j 2 j=1 j=1 j0 j0 B. Problem Formulation Assuming perfect CSI, we aim to minimize the transmit power of CBSs subject to both PU and CUs’ rate constraints r0 and {rm }, respectively, by jointly optimizing {wm } and {Am }. Mathematically, that is, min



{wj ,Aj }



s.t.



M ∑ j=1



kwj k2 + P0



     ∑M    



M ∑ j=1



kAj gj k2 +



∑M



M ∑



Nsj kAj k2



j=1



† 2 j=1 hj0 Aj gj | ∑ † † M 2 2 j=1 |hj0 wj | + j=1 Nsj khj0 Aj k



|



0



+



N2p



≥ γ0 ,



†



22r0 − 1 |hp0 f |2 − , P0 N1p



(7)



SINR|CUm ≥ γm , 22rm − 1, ∀m.



In this paper, we mainly consider the case that the original primary link hp0 is too weak and cooperation will be essential to the primary system. The above formulation has assumed that r0 is greater than the rate that is achievable by the primary link alone. Therefore, it is necessary to use cooperation to improve the spectral efﬁciency for the PU. To understand this, the achievable rate for the PU depends on: 1) PU transmit power P0 , 2) the channel quality of PBS-CBS link gj and 3) CBS relay power. 1) is obvious while 2) and 3) can be understood by the fact that the performance of an AF relay system is upper bounded by the performance of both phases. We stress that the optimal cooperation scheme between the
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primary system and CRSs is unknown and the target rate r0 could be well below the maximum achievable rate.



C. Working Modes Cooperation is particularly essential if the primary system is in an outage. However, when the primary system is in a good state, whether cooperation is needed depends on the expected return and the complexity it involves. In the following, we outline several possible working modes. Mode I: When the primary system is in an outage, PBS invites CBSs to cooperate. The necessary CSI †



such as |hp0 f |, gj and hj0 can either be fed back to or estimated at CBSj with the help from the PBS and the PU. The CBSs will obtain the solution to (7) and make it known to the relevant terminals.3 Given the PU rate is directly determined by the received SINR, we consider here the SINR constraint which depends on both the useful signal and interference plus noise. Mode II: When the primary system is in a good channel state to support its rate, PBS would allow CBSs to access the spectrum under the condition that the interference caused by the CBSs is below some threshold Ip or “interference temperature”. The PBS will aid the CBSs to obtain the knowledge {hj0 } to ensure acceptable interference. In this case, the CBSs do not relay the PBS’s signal



but simply transmit their own messages with interference control to the PU. To be speciﬁc, the transmission schemes at CBSs are optimized by solving min



{wm }



s.t.



M ∑



kwm k2



m=1



 |h†mm wm |2    ≥ γm , ∀m, ∑  †  2  M j=1 |h jm wj | + Nm



(8)



j6=m



     



M ∑



|h†m0 wm |2 ≤ Ip ,



m=1



or similarly, e.g., to maximize the CU’s rate. Note that (8) has been well studied in the multiuser MIMO literature [19] and the solution is therefore omitted here. The PBS can estimate its own CSI within the primary network and if the channel condition is not satisfactory, it will negotiate with the CBS either directly, or via an agent, to see if the CBS is willing to cooperate. The CBS can evaluate the cost (e.g., signaling, power and any incentive, etc.) and potential 3 As long as the channel remains static, the optimization is valid and the information exchange between the terminals for implementing the solution should be acceptable. Re-optimization is only required if the channel changes drastically.
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outcome, i.e., the achievable CUs’ rates or revenue by using the primary spectrum, to make a decision. If both agree, Mode I begins. If they disagree, nothing can be done to improve the situation. If the PBS feels its channel is good enough, it does not need the help from the CBS. However, the CBS can still be allowed to access the spectrum, as described in Mode II, where the PBS may earn some income from the CBS. Note that Mode II can also be regarded as part of return for the CBS to cooperate in Mode I. III. S PECIAL S TRUCTURE OF {Am } AND R EFORMULATION The problem (7) is a convex optimization problem because the objective function is convex and the constraints can also be made convex by setting the imaginary parts of h†m0 Am gm and h†mm wm to zero [20] without loss of optimality. As a consequence, (7) can be solved by the standard interior-point algorithm. However, there are strong reasons to further study the optimization problem to i) understand the structure that the optimal solution possesses; ii) derive more efﬁcient algorithms than the interior-point algorithm for convex problems and iii) develop distributed implementation. The rest of this paper will be devoted to the above mentioned objectives. In this section, we provide deeper understanding of the optimal solution so that physical insights can be gained, which help develop more efﬁcient algorithms. A. Optimal Structure of {Am } Theorem 1: The optimal Am has the structure of † Am = Hm am gm , ∀m,



(9)



where we have deﬁned the composite channel matrix Hj , [hj0 hj1 · · · hjM ] from CBSj to all the PU and CUs, and am is a complex parameter vector. Proof: See Appendix A. B. Physical Insights and A Simpliﬁed Formulation † Theorem 1 states that the optimal structure of Am can be divided into two components: gm and



Hm am . This is quite intuitive as there is only one PU message stream and the optimal Am is of rank



one. It is observed that each CBS ﬁrst maximizes the received SNR of the PU signal using MRC, gj† , during phase I and then relays the noisy signal using the transmit beamforming vector Hj aj during phase II. This means that during phase II, the entire system resembles an interference multiple-input singleoutput (MISO) channel in which each CBS transmits its own message as well as a noisy version of the
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common PU message using transmit and relay beamforming, respectively. For CBSj , the optimal transmit and relay beamforming vectors are both parameterized as Hj aj [21] where aj is the parameter vector to be designed. Deﬁning vj , Hj aj , the received PU signal (without noise) via CBSj is expressed as [ ] sˆ0 = h†j0 vj gj† (gj s0 + nsj ) = kgj k2 h†j0 vj s0 + h†j0 vj gj† nsj .



(10)



The overall relaying operation is illustrated in Fig. 2. Note that all CBSs should form a collaborativerelaying beam to ensure coherent reception at the PU, i.e., h†j0 vj ∀j are co-phased. When CBSs act purely as relays without serving their users, the structures of {Am } coincide with the results in [22]. Each Aj originally is a general N × N matrix but (9) indicates that it is a rank-1 matrix and can be represented by a relaying vector vj with dimension N . As a result, substituting (9) into (7), we get min



{wj ,vj }



M ∑ j=1



kwj k2 +



M ∑



cj kgj k2 kvj k2



(11a)



j=1



 |h†mm wm |2    ∑M ≥ γm , ∀m, ∑  †   wj |2 + M cj kgj k2 |h†jm vj |2 + Nm j=1 |h j=1 jm j6=m s.t. ∑ †  2 2  | M 0  j=1 hj0 vj kgj k |   ≥ γ0 , ∑  ∑M † † † p M 2 2 2 j=1 |hj0 wj | + j=1 Nsj |hj0 vj | kgj k + N2



(11b)



where cj , (P0 kgj k2 + Nsj ). For notational convenience, we deﬁne the vectors and matrices:   v , vec(v1 , . . . , vM ),         h0 , [hT10 kg1 k2 , · · · , hTM 0 kgM k2 ]T ,     )) ( ( √ √ ¯ 0 , BlkDiag vec h† Ns1 kg1 k, . . . , h† N kg k , H sM M 10 M0    )) ( (    ¯ m , BlkDiag vec h† kg1 k√c1 , . . . , h† kgM k√cM , ∀m, H  1m Mm       Dv is a diagonal matrix with its (n, n)-th entry being cj kgj k2 , for n = (j − 1)M + 1, . . . , jM. (12)



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing [email protected].



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. The final version of record is available at http://dx.doi.org/10.1109/TSP.2013.2257762



10



Then (11) can be rewritten as M ∑



min



{wj ,v}



kwj k2 + v† Dv v



j=1



      



s.t.



|h†0 v|2



∑M



† 2 j=1 |hj0 wj |



    ∑   M



j=1 j6=m



|h†jm



¯0 + kH



0



vk2



+



N2p



≥ γ0 ,



(13)



|h†mm wm |2 ≥ γm , ∀m. ¯ m vk2 + Nm wj |2 + kH



As in (7) before, (13) can be equivalently converted into a convex problem. IV. E FFICIENT A LGORITHMS AND I MPLEMENTATIONS In this section, we ﬁrst assume that (13) is strictly feasible, which guarantees strong duality between (13) and the dual problem, and facilitates an efﬁcient algorithmic design. How to detect the feasibility will be studied at the end of Section IV-B. The dual problem of (13), which can be derived from its Karush-Kuhn-Tucker (KKT) conditions, is expressed as max



λ0 ,{λm }≥0



s.t.



λ0 N2p



+



M ∑



λm N m



m=1



 M ∑  λm  †   hmm h†mm , ∀m, I + λ h h + λn hmn h†mn º 0 m0 m0   γ m  n=1



(14)



n6=m



 M  ∑  λ0  † ¯† H ¯ ¯† ¯  λm H  m m + λ0 H0 H0 º 0 h0 h0 ,  Dv + γ0 m=1



where λ0 , {λm } are dual variables and their meanings will be explained later. The procedures to derive it can be found in the textbook [23] and previous work [20]. We will discuss in Section IV-C how to recover the solution of the original problem after the dual problem is solved. A. Algorithm 1 Based on (14) and Fixed-Point Iteration The ﬁrst proposed algorithm is directly based on the dual problem formulation (14). To proceed, we ﬁrst derive an equivalent form of the constraints by rewriting the constraint in (14) as I − B− 2



1



1 λm hmm h†mm B− 2 º 0, γm



and further λm ≤



γm , † hmm B−1 hmm



(15)
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where B , I + λ0 hm0 h†m0 +



∑M



λn hmn h†mn . Since the objective function increases with λm , at the



n=1 n6=m



optimum, the equality must hold; similar is true for λ0 . Algorithm 1: Efﬁcient ﬁxed-point iteration to solve (14). Step 1) Initialize λ , [λ0 , λ1 , . . . , λM ]T using an arbitrary non-negative vector. Step 2) Update λm (λ) =



γm , † hmm B−1 hmm



Step 3) Update



∀m ≥ 1.



(16)



0



λ0 (λ) =



(



h†0 Dv +



γ0



∑M



¯† ¯ ¯† ¯ m=1 λm Hm Hm + λ0 H0 H0



)−1



.



(17)



h0



Step 4) Go back to Step 2) until convergence. Theorem 2: Algorithm 1 ﬁnds the optimal solution to (14). Proof: It is easy to check that the mappings in (16) and (17) satisfy •



Positivity: λm (λ) ≥ 0, λ0 (λ) ≥ 0;



•



Monotonicity: If λ ≥ λ , then λm (λ) ≥ λm (λ ), λ0 (λ) ≥ λ0 (λ );



•



Scalability: For all α > 1, αλm (λ) > λm (αλ), αλ0 (λ) > λ0 (αλ).



0



0



0



Therefore, λm (λ), λ0 (λ) are standard interference functions and the optimality of the solution obtained by using Algorithm 1 follows directly from the results in [24], which completes the proof.



B. Algorithm 2 Based on the Virtual Uplink and Matrix Iteration In Phase II, as the channel from the CBSs to all CUs and the PU resembles a multicell downlink [25], we propose an even more efﬁcient algorithm by exploiting the duality between the original downlink and a virtual uplink. In this case, however, we assume that there is one CBS or an additional central unit who coordinates the optimization, i.e., a centralized approach. Based on (14), we construct an equivalent ˜ m, v ˜ } as power optimization problem in a virtual uplink by introducing the auxiliary vectors {w max nT λ λ≥0   ˜ m |2 λm |h†mm w   max ≤ γm , ∀m,   M ˜m w ∑  † † † 2  2 2  ˜ m| + ˜ m | + kw ˜ mk λ0 |hm0 w λn |hmn w n=1 s.t. n6=m      ˜ |2 λ0 |h†0 v 0   ≤ γ0 , ∑  max M † 2 2 ¯ ¯ ˜ v v ˜ Dv v ˜ + m=1 λm kHm v ˜ k + λ0 kH0 v ˜k



(18)
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˜ m } and v ˜ can be interpreted as the receive beamforming where n , [N2p N1 · · · Nm ]T . Also, the vectors {w



and relay beamforming vectors in the virtual uplink, respectively. Since all the constraints in (18) should be satisﬁed with equality at the optimum, all the inequality signs can be reversed and the maximization can be replaced by minimization of the objective function. As a consequence, (18) can be equivalently rewritten as min



˜ m },˜ λ≥0,{w v



s.t.



nT λ               



˜ m |2 λm |h†mm w ≥ γm , ∀m, M ∑ † † † 2 2 2 ˜ m| + ˜ m | + kw ˜ mk λ0 |hm0 w λn |hmn w



(19)



n=1,n6=m



˜ † Dv v ˜+ v



∑M m=1



˜ |2 λ0 |h†0 v 0 ≥ γ0 . ¯ mv ¯ 0v ˜ k2 + λ 0 kH ˜ k2 λ m kH



The “max” operations in the constraints of (18) are removed as they are automatically enforced in (19). The equivalence of (18) and (19) can be veriﬁed by showing that a feasible solution of one is also feasible for the other. Now, we have a power minimization problem (19) in the virtual uplink where λm can be interpreted as the uplink transmit power for CUm , and λ0 is the total relaying power over all the CBSs. Intriguingly, instead of minimizing the total CBS transmit power in the downlink, we solve it by ˜ m becomes the receive minimizing the total power of relaying and the CUs in the virtual uplink. Also, w ˜ is regarded as the receive beamforming vector at CBSm to recover the message from CUm while v



relaying vector. 0



Corollary 1: The same SINR region {γ0 , γ1 , . . . , γM } can be achieved in the downlink and the virtual uplink described by (19), using the same set of normalized transmit/receive beamforming vectors and ˜ and wm ∝ w ˜ m , ∀m. relaying vectors. Mathematically, that is, in (11) and (19), we have v ∝ v



With Corollary 1, it sufﬁces to solve (19). Before doing so, we deﬁne:   ¯ 0v ˜ k2 , F1,1 = kH         Fn,n = 0, for n = 2, . . . , M + 1,     F ∈ R(M +1)×(M +1) : ˜ n |2 , for n = 1, . . . , M, Fn+1,1 = |h†n0 w       ¯ mv ˜ k2 , for n = 1, . . . , M, F1,n+1 = kH       F † ˜ m |2 , form, n = 1, . . . , M, and m 6= n, m+1,n+1 = |hnm w



(20)
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D ∈ R(M +1)×(M +1)



 0  γ0   , D1,1 = †    ˜ |2 |h0 v   γn : , for n = 2, . . . , M + 1, Dn,n =   ˜ n |2 |hnn w       Dm,n = 0, for m 6= n,



(21)



   σ1 = v ˜ † Dv v ˜,



σ ∈ R(M +1)×1 :



  σ n = 1, for n = 2, . . . , M + 1.



(22)



nT λ s.t. λ ≥ DFλ + Dσ.



(23)



Then (19) can be written as min



˜ m },˜ λ≥0,{w v



Notice that at the optimum, the constraint in (23) becomes an equality constraint. Algorithm 2: Efﬁcient matrix iteration to solve (23). ˜ m }, v ˜ ) to satisfy the SINR constraints in (23). Step 1) Find a feasible solution (λ, {w



Step 2) Update λ = (I − DF)−1 Dσ.



(24)



Step 3) Update ˜ m = B−1 hmm , and w ˜m = w



Step 4) Update



( ˜= v



M ∑



Dv +



˜m w , ∀m. ˜ mk kw



(25)



)−1 ¯† H ¯ λm H m m



+



¯ †H ¯ λ0 H 0 0



h0 ,



(26)



m=1



˜= and v



˜ v k˜ vk .



Step 5) Go back to Step 2) until convergence. The optimality of Algorithm 2 has been established in [26] provided a feasible initial solution is given. To obtain a feasible solution in Step 1, we study the following SINR balancing problem: max



˜ m },˜ C,λ≥0,{w v



s.t.



C   



λ = DFλ + Dσ, C



(27)



  nT λ ≤ P , T



where PT is the total power constraint. (19) is feasible if and only if the optimal C satisﬁes C ≥ 1.
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It can be checked that the ﬁrst matrix equation constraint in (27) has a similar mathematical structure as [26, (34)]. Thus, the algorithm based on an eigen-system proposed in [26, Section IV-C] can be applied to solve (27), which results in the ﬁrst step of Algorithm 2. If a feasible solution is found, the rest of Algorithm 2 solves the power minimization problem (23) via matrix iteration following [26, Section III-C]. C. Conversion to the Original Downlink Solutions After obtaining the optimal solution λ to the dual problem (14), we can ﬁnd the unit-norm beamforming ˜ m } and v ˜ , we can decide on the downlink power based vectors using (25) and (26). Having identiﬁed {w



on the fact that at the optimum, all constraints in (7) are met with equalities; therefore we have M + 1 independent linear equations sufﬁcient to solve for the (M + 1) × 1 power vector to get p , [p0 p1 · · · pM ]T = (I − DFT )−1 Dσ.



(28)



As a result, the downlink solution is given by  √   v = p0 v ˜,   wm = √pm w ˜ m , ∀m.



(29)



The implementation of the above solution needs to make the matrix (I − DFT )−1 D known to all the CBSs, and the associated parameter exchange will be analyzed in Section IV-D.3. D. Comparisons Between the Two Algorithms D.1 Convergence Rate Analysis and Complexity Comparison: Comparing Algorithm 1 and Algorithm 2, the only difference lies in the way the power is being updated. In Algorithm 1, the power optimizations (16) and (17) are based on a ﬁxed point iteration while in Algorithm 2, the power is optimized based on the matrix equation (24). Assuming that the beamforming vectors are ﬁxed, the power iteration in Algorithm 1 can be rewritten in a matrix form as λ(n+1) = DFλ(n) + Dσ,



(30)



where λ(n) denotes the solution at the n-th iteration. In [27], it has been analyzed that such iteration satisﬁes sup x>0



kλ(n+1) − λ∗ kx kλ(n) − λ∗ kx



≥ ρ(DF),



(31)
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where λ∗ is the optimal solution and ρ(·) returns the spectral radius of an input matrix. The result (31) indicates that the power update in Algorithm 1 has linear convergence, which is true even the beamforming vectors are adapted at each iteration. On the other hand, in Algorithm 2, the power update directly optimizes the objective function to exactly satisfy all the SINR constraints with equality, i.e., λ = (I − DF)−1 Dσ.



(32)



Hence, it is expected that starting with the same initial point, at each iteration, the power vector generated by Algorithm 2 is element-wisely less than that generated by Algorithm 1, which has been formally proved in [27] and it is further shown that the power sequence generated by Algorithm 2 satisﬁes lim sup



n→∞ x>0



kλ(n+1) − λ∗ kx kλ(n) − λ∗ kx



= 0,



(33)



which indicates that Algorithm 2 has a superlinear convergence rate. This comparison helps explain why Algorithm 2 converges faster than Algorithm 1, and will be veriﬁed by simulation results in Section VI. For complexity comparison, note that (16)–(17) in Algorithm 1 and (25)–(26) in Algorithm 2 involve similar matrix inversion operations, so their complexities are comparable. Compared with Algorithm 1, Algorithm 2 needs additional Step 1) to ﬁnd the feasible solution via eigenvalue decomposition and Step 2) to ﬁnd the optimal λ via matrix inversion (24). These steps have the overall complexity O(M 3 ). D.2 Distributed Implementation: For implementation, the power update (32) in Algorithm 2 requires both global CSI and centralized processing. On the contrary, from (30) in Algorithm 1, each CU’s power can be updated locally assuming all others are ﬁxed, which gives rise to a distributed implementation. This is described as follows. The optimization of λm in (16) of Algorithm 1 requires only the CSI from CBSm to all the CUs and the PU, i.e., Hm = [hm0 hm1 · · · hmM ] deﬁned in Appendix A, and therefore can be implemented at CBSm locally. To obtain λ other than λm (λ0 will be discussed next), it can be obtained by a small



amount of information exchange among all the CBSs (see [18] for details) or feedback from the CUs [24]. After the optimal λ is known, the optimization of wm can be readily achieved using (25) with local CSI. The optimization of λ0 in (17) of Algorithm 1 is less straightforward. At ﬁrst, it may seem that the ¯ m and H ¯ †H ¯ †m H ¯ update of λ0 involves global CSI, but in fact the matrices H 0 0 are both block diagonal,
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and therefore the right-hand-side can be decoupled. After some manipulation, we can get ( h†0



Dv +



M ∑



)−1 ¯† H ¯ λm H m m+



¯ †H ¯ λ0 H 0 0



h0 =



m=1



M ∑



αj ,



(34)



j=1



where αj , kgj k2 h†j0 C−1 hj0 ,



and C , λ0 Nsj hj0 h†j0 + (P0 kgj k2 + Nsj )I +



∑M



m=1 λm (P0 kgj k



(35) 2



+ Nsj )hjm h†jm . Note that the SINR



is the summation of contributions from all the collaborative CBSs. For CBSj , αj can be evaluated using local CSI and λ. Thus, the update of λ0 can be done in a distributed manner by 0



γ0



λ0 = ∑M



j=1 αj



,



(36)



which requires that the CBSs exchange information of {αj } with each other. Once the optimal λ is found, CBSj calculates the relay-beamforming vector by vj = kgj k2 C−1 hj0 ,



(37)



which again only relies on local CSI and can be implemented in a distributed manner. The structure of vj is intuitive. If the CBSs only act as relays without serving their CUs, the optimal collaborative-relaying strategy is to let vj match the forward channel {hj0 }. From (37), we have ( vj ∝



I+



M ∑



)−1 λm hjm h†jm



hj0 .



(38)



m=1



While the CBSs also send messages to their CUs which causes interference to the PU, vj plays a role to form a collaborative signaling beam to compensate the effects of interference. To summarize, Algorithm 1 is desirable for distributed implementation when a central controller is absent to gather global CSI and coordinate the required optimization. With only local CSI at each CBS and moderate amount of parameter exchange, the optimal transmit and relaying beamforming can be realized in a distributed manner. Next, we analyze the signalling requirement of the algorithms. D.3 Discussion on Parameter Exchange: The distributed strategy depends largely on the required parameter exchange between the CBSs in two steps. First, Algorithm 1 is used to solve the dual problem and at each iteration, the vectors [λ1 , . . . , λM ] and α = [α1 , . . . , αM ] need to be shared among the CBSs. The total number of exchanged parameters is 2NI M where NI denotes the total number of iterations needed for Algorithm 1 to converge. Then for the uplink-downlink conversion, the matrix (I−DFT )−1 D
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needs to be made available to all the CBSs, requiring (M + 1)2 positive scalars to be shared. The total number of parameter exchange is therefore 2NI M + (M + 1)2 , regardless of the number of transmit antennas, N . As a comparison, full CSI exchange, which would make possible a centralized optimization (e.g., Algorithm 2), will require 2N M 2 scalars to be shared where the factor of 2 is due to the complex nature of the parameters. If the same quantization scheme is used, the ratio of the number of exchanged bits in Algorithm 1 over full CSI exchange is η=



NI + 21 2NI M + (M + 1)2 ≈ . 2N M 2 NM



(39)



When the number of CBSs, M , is large, a great reduction in backhaul signaling is anticipated. V. T WO Z ERO - FORCING S OLUTIONS This section aims to develop two low-complexity closed-form zero-forcing solutions to (7).



A. Transmit Zero-forcing Beamformer For coordinated beamforming of the CBSs, we write wm =



√



¯ m , where kw ¯ m k = 1. For zeropm w



¯ m should be chosen such that there is no interference from CBSm to the PU and all other forcing, w



CUs, i.e., † ¯m w Hm− = 0, ∀m,



(40)



where Hm− = [hm0 hm1 · · · hmm−1 hmm+1 · · · hmM ] has been deﬁned in Appendix A as the composite forward channel from CBSj to all the PU and CUs. One possible solution for the transmit zero-forcing beamforming is expressed as ( ) I − Hm− (H†m− Hm− )−1 H†m− hmm ° , ∀m. ) ¯ m = °( w ° ° † † ° I − Hm− (Hm− Hm− )−1 Hm− hmm °



(41)



With the above solution, the original problem becomes min



{pj ,vj }



s.t.



M ∑



pj +



j=1



M ∑



(P0 kgj k2 + Nsj )kgj k2 kvj k2



j=1



      



∑M



† 2 2 j=1 hj0 vj kgj k | ∑M † 2 † 2 j=1 Nsj |hj0 vj | kgj k +



|



      ∑M



(42a) 0



N2p



¯ m |2 pm |h†mm w



2 2 2 † j=1 (P0 kgj k + Nsj )kgj k |hjm vj | + Nm



≥ γ0 ,



(42b) ≥ γm , ∀m.
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B. CZF Relaying Vectors With CZF, the design of vj that ensures no interference to all the CUs should satisfy ¯ j† Hcj = 0, v



(43)



¯ j is chosen to maximize the received SINR for the PU so that where Hcj , [hj1 , . . . , hjM ] and v ( ) ¯ j = I − Hcj (H†cj Hcj )−1 H†cj hj0 kgj k2 . v ¯= Note that (44) also ensures that all h†j0 vj are co-phased for coherent reception. Deﬁning v √ ¯ , (42) is then reduced to the following power minimization problem: to have v = p0 v min



{pj ,p0 }



M ∑



(44) T T vM ] [¯ v1T ,··· ,¯ T k[¯ v1T ,··· ,¯ vM ]k



¯ † Dv v ¯ pj + p0 v



j=1



 ¯ |2 p0 |h†m0 v 0    ≥ γ , p  p kH 0 2 ¯ 0v ¯ k + N2 0 s.t. †   ¯ 2   pm |hmm wm | ≥ γm , ∀m. Nm



From the constraints in (45), we can determine the minimum required transmit power as  0 γ0 N2p   , p =   0 |h† v 2 − γ 0 kH 2 ¯ 0v ¯ ¯ | k m0 0  γ N m m   , ∀m.  pm = † ¯ m |2 |hmm w



(45)



(46)



C. PZF Relaying Vectors In PZF [16], v aims to maximize the PU’s channel without controlling the interference to CUs, i.e., ¯= v



[hT10 , · · · , hTM 0 ]T . k[hT10 , · · · , hTM 0 ]k



This gives priority to the PU’s transmission at the expense of the CUs. With (47), (42) becomes  ¯ |2 p0 |h†m0 v 0    M p ≥ γ0 ,  p kH 2 ¯ ∑ ¯ k + N2 0 0v ¯ † Dv v ¯ s.t. min pj + p0 v †  {pj ,p0 }  ¯ m |2 pm |hmm w j=1   ≥ γm , ∀m. ¯ mv ¯ k2 + N m p 0 kH



(47)



(48)
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Similarly, we can determine the minimum required transmit power as  0 γ0 N2p   , p =   0 |h† v 2 − γ 0 kH 2 ¯ 0v ¯ ¯ | k m0 0 ¯ ¯ k2  N + p k  m 0 Hm v  , ∀m.  pm = γm ¯ m |2 |h†mm w



(49)



D. Comparison for a Special Case: One CRS, One CBS and One CU Theorem 3: When M = 1 and r ≤ 0.5 bps/Hz, PZF always uses less power than CZF. Proof: When M = 1, CZF yields  0 γ0 N2p     p0 = kh k2 (1 − ρ2 )(kg k2 − γ 0 N )kg k2 , 10 1 1 0 s1  γ1 N1 γ1 N1   , =  p1 = † 2 2 2 kh k 11 (1 − ρ ) ¯ 1| |h1 w where ρ =



|h†10 h11 | kh10 kkh11 k .



(50)



The total power can be found as 0



PTCZF



γ0 N2p (P0 kg1 k2 + Ns1 ) γ1 N1 + . = 0 kh11 k2 (1 − ρ2 ) kh10 k2 (1 − ρ2 )(kg1 k2 − γ0 Ns1 )



(51)



On the other hand, the PZF power solutions are reduced to  0 γ0 N2p   , p =  0  2 (kg k2 − γ 0 N )kg† k2  kh k  10 1 s1 0 1     † 2 |h†10 h11 |2 p0 kg1 k kh10 k2 (P0 kg1 k2 + Ns1 ) + N1 p = γ 1 1   kh11 k2 (1 − ρ2 )       ρ2 p0 kg1† k2 kh11 k2 (P0 kg1 k2 + Ns ) + N1   = γ1 . kh11 k2 (1 − ρ2 ) Thus, the total power for the case of PZF is found as PTPZF =



0 γ0 N2p 0 2 2 10 k (kg1 k −γ0 Ns1 )



γ1 kh



ρ2 kh11 k2 (P0 kg1 k2 + Ns1 )



kh11 k2 (1 − ρ2 ) 0



+



γ1 N1 γ0 N2p (1 + P0 kg1 k2 ) + 0 kh11 k2 (1 − ρ2 ) kh10 k2 (kgk2 − γ0 Ns1 ) 0



γ1 γ0 N2p ρ2 (P0 kg1 k2 + Ns1 ) = 0 kh10 k2 (kg1 k2 − γ0 Ns1 )(1 − ρ2 ) 0



γ1 N1 γ0 N2p (P0 kg1 k2 + Ns1 ) + . + 0 kh11 k2 (1 − ρ2 ) kh10 k2 (kg1 k2 − γ0 Ns1 )



(52)
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As a result, we get PTCZF − PTPZF 0



(P0 kg1 k2 + Ns1 )γ0 N2p = 0 kh10 k2 (kg1 k2 − γ0 Ns1 )



(



γ1 ρ2 1 − 1 − 1 − ρ2 1 − ρ2



)



0



γ N p (P0 kg1 k2 + Ns1 ) ρ2 = 0 2 2 (1 − γ1 ), 0 kh10 k (kgk2 − γ0 ) 1 − ρ2



which indicates that PZF uses less power if and only if γ1 ≤ 1, or r1 =



(53) 1 2



log2 (1 + γ1 ) ≤ 0.5 bps/Hz.



VI. S IMULATION R ESULTS Computer simulations are conducted to evaluate the performance of the proposed algorithms. We assume that the PBS has K = 2 transmit antennas and there are M = 3 CBSs, each with N = 4 antennas, serving 3 CUs. The channel between any antenna pair is modeled as h = d− 2 ejθ , where d c



is the distance, c is the path loss exponent, chosen as 3.5, and θ is uniformly distributed over [0, 2π). The distances from the CBSs to the PBS, PU and CUs are all normalized to one while the distance from the PBS to the PU is set to 2 units. Thus, the primary channel is much weaker than other links. The PU’s target rate is r0 = 2 bps/Hz unless otherwise speciﬁed. For convenience, all the CUs have the same target rate r and noise power levels at all terminals are the same. We choose the transmit SNR, which is deﬁned as transmit power normalized by noise power, as the power metric. For each simulation result, 104 channel realizations are simulated and averaged. Outage occurs when r0 is not supported in the primary system for a channel instance and in this case the primary system will have cooperation with the CBS. When outage does not occur even without cooperation, the CBS operates in Mode II, i.e., it transmits to the CUs in the orthogonal space of the PU. Since we consider a slow fading channel, one channel estimation can be utilized for a very long time, and therefore the channel estimation overhead is ignored. We study the convergence behaviors of Algorithms 1 and 2 in Fig. 3 for a typical channel realization assuming r = 1 bps/Hz and a zero power vector initialization for fairness. The relative change in the total power is shown as the iteration goes and we deﬁne that convergence occurs when this change is below a predetermined threshold of 10−6 [28] (the smaller the threshold, the higher the precision but the higher the complexity). Results illustrate that 4 iterations are sufﬁcient for Algorithm 2 to converge, while Algorithm 1 converges much slower. Moreover, Algorithm 1 and Algorithm 2 have linear and superlinear convergence rates, respectively, which aligns with our theoretical analysis in Section IV-D. However, it should be stressed that Algorithm 1 enjoys the advantage of permitting distributed implementation.
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The impact of the PBS power on the required total CBS transmit power is studied in Fig. 4 (a) assuming that each CU requires a minimum rate of 2 bps/Hz. Results indicate that the optimal solution greatly outperforms both zero-forcing solutions and saves about 2 dB in transmit SNR for the CBSs when the transmit SNR for the PBS increases from 4 to 12 dB. Also, PZF uses about 4 and 10 dB more power than CZF and the optimal solution, respectively. This is because PZF gives priority to the PU and compromises the performance of CUs, but for CZF, the CUs and the PU are equally important. With low PBS power, the required CBS power only slightly decreases because the increase in PBS power is not sufﬁcient and therefore has little effect on CBS power saving, as seen in (7). To study the optimality of ZF solutions, we simulate the scenario with PU rate requirement of r0 = r = 4 bps/Hz for various PBS transmit SNR ranging from 14 to 30 dB in Fig. 4 (b). In this case, users experience high interference from each other. It is seen that the performance of CZF is close to the optimal one but there is still a big gap between PZF and the optimal solution. This is due to the fact that the optimal solution tends to suppress most interference, i.e., what CZF does; while PZF gives priority to the PU without considering the interference to the CUs. Fig. 5 shows the cumulative density function (CDF) of the CBS transmit SNR against the CU target rates, assuming that the PBS transmit SNR is 10 dB. As we can see, when r = 0.1 bps/Hz, PZF outperforms CZF because the PU’s rate constraint dominates, thereby giving priority to the PU. When r = 0.5 bps/Hz, CZF and PZF have almost identical performance, whereas when r > 0.5 bps/Hz, CZF



greatly outperforms PZF as PZF gives priority to the PU and compromises the performance of CUs. Furthermore, increased CBS power is observed with low probability. This corresponds to Mode II where outage does no occur for the primary system, but the CBS still needs power to satisfy the CUs’ rate constraints. We provide the CDF results of the PBS power in Fig. 6. When the CBS power is 20 dB and a service probability (1−outage probability) is at 90%, results indicate that the PBS can save 5 dB power if the optimal cooperation is used. When the CBS has more transmit power, say at 25 dB, with the same service probability of 90%, the optimal cooperation can offer a power saving of more than 15 dB, while CZF can also save more than 5 dB PBS power. With 15 dB of PBS power, without cooperation, a service probability of only 70% is guaranteed, while with the optimal cooperation, outage almost disappears. Next we examine the effect of the CBS power on the PU’s outage performance in Fig. 7. Results for “No Cooperation” in which the PU uses the entire available bandwidth for transmission without letting the CBSs to use part of the bandwidth for cooperation is provided for comparison. We consider that the CUs have a target rate of 2 bps/Hz and the PBS’s transmit SNR is 10 dB. Results reveal that outage
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occurs with a probability of 85% for the PU but the situation greatly improves when the PBS cooperates with the CBSs and if the CBS transmit power is signiﬁcant. At low to medium CBS transmit SNR (0–15 dB), cooperation does not pay off (but also does not worsen the PU outage performance) but as the CBS transmit power increases beyond 15 dB, the PU’s outage probability drops rapidly due to the increased diversity from the CBSs, showing that cooperation is a promising approach to repair the PU link. Finally, we evaluate the robustness of the proposed algorithms against imperfect CSI knowledge between CBSs and the PU. To model the errors, we assume that ˆ j0 + ∆hj0 , ∀j, hj0 = h



(54)



ˆ j0 is the CSI known at CBS j and ∆hj0 ∼ CN (0, ξ 2 I) denotes the CSI error. We consider a where h j



system with one CBS and one CU and the PBS’s transmit SNR is 10 dB. Fig. 8 shows the achievable PU rates (with a target of 2 bps/Hz) for the three proposed schemes against ξ 2 . It can be observed from the results that the optimal solution is quite robust while PZF is more sensitive to the error than CZF. ˆ j0 }, This can be explained by the fact that in PZF, CBSs choose beamforming vectors aligned with {h



and therefore PZF suffers most. The optimal solution appears to be a promising and robust cooperation strategy. VII. C ONCLUSION We addressed the joint optimization problem of collaborative relaying at CBSs to relay the PU’s signals, and coordinated transmit beamforming for cognitive transmission for the CUs. The problem of minimizing the CBS transmit power subject to minimum rate requirements for the PU and the CUs was studied. The optimal structure of the relaying matrix was shown to ﬁrst match the backward channels and then retransmit the noisy PU signal using collaborative-relay beamforming. Two efﬁcient algorithms to ﬁnd the optimal solution were proposed and compared. A novel distributed implementation was also devised for the cooperation. Also, suboptimal but closed-form CZF and PZF solutions were presented. A PPENDIX A: P ROOF OF T HEOREM 1 Proof: Without loss of generality, Aj can be expressed in the form of   a C † ⊥ † ⊥ ⊥ †   [g† (gj⊥ )† ] = Hj ag† + H⊥ Aj = [Hj H⊥ j ] j dgj + Hj C(gj ) + Hj E(gj ) , j j d E



(55)



where Hj , [hj0 hj1 · · · hjM ] and a ∈ C(M +1)×1 , C ∈ C(M +1)×(N −1) , d ∈ C(N −M −1)×1 , E ∈ C(N −M −1)×(N −1) are parameter vectors and matrices.
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A closer observation of (7) reveals that the optimization will maximize h†j0 Aj gj (can be assumed real and positive without loss of optimality) while minimizing |h†jm Aj gj |2 , kh†jm Aj k2 , kh†j0 Aj k2 , kAj gj k2 and kAj k2 . It is clearly seen that d, E do not affect h†j0 Aj gj , |h†jm Aj gj |2 , kh†jm Aj k2 and kh†j0 Aj k2 , 2 2 due to the appearance of H⊥ j . Setting them to zero also reduces terms kAj gj k and kAj k which are
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Gan Zheng (S’05-M’09-SM’12) received the BEng and MEng degrees from Tianjin University, China, in 2002 and 2004, respectively, both in Electronic and Information Engineering, and the PhD degree in PLACE PHOTO HERE



Electrical and Electronic Engineering from The University of Hong Kong, Hong Kong, in 2008. He then worked as a Research Associate at University College London (UCL), London, UK. Since September 2010, he has been working as a Research Associate at the Interdisciplinary Centre for Security, Reliability and Trust (SnT), University of Luxembourg, Luxembourg. His research interests are in the



general area of signal processing for wireless communications, with particular emphasis on multicell cooperation, cognitive and cooperative system, physical layer security and full-duplex radio. He received the award for Researcher Exchange Programme from British Council to visit Royal Institute of Technology (KTH) in Sweden hosted by Professor Bjorn Ottersten, during September–November 2009. He received a Best Paper Award at the 2009 International Conference on Wireless Communications & Signal Processing held in Nanjing, China and a Best Student Paper Award (co-author) at the International Workshop on Computational Advances in Multi-Sensor Adaptive Processing (CAMSAP’ 11).



Shenghui Song (S’02-M’06) received the Ph.D. degree in Electrical Engineering from City University of Hong Kong, Hong Kong, China. Since January 2009, he has been with the Hong Kong University of PLACE PHOTO HERE



Science and Technology where he is now an Assistant Professor. His research is primarily in the areas of channel modeling, capacity analysis, and diversity reception over fading channels with current focus on cooperative communications, interference channel, and cognitive radio networks.



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing [email protected].



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. The final version of record is available at http://dx.doi.org/10.1109/TSP.2013.2257762



26 (a) r =2 bps/Hz 0



32



30



CBSs Power (dB)



28



26



Optimal Cooperation Cooperation with CZF Cooperation with PZF



24



22



20



18



4



5



6



7



8



9



10



11



12



PBS Power (dB) (b) r =4 bps/Hz 0



55



Optimal Cooperation Cooperation with CZF Cooperation with PZF



50



CBSs Power (dB)



45



40



35



30



25



20 14



16



18



20



22



24



26



28



30



PBS Power (dB)



Fig. 4: The required CBS power versus the PBS power.



Kai-Kit Wong (SM’09) received the BEng, the MPhil, and the PhD degrees, all in Electrical and Electronic Engineering, from the Hong Kong University of Science and Technology, Hong Kong, in 1996, 1998, and PLACE PHOTO HERE



2001, respectively. He is presently Reader in Wireless Communications at the Department of Electronic and Electrical Engineering, University College London (UCL). Prior to that, he took faculty positions at the University of Hong Kong and the University of Hll, United Kingdom. He also previously took visiting positions at Alcatel-Lucent, Holmdel, US and the Smart Antenna Research Group at Stanford University.



He is a Senior Member of IEEE and is Senior Editor of the IEEE Communications Letters, and also on the editorial board of IEEE Wireless Communications Letters, IEEE ComSoc/KICS Journal of Communications and Networks, IET Communications, Physical Communications (Elsevier) and Journal of Optimization (Hindawi). He also served as Editor for IEEE Transactions on Wireless Communications from 2005-2011 and IEEE Signal Processing Letters from 2009-2012. His current research interests center around game-theoretic cognitive radio networks, cooperative communications, physical-layer security and massive MIMO.



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing [email protected].



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. The final version of record is available at http://dx.doi.org/10.1109/TSP.2013.2257762



27 r=0.5 bps/Hz 1



0.8



0.8



0.6



0.6



CDF



CDF



r=0.1 bps/Hz 1



0.4 0.2



0.4 0.2



0 −20



0



20



40



0 −20



60



0



CBS Power (dB)



0.8



0.8



0.6



0.6



0.4 0.2



0.4



20



40



60



Optimal Cooperation Cooperation with CZF Cooperation with PZF



0.2



0



40



r=2 bps/Hz 1



CDF



CDF



r=1 bps/Hz 1



0 −20



20



CBS Power (dB)



60



0



80



0



20



CBS Power (dB)



40



60



80



CBS Power (dB)



Fig. 5: The CDF results of the average CBS power. CBS Power =20 dB 1



CDF



0.8



No Cooperation Optimal Cooperation Cooperation with CZF Cooperation with PZF



0.6 0.4 0.2 0 −5



0



5



10



15



20



25



30



35



PBS Power (dB) CBS Power =25 dB 1



CDF



0.8



No Cooperation Optimal Cooperation Cooperation with CZF Cooperation with PZF



0.6 0.4 0.2 0 −5



0



5



10



15



20



25



30



35



PBS Power (dB)



Fig. 6: The CDF results of the average PBS power.



Bj¨ orn Ottersten (F’04) (S’87-M’89-SM’99-F’04) was born in Stockholm, Sweden, 1961. He received the M.S. degree in electrical engineering and applied physics from Link¨oping University, Link?ping, Sweden, PLACE PHOTO HERE



in 1986. In 1989 he received the Ph.D. degree in electrical engineering from Stanford University, Stanford, CA. Dr. Ottersten has held research positions at the Department of Electrical Engineering, Link¨oping University, the Information Systems Laboratory, Stanford University, the Katholieke Universiteit Leuven, Leuven, and the University of Luxembourg. During 96/97 Dr. Ottersten was Director of Research at



ArrayComm Inc, a start-up in San Jose, California based on Ottersten’s patented technology. He has co-authored journal papers that received the IEEE Signal Processing Society Best Paper Award in 1993, 2001, and 2006 and 3 IEEE conference papers receiving Best Paper Awards. In 1991 he was appointed Professor of Signal Processing at the Royal Institute of Technology (KTH), Stockholm. From 1992 to 2004 he was head of the department for Signals, Sensors, and Systems at KTH and from 2004



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing [email protected].



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. The final version of record is available at http://dx.doi.org/10.1109/TSP.2013.2257762



28 0.9



0.8



PU Outage Probability



0.7



0.6



0.5



No Cooperation Optimal Cooperation Cooperation with CZF Cooperation with PZF



0.4



0.3



0.2



0.1



0



0



5



10



15



20



25



30



CBS Transmit Power (dB)



Fig. 7: The PU outage probability against the CBS power.



2



Achievable PU Rate (bps/Hz)



1.9



1.8



Requirement Optimal Cooperation Cooperation with CZF Cooperation with PZF



1.7



1.6



1.5



1.4



1.3



1.2



1.1 0.01



0.02



0.03



0.04



0.05



Channel estimation error, ξ2



Fig. 8: The PU rate against the channel error.



to 2008 he was dean of the School of Electrical Engineering at KTH. Currently, Dr. Ottersten is Director for the Interdisciplinary Centre for Security, Reliability and Trust at the University of Luxembourg. As Digital Champion of Luxembourg, he acts as an adviser to European Commissioner Neelie Kroes. Dr. Ottersten has served as Associate Editor for the IEEE Transactions on Signal Processing and on the editorial board of IEEE Signal Processing Magazine. He is currently editor in chief of EURASIP Signal Processing Journal and a member of the editorial boards of EURASIP Journal of Applied Signal Processing and Foundations and Trends in Signal Processing. Dr. Ottersten is a Fellow of the IEEE and EURASIP. In 2011 he received the IEEE Signal Processing Society Technical Achievement Award. He is a ﬁrst recipient of the European Research Council advanced research grant. His research interests include security and trust, reliable wireless communications, and statistical signal processing.



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing [email protected].



























[image: Distributed Vision-Aided Cooperative Localization ... - Semantic Scholar]
Distributed Vision-Aided Cooperative Localization ... - Semantic Scholar












[image: Cooperative Spectrum Sensing and Cognitive ...]
Cooperative Spectrum Sensing and Cognitive ...












[image: Graph-Based Distributed Cooperative Navigation ... - Semantic Scholar]
Graph-Based Distributed Cooperative Navigation ... - Semantic Scholar












[image: Optimal Dynamic Actuator Location in Distributed ... - CiteSeerX]
Optimal Dynamic Actuator Location in Distributed ... - CiteSeerX












[image: Energy-Efficient Protocol for Cooperative Networks - CiteSeerX]
Energy-Efficient Protocol for Cooperative Networks - CiteSeerX












[image: Distributed Extremum Seeking and Cooperative Control ...]
Distributed Extremum Seeking and Cooperative Control ...












[image: Distributed Cooperative Q-learning for Power Allocation ...]
Distributed Cooperative Q-learning for Power Allocation ...












[image: Multi-Agent Cooperative Design Support in Distributed ...]
Multi-Agent Cooperative Design Support in Distributed ...












[image: Cooperative Cognitive Radio with Priority Queueing ...]
Cooperative Cognitive Radio with Priority Queueing ...












[image: Delay-Optimal Two-Hop Cooperative Relay ...]
Delay-Optimal Two-Hop Cooperative Relay ...












[image: Calibrating Distributed Camera Networks]
Calibrating Distributed Camera Networks












[image: A Distributed Cooperative Power Allocation Method for Campus ...]
A Distributed Cooperative Power Allocation Method for Campus ...












[image: A Distributed Cooperative Power Allocation Method for Campus ...]
A Distributed Cooperative Power Allocation Method for Campus ...












[image: Full-Duplex Cooperative Cognitive Radio with Transmit ...]
Full-Duplex Cooperative Cognitive Radio with Transmit ...












[image: Distributed Databases for Challenged Networks]
Distributed Databases for Challenged Networks












[image: Distributed Databases for Challenged Networks]
Distributed Databases for Challenged Networks












[image: Brain Networks and Cognitive Architectures.pdf]
Brain Networks and Cognitive Architectures.pdf












[image: Optimal Taxation and Social Networks]
Optimal Taxation and Social Networks












[image: Genetically Evolving Optimal Neural Networks - Semantic Scholar]
Genetically Evolving Optimal Neural Networks - Semantic Scholar












[image: Optimal synchronizability of networks]
Optimal synchronizability of networks












[image: Optimal Synchronization of Complex Networks]
Optimal Synchronization of Complex Networks












[image: Genetically Evolving Optimal Neural Networks - Semantic Scholar]
Genetically Evolving Optimal Neural Networks - Semantic Scholar















Cooperative Cognitive Networks: Optimal, Distributed ...






This paper considers the cooperation between a cognitive system and a primary ... S.H. Song is with Department of Electronic and Computer Engineering, The ... 






 Download PDF 



















 650KB Sizes
 1 Downloads
 313 Views








 Report























Recommend Documents







[image: alt]





Distributed Vision-Aided Cooperative Localization ... - Semantic Scholar 

A similar setup has also been studied in other works, including [5], [9], [10], [11] ...... of a single ground vehicle, equipped with a 207MW Axis network camera8 ..... Proceedings of the International Conference on Field and Service Robotics,.














[image: alt]





Cooperative Spectrum Sensing and Cognitive ... 

Broadband and Wireless Group .... distances are smaller than their distances to the PU, so that ..... New York, NY: Springer Science Business Media, LLC,. 2007.














[image: alt]





Graph-Based Distributed Cooperative Navigation ... - Semantic Scholar 

Apr 3, 2012 - joint pdf for the case of two-robot measurements (r = 2). ...... In this section, we discuss the effect of process and measurement noise terms on the ..... (50). The computational complexity cost of calculating the .... Figure 5: Schema














[image: alt]





Optimal Dynamic Actuator Location in Distributed ... - CiteSeerX 

Center for Self-Organizing and Intelligent Systems (CSOIS). Dept. of Electrical and ..... We call the tessellation defined by (3) a Centroidal Voronoi. Tessellation if ...














[image: alt]





Energy-Efficient Protocol for Cooperative Networks - CiteSeerX 

Apr 15, 2011 - model a cooperative transmission link in wireless networks as a transmitter cluster ... savings can be achieved for a grid topology, while for random node placement our ...... Comput., Pacific Grove, CA, Oct. 2006, pp. 814â€“818.














[image: alt]





Distributed Extremum Seeking and Cooperative Control ... 

The proposed approach retains all the advantages of cooperative control (such ... Mobile platforms with wireless communication capabili- ties can often be used ...














[image: alt]





Distributed Cooperative Q-learning for Power Allocation ... 

Since femtocells are installed by the end user, their number and positions are random ..... a femto/macro-user is set to 800 meters, 3) The maximum distance between a .... relatively small overhead. ... Challenges for Business and Technology.














[image: alt]





Multi-Agent Cooperative Design Support in Distributed ... 

and management of resources in a distributed virtual environment. Distributed ... techniques to manage the complexity inherent in software systems and are ...














[image: alt]





Cooperative Cognitive Radio with Priority Queueing ... 

Cognitive radio networks has been a new technology in wireless communication that improves utilization of limited spectral resources as demand for wireless ...














[image: alt]





Delay-Optimal Two-Hop Cooperative Relay ... 

Sep 10, 2009 - algorithms in two ways: (1) our online iterative solution updates both the value function (potential) and the ... a good strategy with respect to the delay performance. ..... the storage of received information bits. ... Protocol 1 (Au














[image: alt]





Calibrating Distributed Camera Networks 

May 28, 2008 - Department of Electrical, Computer, and Systems Engineering. Rensselaer ... Furthermore, a realistic camera network is constantly in motion.














[image: alt]





A Distributed Cooperative Power Allocation Method for Campus ... 

in power system operation and control. Therefore, building- to-grid integration has recently attracted significant attention. in the smart grid research [3]â€“[10].














[image: alt]





A Distributed Cooperative Power Allocation Method for Campus ... 

A Distributed Cooperative Power Allocation Method for Campus Buildings.pdf. A Distributed Cooperative Power Allocation Method for Campus Buildings.pdf.














[image: alt]





Full-Duplex Cooperative Cognitive Radio with Transmit ... 

Linnaeus Center, KTH Royal Institute of Technology, Sweden (e-mail: ... sufficiently cancelled to make FD wireless communication feasible in many cases; ...














[image: alt]





Distributed Databases for Challenged Networks 

devices. As explained in [1], these types of networks are becoming important with the pervasiveness of wireless technology. ... [9] is a mobile surveillance system, where buses ... application developer needs to schedule packets to different.














[image: alt]





Distributed Databases for Challenged Networks 

heuristics for query scheduling 2) a prereplication scheme that reduces the cost of on-demand retrieval by actively pre- caching data. To our knowledge, this is the first work to examine these ... for query processing in a distributed Database for DT














[image: alt]





Brain Networks and Cognitive Architectures.pdf 

development of novel data acquisition and analytic meth- odologies that can cope with the ever-increasing volume. and complexity of ''big data.'' Mapping ...














[image: alt]





Optimal Taxation and Social Networks 

Nov 1, 2011 - We study optimal taxation when jobs are found through a social network. This network determines employment, which workers may influence ...














[image: alt]





Genetically Evolving Optimal Neural Networks - Semantic Scholar 

Nov 20, 2005 - URL citeseer.ist.psu.edu/curran02applying.html. [4] B.-T. Zhang, H. MÃ¼hlenbein, Evolving optimal neural networks using genetic algorithms.














[image: alt]





Optimal synchronizability of networks 

Published online 29 November 2007 â€“ cO EDP Sciences, Societ`a Italiana di Fisica, Springer-Verlag 2007 ... degree heterogeneity, the clustering plays a very important role in the network synchronization. PACS. 89.75. ... algorithm, suggested that t














[image: alt]





Optimal Synchronization of Complex Networks 

Sep 30, 2014 - 2Department of Applied Mathematics, University of Colorado at Boulder, Boulder, Colorado 80309, USA ... of interacting dynamical systems.














[image: alt]





Genetically Evolving Optimal Neural Networks - Semantic Scholar 

Nov 20, 2005 - Genetic algorithms seem a natural fit for this type .... For approaches that address network architecture, one termination criteria that has been.


























×
Report Cooperative Cognitive Networks: Optimal, Distributed ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















