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Notation Used This section outlines the notation used throughout the project, wherever possible this notation is the same as notation used for queuing theory elsewhere: • λ : Arrival rate. Reciprocal of inter-arrival rate. • µ: Service rate. Reciprocal of inter-service rate. • ρ: Utilization. • c: Number of servers. • Pn : Probability of n patients in the queue. • L: Number of patients in the system. • LQ : Number of patients in the queue. • K: Capacity of a queue. • W : Wait time in the system. • Wq : Wait time in the queue. • A: Traffic intensity. • C2 : Coefficient of variation of a random variable. • σs2 Variance of service time.
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Devised IPOTS to better understand the system and model potential policy changes. (8.1,8.11) Simulated the system and then ran "What If Analysis". (5.2,6.1,6.2,8.3,8.4,8.5) By running "What If Analysis"[5] I was able to simulate policy changes (8.3,8.4,8.5) The M/M/N model devised can be adapted to data sets from the NTPF. This can be seen from the Oncology model designed. (4.2)
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1. Project Summary



1.1



Abstract Devising a model of the public orthodontic system in Ireland for young people using queuing theory tools so the system can be better understood and the most effective policy measures can be devised.



1.2



Background In Ireland, the HSE provides free orthodontic treatment for children with the most severe orthodontic problems as deemed with the Index of Treatment Need (IOTN) criteria. There are 16,092 children waiting for orthodontic treatment (as of March 2017 quarterly return). Many of these have been waiting for more than three years. It is extremely important that children are treated as early as possible, as early intervention is more cost-effective and leads to better patient outcomes.



1.3



The Problem There is currently no tenable way to predict the results of potential policy changes (such as increasing the number of dentists or changing the scheduling policy) in this field except to look at the effect of previous changes. Very little information can be gained from this because with no way to control external variables, there is no way to really say what is impacting the system. This is the problem facing this area - with no suitable way of predicting the result of policy changes, inefficiency arises and money can get wasted. By applying queuing theory, it is possible to look at the potential effects of policy changes, allowing you to make a better-informed choice when you are weighing them up.



1.4



Current System Children with teeth deemed to be high enough on the IOTN scale are added to the waiting list. There is no consequential priority system and it works on a first-come, first-served (FCFS) basis. The Poisson distribution is applicable to the system as the system meets the established criteria.



1.5 Methods



8



1. k ∈ N i.e. The event is something that can be counted in whole numbers. 2. Occurrences are independent, so that one occurrence neither diminishes nor increases the chance of another occurrence. 3. The average frequency of occurrence for the time period in question is known. 4. You can count how many events have occurred.



1.5



Methods After receiving all the necessary data, I proceeded in testing different models until I had one that can accurately and consistently represent the current system. After doing this I established the current equilibrium through repeated testing and optimisation. I used this method because the system is complex and very volatile; small changes can have massive effects - simulation is the only way to test this system. This is because Utilization ≈ 100%. I used JSIMWiz and the Queuing Tool Pack Excel package to help me run my calculations and graph my results respectively. Using the standard model building framework set out in Albin et al (1990) [1] I used queuing theory to achieve accurate macro results and then use simulation models to refine them.



1.6



Key Results • If all variables were held except for arrival rate which increased by 10% (as population increases), wait time and queue length would tend to infinity. • A 4% to 5% decrease in service time appears to be the most cost efficient decrease. • The most efficient appointment system is the least utilization method, using it could decrease queue length by more than 80%.



1.7



Key Contributions Once I had successfully replicated the system I was then able to simulate the result of potential policy changes. This is done by adjusting variables such as λ , ρ and the appointment method. This method could allow policy makers to predict the results of policy changes before they are implemented. From this, the most effective policy measures can be selected thus saving money by increasing efficiency. I then worked on creating a base model which can be adapted to other areas in healthcare.



1.8



Conclusions I have successfully modelled the Irish Public Orthodontic Treatment System over the course of a year to within 6% accuracy of the current system. The work presented in this project is novel, there is no evidence that I can find which suggests that a regional orthodontic system has been modelled before. This project’s contributions are noteworthy because it solves a significant issue in this area. Currently, there is no effective way to predict the results of policy changes in this area but the model outlined in this project fixes this issue. If this model was fully implemented it could dramatically cut queue lengths, save the state millions of Euro and improve children’s quality of care.



2. Motivation



2.1



The Beginning I first came across Queuing Theory while doing work experience in March 2016 in Merck Millipore in Carrigtwohill in Cork. Queuing Theory is used often by pharmaceutical companies to look at the production cycle of many of the different drugs they are making, by data system companies to look at bottlenecks in their system, as well as in telecommunications and traffic engineering. In May 2016 I did work experience with Dr Noel Woods in the University College Cork Centre for Policy Studies. During this time I realised the importance of being able to measure the results of potential policy decisions. For lots of these policy decisions there is no way to predict their results, furthermore they have no lead indicators, so you can’t discover their impact until long after the policy change has been made. This is problematic if you want to test out new policy measures and this means that progress can be very slow. This also has the issue of being exposed to external variables which is far from ideal lab conditions. This problem would lead eventually to my research project.



Figure 2.1: Orthodontic Treatment
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2.2



2.2 The Project



The Project After thorough initial consideration I decided to examine the applications of Queuing Theory in predicting the results of policy changes. I picked the Irish Public Orthodontic Treatment System (IPOTS) for initial studies. I chose the IPOTS as high quality data for it exists, the system is quite regular and contains few feedback loops (where a section of a system’s input is derived from one of its station’s output). The other advantages of looking at this system include that it is broken into well defined regional sections which can be looked at in isolation. An unexpected outcome that this project has revealed is that the system is currently running at full utilisation, meaning there is plenty of room for improvement. This all meant that results from the basic queuing models would be able to be fed into simulation models for greater data analysis. I hoped that during the course of the project I would be able to develop new skills. For anyone doing work in applied mathematics while working on applied research it is vital to be adept in statistical analysis, data management and IT. To begin with I spent months researching the field and existing work to narrow down the focus of my own project. I then began by teaching myself how to recreate and adjust simple queuing systems using a variety of programs built from the ground up for queuing theory such as the Imperial College London and Politecnico di Milano Italy designed JSIMwiz [5], where I could start simple, and manipulate the systems to increase accuracy. By using proprietary tools, such as the solver software package for data sets and algorithms, I was able to look at multiple unique equilibriums and compare them. Following this, I began collating information on different queues from the National Treatment Purchase Fund waiting list. I was able to create a simple structure through which I could turn basic data sets on any queue into a model with high accuracy. I sent a Freedom of Information (FOI) request to the HSE regarding the waiting list for the IPOTS which they were able to give to me outside the FOI system. With the queuing systems in hand I was then able to strengthen the computational dimension to this work through simulation. This enabled me to complete the model for the IPOTS which can be adjusted to test the effects of potential policy changes while tracking KPIs. It has allowed me to complete the general model which can be applied to other data sets. I am continuing to work on the general model so that it can be used as easily as possible to make it more accessible to policy planners and health care workers. I hope that I will be able to continue my work into applied mathematics in the area of healthcare in the future.



3. Investigating Pre-Existing Work



3.1



Overview Queuing Theory has existed for over one hundred years to try and analyse waiting in lines and what can be done to shorten these lines. It may be surprising therefore to find that the applications of queuing theory in health care - where making a queue shorter can be a life saving exercise - has not come into prominence until much more recent years. Much of the existing research has been into Accident and Emergency units where patients physically wait in line but in recent years there has been a greater emphasis into outpatient activities. Work like T. Cayril and E. Verval (2003) have defined best practice in regards to appointment scheduling, an area that had long been overlooked and has allowed careful management of meso-systems or "health care centers". [2]



Figure 3.1: Graphic of M/M/N model (math.stackexchange.com)



3.2 Key Papers in this Field



12 3.1.1



Queuing Theory Research into Dental Health There is a lack of research in regards to the applications of queuing theory to dental systems, Carswell W.D (1973) looks at the applications in a individual practice. There is no such work done for macro dental systems. However many more general papers such as Bailey (1954) and Green (2006A) which deal with outpatient clinics and appointment systems respectively can be applied to our specific case.



3.1.2



Note on Kendall Notation Symbols in queuing theory are expressed using Kendall notation. This has developed from the standard A/S/c notation originally used by D. G. Kendall where A denotes the average rate of arrival per unit time, S the size of jobs and c the number of servers at the node. [3] This has developed since to A/S/c/K/N/D where K represents the system capacity, N is population and D represents the queuing discipline or algorithm used. [3] There is slight variance between papers on the individual letters used but the overall structure remains the same.



3.1.3



Data Used All source data used for this research come from NTPF outpatient reports (Up to date at time of calculations) or was supplied by the HSE (Up to data as of March Quarterly return 2017). Data gaps for Midlands and North West area were due to industrial action which was resolved by the Workplace Relations Commission (WRC) and were reconciled for the purpose of this research. The request for the HSE data was submitted through the FOI process but the data was provided outside of the process.



Figure 3.2: Example of HSE source data



3.2 3.2.1



Key Papers in this Field Introduction This section synopsizes a selection of the most significant papers in this area which helped to form a theoretical basis for this investigation. During the course of this investigation, I read over 45 relevant papers/books therefore for the sake of simplicity I only present a sample of them here. The Appendix expands some of the other key papers.



Chapter 3. Investigating Pre-Existing Work 3.2.2
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Johnson J. 2011 - Simple Queuing Theory Tools You Can Use in Healthcare In this paper Johnson introduces the Queuing Tool Pack Excel package as a potential tool that could be used in health care administration. He compares the system to an optimisation problem with trade offs between wait time and number of servers i.e. between patient service quality and cost.



3.2.3



Fomundam S. and Herrmann J. 2007 - A Survey of Queuing Theory Applications in Healthcare This paper surveys the contributions and applications of queuing theory in the field of healthcare. This includes a summary of results in the following areas: waiting time and utilization analysis, system design, and appointment systems. It contained details of the models relevant to my research and helped me build a foundation to my project.



3.2.4



Sztrik J. 2012 - Basic Queuing Theory This book has served me as an excellent reference. It contains details on all the common queuing theory notations and acronyms, including the service disciplines such as FIFO, RS and Priority. It also contains details on the queuing theory performance measurements such as server utilization and the appropriate formulas such as the the one for utilization of a server during time T i.e. 1 t



3.2.5



Z T



x ((N)t 6= 0) dt



0



Green, L. 2006 Queuing analysis in Healthcare, in Patient Flow: Reducing Delay in Healthcare Delivery In this paper Green discusses the relationship amongst delays, utilization and the number of servers; the basic M/M/s model, its assumptions and extensions; and the applications of the theory to determine the required number of servers. She also discuses how to best construct a queuing system by using the SIPPapproach and considering staffing periods and the Lag SIPP modification.



Figure 3.3: Comparing changes in demand over micro cycles
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3.2 Key Papers in this Field



3.2.6



Software In this section, I discuss the key papers regarding the software I used during this project including JSIM, JMCH and the Queuing Tool Pack Excel.



3.2.7



M. Bertoli, G. Casale and G. Serazzi 2007 -The JMT Simulator for Performance Evaluation of Non-Product-Form Queueing Networks In this paper M.Bertoli et al introduce JSIMwiz a graphical software package which allows for users to simulate queuing systems. This can be done after a queuing model is outlined and can increase accuracy and provide multi-variable analysis.The software has the ability to automate transient detection and removal, variance estimation, and simulation length control to reduce the likelihood of potential points of error. What-if analyses, where a sequence of simulations is run for different values of control parameters, are also supported. This is particularly useful when considering the potential impact of public policy in the systems I have been looking at.



Figure 3.4: JSIMwiz scatter clust of wait time



Whitt, W. 1993 - Approximations for the GI/G/m Queue. Production and Operations Management The formula for Queueing ToolPak 4.0 software add-on are based on Equation 2.24 QTPGGS Wq, QTPGGS W, QTPGGS Lq, and QTPGGS L are then determined from QTPGGS W = QTPGGS Wq + 1/(Service Rate) for arrival rate and service rate. This is used for systems with general arrival and distribution.



4. The Current System



4.1



Lack of Measurement Tools There is currently no way to predict the results of potential policy changes (such as increasing the number of dentists or changing the scheduling policy) in this field but to look at the effect of previous changes. Even doing this is not very useful because with no way to control external variables, there is no way to really say what is causing what. With some systems there are what are know as "lead indicators" which can provide an indication of a policy changes effect before the effect emerges. This is the problem facing this area - with no suitable way of predicting the result of policy changes, inefficiency arises and money can get wasted. By applying queuing theory it is possible to look at the possible effects of policy changes allowing you to make an better informed choice when you are weighing them up.



Figure 4.1: Policy Development Cycle - Suitable Measurement Instruments are a key part of this.



4.2 IOTN



16 4.1.1



KPIs The main KPIs (Key Performance Indicators) to be optimised that I have identified are as follows: • Wait Time • Traffic Intensity • Utilization of Server • Immediate Cost (Derived from number of servers) • Long Term Cost (Which is based on wait time as longer wait can lead to more complications) There are trade offs to be made as some of the KPIs are in direct opposition, i.e if you were to reduce short term cost by reducing the number of servers you would increase long term costs as more complications would arise.



4.2



IOTN Eligibility for orthodontic treatment is based on assessment using the HSE Index of Treatment Need (IONT). Grades, 1, 2 and 3 do not generally qualify for treatment under the Public Orthodontic Service. Treatment is provided for Grades 4 and 5, which covers conditions as outlined below.



4.2.1



Grade 4: Required Treatment For: • Reverse overjet >3.5mm with no masticatory or speech difficulties • Anterior or posterior crossbites with >2mm discrepancy between retruded contract position and intercuspal position. • Severe displacements of anterior teeth >4mm but only with with Aesthetic Component of 8 to 10 • Extreme lateral or anterior open bites > 4 mm • Increased and complete overbite with gingival or palatal trauma • Posterior lingual crossbite with no functional occlusal contact in an entire buccal segment • Reverse overjet > 1 mm but < 3.5 mm with recorded masticatory and speech difficulties



4.2.2



Grade 5: • Increased overjet > 9 mm • Extensive hypodontia (2 or more teeth missing in any quadrant excluding third molars)requiring pre-restorative orthodontics. Amelogenesis imperfecta and other dental anomalies which require pre-prosthetic orthodontic care. Incisors lost due to trauma assessed on a case by case basis. • Reverse overjet > 3.5 mm with reported masticatory and speech difficulties • Defects of cleft lip and palate • Submerged deciduous teeth - arrange removal of teeth but orthodontic treatment not necessarily provided.



4.2.3



Efforts to Reduce Queue Certain categories of misalignment have been provided by a panel of private orthodontists under contract to the HSE in recent times. Analysis of this and other potential policy measures is covered in 6.2.



Chapter 4. The Current System



4.3
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What Distribution is Appropriate The Poisson distribution named after French mathematician Siméon Denis Poisson is a discrete probability distribution that expresses the probability of a given number of events occurring in a fixed interval of time and if these events occur with a known constant rate and independently of the time since the last event. Where the rate of occurrence of some event λ is small, the range of likely possibilities will lie near the zero line. Meaning that when λ is small, zero is a very likely number to get. As the rate becomes higher (as the occurrence of the system we are watching becomes more frequent), the centre of the curve moves toward the right, and eventually, somewhere around where the arrival rate is equal to seven, zero occurrences actually become unlikely. This is how the Poisson world looks graphically.



Figure 4.2: Poisson Distribution showing λ = 1, 4, 10



The Poisson distribution system is applicable to the system if the following holds: [4] • (1) k ∈ N i.e. The event is something that can be counted in whole numbers.This holds for our system because the amount of people requesting treatment can only be a whole number. • (2) Occurrences are independent, so that one occurrence neither diminishes nor increases the chance of another. This also holds in for the system we are looking at unlike a system such as an Accident and Emergency unit, where people could come in groups if e.g. multiple patients could arrive at the same time due to a traffic collision. (With a slight adjustment this could still be made to work with a Poisson distribution just to slightly lower levels of accuracy.) • (3) The average frequency of occurrence for the time period in question is known. This does not mean that we know that the inter-arrival time is a constant between any two events but over the long run it is known. This applies to our system. • (4) It is possible to count how many events have occurred. For some systems this is impossible but for this system all occurrences are recorded by the HSE. It is not however possible to count how many occurrences have not happened as opposed to a binomial distribution where you can.



4.3 What Distribution is Appropriate



18 4.3.1



Expression of Poisson Distribution If all these hold which they do for this system then the distribution of k then a Poisson distribution is applicable for the system. The Poisson distribution can be expressed mathematically as follows: Given an average arrival rate (λ ), the Poisson distribution gives the probability of a certain number of customers (n) arriving in a certain window. P(N) =



e−λ λ n n!



(4.1)



There is a relationship which exists between the Poisson and Exponential distributions. We use the Poisson distribution to look at the likelihood of a certain amount of events occurring in a time period whereas we use the Exponential distribution to look at how long the service time is. The Poisson is a discrete distribution because the number of events is a whole number but the Exponential distribution is time continuous because it can take on a range of non-integer values. 4.3.2



Notes/Deviations The IPOTS can not be considered a perfect M/M/N system with a Poisson distribution. It has several deviations, these are outlined below: • The data provided to me was incomplete for some regions due to industrial action that was in effect at the time that the data was collected. I could deal with this by virtue of the fact that each regional subsystem is separate and thus can be treated separately. For the final model I devised I have used the data for the South region due to processing power limits. • There is a problem arising from the fact that this system is done through referrals. This is not ideal for the distribution model as children can only be referred during the weekdays. That means that our system isn’t a perfect fit for the Poisson distribution but it only leads to minor levels of inaccuracies. The queue is so long that the inconsistencies balance out. If the average queue was 1 day then we would have a problem with inaccuracies as people are being referred Monday to Friday and are not generally being treated during the weekend which means there are jumps. If someone is referred on the Friday and being seen on the Monday there is a jump of the weekend which means percentage wise there is a massive margin for error. If this is 837 days instead of 835 days this is a much smaller error percentage which makes no meaningful difference. A similar situation applies with holidays but generally the system input down time corresponds with the system process downtime, this is taken into account in the uptime coefficient discussed below. • SA = S ×UTc



(4.2)



Where SA is adjusted service rate, S is service rate and UTc is uptime coefficient (percentage of a year server is in operation). If the service rate of a system is 8 patients an hour and the system runs 50% of the time then the adjusted service rate is 4 patients per hour. Suppose a server worked 8 hours a day, 5 days a week while working 340 days a year and service rate is 1.619 . This means that the uptime is 19.3% of total time. You can multiply this by the service rate to get the adjusted service rate. SA = S ×UTc = 1.619 × 0.193 = 0.31265



(4.3)



5. First Generation General Model



5.1



Initial Work To build my first model I started to look at different possible base models, there are lots of these outlined in “Basic Queuing Theory” by Dr. János Sztrik. I originally considered working with a simple M/M/1 model (where M stands for Markovian). In our case dentists would be our servers so M/M/1 means that there is one dentist . This may seem to be at odds with the fact that there are multiple servers- there is more that one dentist providing treatment but what happens is that children are referred and they may be referred to dentists who do public work on top of their normal private work. You can consider all the servers as one but I eventually decided to move away from this model to the M/M/C model because it provides greater flexibility and is slightly more accurate due to the simplifying assumptions made in the M/M/1 model . Originally I planned to look at the overall system as one but looking at subsystems has turned out to be a more efficient way of looking at changes to the system.



5.2



Modelling a Queue The general solution process I used to model a queue is as follows: 1. Identify the queue you wish to model. 2. Work out what data you need to model the system. 3. Identify what/who is the server and work out how many servers there are. 4. Identify what items/people make up your queue. Work out is there a finite or infinite population and if your population is made up of individual groups who need be treated differently. Is priority given to one group over another? 5. Identify the queuing model, are arrival and service rates deterministic or do they have exponential distributions? 6. Work out what the service rate is. (This can be determined from throughput data). 7. Work out what the arrival rate is. 8. Use these values to get server utilization. 9. From here you can successfully model and simulate the system.



5.3 Cost Analysis
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5.3



Cost Analysis Once a queue is modelled and multi-case data is available this data can be used in conjunction with cost data to provide cost analysis. By estimating service and wait cost a balance can be found between them.



Figure 5.1: Service Cost vs Service Level Source: http://bit.ly/2lilEjO



5.4



Oncology System Originally I started by building models looking at the National Oncology queue as it is relatively smaller and thus easier to model. I was able to model the variables listed below through a M/M/1 model and then eventually through a M/M/C model. I also established the volatility of the system by looking at the effect of changing the given variables which were Arrival Rate, Service Rate, and Number of Servers. The sections of the results table are: • Arrival rate • Service rate • Number of Servers • Queue Capacity • Utilization • Traffic Intenisty • Average Number of Patients in the Queue • Average Time in System • Probability of Empty System • Probability of Waiting • Probability of Waiting Less Than 90 Days • Probability of Waiting Less Than 180 Days
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Data Sourcing The data I used for the Oncology system came from the NTPF outpatient database and are publicly available. Data is sorted by region, time and speciality. Source data is available for some areas. The overall national trends are available on their own but for trends of specialities data has to be compiled manually.



Figure 5.2: NTPF National Trend, Note Y axis starts at 400,000.



5.5



Using QTP I used QTP (version 4.0) along with the Solver "What If Analysis" tool. The advantage of this is you can use it through spreadsheet software so it is quite usable. With the solver tool you can fix certain variables and allow it to automatically adjust others so it can run until it reaches an assigned variable for another number. The formulae which underpin QTP are discussed in the current model section. Combined with an optimization solver it can be used to provide multi case data to aid optimisation and assist efficient resource management. (Adapted from QTP Manual) Functions in the first category have names that begin with "QTP-



Figure 5.3: Example of Solver Analysis
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5.5 Using QTP



Figure 5.4: Example of QTP Source: http://queueingtoolpak.org/support.shtml MMS" and are based on the following assumptions: Arrival Process: Arrivals are assumed to come from a stationary Poisson process. Two equivalent ways of saying this are (1) the number of arrivals in a fixed time interval is Poisson distributed, or (2) the times between arrivals are exponentially distributed. Waiting Room: Customers wait in a single queue (which may be spatially dispersed). It is possible to specify a finite capacity for the queue; otherwise the queue is assumed to have unlimited capacity. Service Process: Customers are served first-come-first-served by one of several parallel and identical servers. Times to complete service are exponentially distributed. The functions may provide adequate approximations even when some of these assumptions do not hold exactly, but strictly speaking these assumptions are required for the functions to give valid results. [11]



6. Current Model



6.1



Preface Taking all of this into account I looked at the different systems. Originally I looked at making it as simple as possible because all of these will be fairly accurate. Making the model more complex may make it slightly more accurate but the aim is is to create a tool which can be easily used for potential policy change. For a tool to be used effectively you want it to be simple. I wanted a simple model which could to a high degree of accuracy replicate the actual system.



6.2 6.2.1



QTP QTPMMS Functions Parts of the following section regarding to the QTP software are adapted from QTP ManualFunctions in the first category have names that begin with "QTPMMS" and are based on the following assumptions. Arrival Process: Arrivals are assumed to come from a stationary Poisson process. Two equivalent ways of saying this are (1) the number of arrivals in a fixed time interval is Poisson distributed, or (2) the times between arrivals are exponentially distributed. Waiting Room: Customers wait in a single queue (which may be spatially dispersed). It is possible to specify a finite capacity for the queue; otherwise the queue is assumed to have unlimited capacity. Service Process: Customers are served first-come-first-served by one of several parallel and identical servers. Times to complete service are exponentially distributed. The functions may provide adequate approximations even when some of these assumptions do not hold exactly, but strictly speaking these assumptions are required for the functions to give valid results. A queueing system that satisfies these assumptions is commonly referred to as an M/M/s system, where the first "M" signifies a "memoryless" arrival process, the second "M" signifies a memoryless service process, and "s" is the number of servers. If the queue has a capacity C, then the system is denoted M/M/s/s+C. In the software there is also the ability to estimate queues which are "General" i.e., they are not limited to an exponential distribution or any other specific distribution. I have not included



6.3 JSIM
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their functions here as I did not require them for this project. All the following listed functions are QTPMMS. [5] 6.2.2



List Of Functions • TrafficIntensity: Average traffic intensity • Util: Average server utilization. • L: Average number of customers in system. • Lq: Average number of customers in queue. • W: Average time in system. • Wq: Average time in queue. • PrEmpty: Probability that system is empty. • PrWait: Probability that a customer will have to wait. • PrFull: Probability that a the system is full (and arriving customers do not enter). • PrState: Probability of observing the system in a particular state. • ServiceLevel: Probability that a customer will wait less than some threshold time. • MinAgents: Minimum number of servers needed to achieve a specified service level, assuming that system capacity is fixed. • MinServers: Minimum number of servers needed to achieve a specified service level, assuming that queue capacity is fixed.



Figure 6.1: QTP Functions



6.3 6.3.1



JSIM Usability/Accuracy Despite their generality and ease of use, simulation models may fail or produce non-accurate results. A first source of errors is related to the statistical techniques implemented in the simulator engine, e.g., the quality of the random number generator, the algorithms used for confidence intervals and variance estimation. A second source of errors comes from users’ mistakes, such as inadequate level of detail adopted to describe the target system, too short a simulation time, errors in input parameter values and distributions, errors in output data interpretation and incorrect modelling of the characteristics of the target system. JSIMwiz aims to minimize common mistakes in simulation studies by helping the average user. Firstly, critical statistical decisions, such as variance estimation,
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and simulation length control, have been completely automated, thus freeing the user from taking decisions about parameters they may not be familiar with. [5] 6.3.2



JSIMWiz Confidence Interval JSIMwiz also displays a confidence interval so you can read more into your results. All confidence intervals displayed in this projects are 99% which helps demonstrate the accuracy of the results.



Figure 6.2: Red lines are 99% confidence interval



6.4



Formula The backbone of mathematical analysis for this project was computed by software and not by hand but I have included a few of the key formulae used to provide an indication of some of the work done.



6.4.1



Little’s Law This law states the following: The average number of customers in a queueing system, is equal to the rate at which customers arrive and enter the system. (for systems who are stable, i.e don’t tend to infinity) L = λW, Lq = λWq



(6.1)



Where L is number of patients in the system, λ is arrival rate and W is the average time a person spends in the system. If we know any two of the three quantities we can find the third. This is particularity important because Little’s law is independent of the following: [8] • specific assumptions regarding the arrival distribution • specific assumptions regarding the service time distribution • the number of servers • the type of queueing discipline



6.4 Formula
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Example: Arrival rate is 10 patients a day, the average patient spends 440 days in the system. L = λW



(6.2)



L = 10 × 440



(6.3)



L = 4400patients



(6.4)



From Little’s Law we also know: W = Wq +



1 µ



(6.5)



Where W is wait time in system Wq is wait time in queue and µ is utilisation. Example: Arrival rate is 0.5 per day, average number of patients in queue is 6 and utilization is 0.75. W = Wq +



1 µ



(6.6)



but Lq = λWq



W=



Lq 1 + λ µ



(6.8)



W=



(6) (1) + (0.5) (0.75)



(6.9)



W = 13.334days 6.4.2



(6.7)



(6.10)



Little’s Law in Operations Management Little’s Law has been widely used in operations management for over 25 years. The Law is usually stated in a more specific sense to operations management to highlight its usability. An example statement of the Law can be found in Hopp and Spearman (2000) [9]: TH =



W IP CT



(6.11)



where they define throughput (TH) as "the average output of a production process(machine, workstation, line, plant) per unit time," work in process (WIP) as "the inventory between the start and end points of a product routing," and cycle time (CD as "the average time from release of a job at the beginning of the routing until it reaches an inventory point at the end of the routing (that is, the time the part spends as WIP)."
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Sample of Formulae Used In the South administrative region there are 2080 patients as of the last return. My first job was to build a mathematical model which faithfully reflects the current system and replicates its length. (About 835 days) To do this I devised a queuing system and preformed multi case analysis to find my unknown variables. Its modelling goes as follows λ = 2.5, c = 8,W q ≈ 835, Lq = 2080 Utilization (% of time server is in use): Where ρ is utilization λ is arrival rate, c is number of servers and µ is service rate. For this system you have: ρ=



2.5 8 × 0.31265



(6.12)



ρ = 0.99952



(6.13)



Mean number of customers in the queue: Lq =



P0 ( λµ )c p



(6.14)



c!(1 − p2 )



Lq =



2.5 P0 ( 0.31265 )8 0.99952 8!(1 − 0.999522 )



(6.15)



Lq =



2.5 P0 ( 0.31265 )8 0.99952 8!(1 − 0.999522 )



(6.16)



Lq =



P0 (7.9961618 ) × 0.99952 40320(1 − 0.99904)



(6.17)



Lq = 2080(Patients)



(6.18)



Where "



c−1



(cp)m (cp)c P0 = ∑ 1/ + m! c!(1 − p) m=0



# (6.19)



Note that P0 denotes the probability that there are 0 customers in the system. These results and more are covered in section 8.1.



6.5 M/M/1 Formulas
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6.5



M/M/1 Formulas The following variance formulas and notes used are adapted from notes by A. Gosavi [10] variance estimation for this project was done automatically by the JSIMwiz software. [5] o2a (1/λ )2



c2a =



(6.20)



When the mean rate of arrival is λ , and o2a denotes the variance of the inter-arrival time. o2a (1/µ)2



c2s =



(6.21)



When µ denotes the service rate and o2a denotes the variance of the service time. 6.5.1



M/M/1 Example Consider a queue with infinite capacity and an infinite population where inter-arrival time of customers is 6 minutes and is done by a Poisson process. There is a single server with an average service time of 5 minutes which is exponentially distributed. How long will the average customer wait? How long will the average customer wait if service time is reduced to 4 minutes? 6=



1 λ



(6.22)



λ=



1 6



(6.23)



4=



1 µ



(6.24)



µ=



1 5



(6.25)



5 6 From Little’s Law: 1 1 W= = = 30minutes µ −λ 1/5 − 1/6 ρ=



Second Case 4 ρ= 6 W=



1 1 = = 12minutes µ −λ 1/4 − 1/6



(6.26)



(6.27)



(6.28)



(6.29)



Note that a decrease of service time from 5 to 4 minutes (20%) had a corresponding decrease of wait time from 30 to 12 minutes (60%).



7. Simulation



7.1



Current System I was able to input the results from QTP into JSIMwiz to simulate for further analysis. This allowed me to run "What If Analysis" where I could look at the effects of potential policy changes.



7.1.1



Current Model To devise a model in JSIMwiz follow the steps outlined below: • Launch the JMT software package • Select JSIMwiz or JSIMgraph if you prefer a graphical interface. • Define classes: their inter-arrival time distribution, etc. • Define stations: Source, and Sink represent the beginning and end of Markov birth - death chains, queues, delays, forks, etc. • Connect the stations • Define Station Parameters • Set up Performance Indices • Decide on Reference Stations • Define Simulators Parameters



Figure 7.1: Java Modelling Tool Launcher



7.2 What if Analysis?
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Performance Indices You can measure the following • Queue Time • Response Time • Number Of Customers • Utilisation • Throughput, etc.



Figure 7.2: Performance Indices



7.2



What if Analysis? Repeats the simulation by changing a variable of a station, this allows us to understand the result of changing a variable and thus lets you to look at the result of policy changes. For variables that cannot be changed using What If Analysis such as queuing policy you can perform the analysis manually.



Figure 7.3: What If Analysis



8. Results



8.1



QTP Results I was successfully able to model the IPOTS as a M/M/N queue, the results are as follows:



Table 8.1: IPOTS System Results Arrival Rate Adjusted Service rate Servers Queue Capacity Utilization Traffic Intenisty Average Number of Patients in the Queue Average Time in System Probability of Empty System Probability of Waiting



2.5 0.31265 8 10000000 100% 2080 2080 835.19 1.1557E-06 0.998443653



Probability of Waiting Less Than 90 Days Probability of Waiting Less Than 180 Days



10% 20%



Probability of Waiting More Than 90 Days Probability of Waiting More Than 180 Days



90% 80%



8.1 QTP Results
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Notes • Arrival Rate, and Service Rate are given. • Adjusted Service Rate is as outlined in 3.3.1 • Knowing this we can derive utilization, time in system, traffic intensity etc.



8.1.2



Findings Thus we get the following results: • The system was successfully modelled. • With the limited information provided the average number of patients in the queue was calculated to a excellent accuracy. The actual figure is 2208 and the model predicted it to be 2080. The margin of error was 6.1% when it was only provided with one data set. • The average time in system of 835.2 days also fits with the current state of the IPOTS. • Utilization is at the 100% mark. This is very important for looking at other results.



Figure 8.1: Model is accurate to 6.1% margin of error
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Changing Service Rate Table 8.2: Effect of Decreasing / Increasing Service Rate 99.15% Of Current Service 102.35% Of Current Service Arrival Rate 2.5 2.5 Adjusted Service rate 0.310 0.32 Servers 8 8 Queue Capacity 10000000 10000000 Utilization Traffic Intenisty Average Number of Patients in the Queue



100% 9999876 9999876



98% 38.6 38.6



Average Time in Queue



4032208



15.4



#Utilization >= 100% 1



6.30108E-05 0.93



Probability of Waiting Less Than 90 Days Probability of Waiting Less Than 180 Days



0% 0%



100% 100%



Probability of Waiting More Than 90 Days Probability of Waiting More Than 180 Days



100% 100%



0% 0%



Probability of Empty System Probability of Waiting



8.2.1



Notes • As you can see from the tables I tested the results of a decrease in service rate to 0.31 from its current value of 0.31265 in the left hand side of the table. • In the right hand side of the table I increased service rate to 0.32.



8.2.2



Findings • A small increase / decrease has made a massive change to the system. Going from an initial service rate to 0.31 increased wait time to 4,032,208 days or 11,047 years, much longer than anyone has to wait. This small decrease in service rate increased by a factor of 1938.56. • The increase of service rate to 0.32 reduced the number of people waiting from 2080 to 38.6. • Thus we know that a small increase in service would a have a massive decrease in wait time and queue length.
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8.2 Changing Service Rate



Figure 8.2: Number in Queue v.s Change in Service Rate. Note: Y axis scale is logarithmic, bar for 99.15% is too small to read.



Figure 8.3: Queue Length vs Change in Service Rate. Note: Y axis scale is logarithmic, bar for 99.15% is too small to read.



Chapter 8. Results



8.3



JSIM Results



8.3.1



Notes • Confidence interval (red lines) is 0.99. • Green lines are a sample of instantaneous values. • Analysed Samples: 610438 • Min: 644.809 • Max: 720.66 • Average Value = 682.734



8.3.2



Queue Time Simulation



Figure 8.4: Simulation of Queue Time for Current System.
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8.4 What If Arrival
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Notes • • • • • •



8.3.4



Confidence interval (red lines) is 0.99. Green lines are a sample of instantaneous values. Analysed Samples: 51200 Min: 2035.297 Max: 2104.273 Average Value = 2069.785



Queue Length Simulation



Figure 8.5: Simulation of Number of People in the Queue for Current System. The above graphs show that the queue was successfully modelled, from here "What If Analysis" can be preformed. The queue length simulation was done to within 0.5% to the queue model result and to within 6.25% accuracy to the actual number.



8.4



What If Arrival Using a day’s worth of processor hours "What If" analysis was performed on the arrival rate, more specifically what if there was a 10% increase in the size of the population with no increase in service.
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Notes For Figure 8.6 • Confidence interval (red lines) is 0.99. • Models: 5 • X min: 2.5 • X max: 2.75 • Y min: 0.976 • Y max 1.013



Figure 8.6: Arrival rate vs Utilization



8.4.2



Notes For Figure 8.7 • Confidence interval (red lines) is 0.99. • Models: 5 • X min: 2.5 • X max: 2.75 • Y min: 167.617 • Y max 19,599.37



8.4.3



Notes For Figure 8.8 • Confidence interval (red lines) is 0.99. • Models: 5 • X min: 2.5 • X max: 2.75 • Y min: 228.022 • Y max 48,093 The following graphs show that a 10% increase in population would have a massive impact on queue length. As utilization approaches 100% (Figure 8.6) the queue length and time in queue would tend to infinity. If changes are not made this will occur some time in the future.



8.4 What If Arrival
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Figure 8.7: Arrival Rate vs Queue Time



Figure 8.8: Arrival Rate vs Number in Queue
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What If Service The following section shows the result of a 10% decrease in service time from right to left.



8.5.1



Notes For Figure 8.8 • Confidence interval (red lines) is 0.99. • Models: 10 • X min: 2.87 • X max: 3.198 • Y min: 0.882 • Y max 1.011



Figure 8.9: Service Time vs Utilisation Currently the system is at the far right of this graph with service rate at 3.198. Each confidence interval mark represents a 1% decrease in service rate (which can also be considered as a 1% increase in service). A 10% decrease in service rate would decrease utilization to 88.2%. The best value would come from a 4% to 5% decrease in service rate. Utilization would be about 93.5% for a 5% decrease in service rate. This would bring wait time and queue length to almost nothing as outlined in the example of just a 2.35% decrease in service time in Table 8.2 and Figures 8.2 and 8.3. 8.5.2



Notes For Figure 8.9 • Confidence interval (red lines) is 0.99. • Models: 10 • X min: 2.87 • X max: 3.198 • Y min: 0 • Y max 1.98.611 The above figure shows that a 1% decrease to service rate would reduce wait time to less than a quarter and each subsequent decrease would decrease wait time by fewer days respectively.
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Figure 8.10: Service Rate vs Wait Time



Figure 8.11: Decrease Service Rate vs Wait Time
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Changes to Appointment System I also looked at the effect of changing the appointment system - currently patients are allocated to servers based on location which to the system is considered random. I simulated for the following methods of scheduling appointments:



8.6.1



Methods to Schedule Appointments • Random • Round Robin • Probabilities • Join the Shortest Queue • Shortest Response Time • Least Utilization • Fastest Service • Load Dependant Routing



8.6.2



Findings Least Utilization was the most efficient method to schedule appointments. This works by assigning patients to the regional server with the lowest current utilization. It reduced the number of people in the queue for the simulation from 2070 to 396, a decrease of over 80%. This could be done with no increase in the number of servers needed. This is because the least utilization averages out the utilization of all servers, greatly improving the system.



8.6.3



Queue Length for System with Least Utilization Appointment Method



Figure 8.12: Least Util Queue Length



8.7 Results Summary
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Best Appointment Method vs Current Method



Figure 8.13: The Least Utilization Appointment Method leads to far shorter queues than the current method



8.7



Results Summary 1. The system was successfully modelled. 2. The system was successfully simulated. 3. Results of the models show that as utilization is near 100% a small increase/decrease in service rate would have a massive effect on queue length and wait time. 4. If all variables were held except for arrival rate which increased by 10% ( as population increases) wait time and queue length would tend to infinity. 5. A 4% to 5% decrease in service time appears to be the best value decrease, resulting wait time and queue length would be much less than 10% of their current values. 6. The most efficient appointment system is the least utilization method, the simulation shows that a change to this could decrease queue length by more than 80% .



9. Conclusions and Future Work



9.1



Summary of Conclusion 1. I have successfully modelled the Irish Public Orthodontic Treatment System over the course of a year to within 6% of the current system. 2. There is no evidence that I can find which suggests that a regional orthodontic system has been modelled before. 3. This project’s contributions are noteworthy because it solves a significant issue in this area. Currently, there is no effective way to predict the results of policy changes in this area but the model outlined in this project fixes this issue. If this model was fully implemented it could dramatically cut queue lengths, save the state millions of euros and dramatically improve children’s quality of care.



9.2



Evaluation of Initial Goals The project goals were achieved as follows: 1. The model of the IPOTS has been devised and I have been able to better understand the system and model potential policy changes. (8.1,8.11) 2. I was able to simulate the system and then run "What If Analysis". (5.2,6.1,6.2,8.3,8.4,8.5) 3. By running "What If Analysis"[5] I was able to simulate policy changes (8.3,8.4,8.5) 4. The M/M/N model devised can be adapted to data sets from the NTPF. This can be seen from the Oncology model designed. (4.2) This project work has provided me with many unexpected results. I am delighted that my testing has shown my methods to be accurate to 6% and that it has worked for all data sets. The queuing model I have devised has turned out to be more effective than I ever could have guessed and I hope further research will allow me to implement it in the field as a public policy tool. As for abstract results, this project provides a unique case study of a system where ρ approaches and the dramatic effects resulting from small changes.



9.3 Tipping Point
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9.3



Tipping Point The system is non-linear and very volatile, small changes can have massive effects. This is because utilization is near 100%. The curve shows how a system’s total response time increases as utilization increases. As utilization approaches 100%, response time tends to infinity. Thus a small change to this system could make a massive difference.



Figure 9.1: Utilisation vs Wait Time



9.4



Future Work The method presented in this project has had a 100% success rate in successfully creating models from the limited number of candidates surveyed in the healthcare sector. I therefore draw the following conclusions: From these initial results, it is apparent that this method is highly effective at modelling healthcare systems from small data groups. Therefore the conclusion can be drawn that this method is a viable alternative to existing methods which only work after the fact through data analysis. It presents a unique way to model the system quickly and with limited data. It also demonstrates an ability to overcome the systematic limitations inherent in other more limited analysis methods currently employed. Furthermore, this method is a general one by design. This method can be used on any healthcare system with no priority within minutes. It can also replicate more complicated systems with priority and/or feedback loops with slightly more effort. This method could easily be extended in several ways. Firstly, I am currently working through the logistics of the development of an integrated program to automate the operations comprising this method. It would mean that the user would simply input a data table and would obtain complete models with results, multiple simulation models and what if analysis, vastly speeding up this process. Another extension to this method would be to apply it to other similar systems, such as NCT appointments, systems with a greater risk of no shows have greater potential to be optimised. Adjustment to their appointment methods could have an effect far greater than the 80% figure for the IPOTS. I look forward to continuing this research and to see where it will go.



10. Appendices



10.1



Source Data This section contains interesting data sets and graphs not included in the main project body. Figure 10.1 contains data regarding the amount of patients receiving treatment. This data set can be linked back to the systems throughput.



Figure 10.1: HSE Data Provided



10.1 Source Data
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10.2



Other JSIM Graphs Wait time, queue length and utilization results formed much of the bulk of this project but I also looked at results such as throughput, response time and residence time. A sample of these are shown below.



10.2.1



Response Time



Figure 10.2: Sample Average Response Time for a Station



10.2.2



Residence Time



Figure 10.3: Sample Average Residence Time at a Station
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