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In this thesis, we consider the problem of communicating data over a network of cost-constrained networks. We first look at a network with a single source and a single destination and prove that the information-theoretic cut-set outer bound matches the flow min-cut bound if the network has mutually independent, memoryless links. We then impose the cost constraint on the links and the overall network and prove that the aforementioned two bounds match in the limit as the packet size tends to infinity. We also provide transmission schemes that achieve the outer bounds, proving that these bounds actually equal the capacity of the network under the cost constraints. Finally, we consider a multi-source, multi-destination network of cost-constrained links and show that the information theoretic cut-set outer bound matches the flow outer bound, when the network is comprised of mutually independent, memoryless links.
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Chapter 1



Introduction Data networks form the backbone of the communication systems today. A data network typically consists of nodes that are capable of data processing, and links between these nodes that carry data from one point to another. The links can be point-to-point (such as wires or optical fibers) or many-to-many (wireless). These links have certain costs of operation, which restrict the amount of data that can be pumped from the source to the destination in a given amount of time.The goal of this work is to understand the trade-off between the allowed cost and achievable rate which is a fundamental performance metric for any data network.



1.1



Motivation



The information theoretic problem of finding the maximum possible rate of communication over a network is open even for very simple networks. As an example, the capacity of the relay channel as shown in Figure 1.1 is unknown in the general case. On the other hand, if one can reduce the problem of finding the information theoretic capacity of a network to the problem of finding the maximum rate in a flow network, then there exist well-known algorithmic tools such as the Ford-Fulkerson
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algorithm or the Edmonds-Karp algorithm [6] that find the maximum flow in a flow network. However, an equivalent flow network is not known for even simple (few node) channels. The goal of this thesis is to show that, with or without (linear) cost constraints, there exist scenarios where an equivalent flow network can be found for an information theoretic capacity problem. Note that, in information theory, there is no notion of rate-limited links. One has instead a proababilistic transformation that determines the input output relationship. In general, the only known outer bounds on capacity (region) for such networks is the information-theoretic cut-set outer bound. Note that this notion of cut-set is similar in spirit by significantly different from the flow/graph cut-set notion, and that this thesis’ end goal is to relate the two. In plain English, the information theoretic cut-set outer bound says that the maximum rate of communication between a set of sources and destinations can be no more than the mutual information between the sources on one side of the cut and the destinations on the other side of the cut, given the sources on the destination-side of the cut ([7], Sec. 14.10). However, as in the example of the relay channel 1.1, it is not known under what conditions is this upper bound achievable. The main intuitive difference between an information theoretic network definition and a flow network is the nature of processing at the nodes. As the information theoretic setting operates closer to the physical layer, the set of possibilities is a superset of the possibilities in a flow network. The notion of processing at intermediate nodes in a flow network is referred to as network coding, which involves packet level joint processing of inputs to generate outputs. In an information theoretic setting, we no longer have rates and thus, packets, one may (partially) decode/amplify/compress/quantize and otherwise pre-process the input(s), with traditional flow network processing being the special case of fully decoding each input stream individually before processing. Note that – 1. The set of possibilities of node input-output transformations in an information
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theoretic setting is significantly larger, and that equivalent flow network is a very special case of it. 2. Examples exist where one family of functions outperform the other, and therefore it is in general unclear which strategy to use in the network. The biggest difference between a classical information theoretic and classical flow networking setting is the notion of rates. Rates and a coding scheme that usually achieve them are usually assumed in a flow-network setting, while in an IT setting there are no predetermined rates and the coding scheme must be jointly determined with the network routing/scheduling/resource allocation policy. Note that, as pointed out by Figure 1.1, this joint optimization is harrowingly complex, and has caused the now-prevalent divide between the physical and network layer models and analysis paradigms. The central question we wish to address is: Does an equivalent flow network exist for any class of information-theoretic networks, thus yielding a separation between the coding and networking problems? For unicast, multicast and multiple multicast settings with and without cost, our goal is to find sufficient conditions under which the answer is ”Yes”.



1.2



Previous Work



There has recently been much interest in characterizing the conditions under which an information-theoretic network can be thought of as a network of “bit-pipes” having fixed capacities - like a network of water-pipes that carries flow from the source to the destination, where there is flow conservation at every node and the pipes do not interact in any way. In [4], the author considers the problem of studying an information theoretic discrete memoryless network and shows that, in a network with independent non-interacting inputs and outputs at every node, the cut-set
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Figure 1.1: The Relay Channel upper bound reduces to a flow problem, and that this is achievable in a singlesource, multi-destination network. In a recent work [14], Ralf K¨otter proves that the information theoretic network can be thought of as a flow network for arbitrary (non-multicast) settings and also for degraded channel models and channels with multiple access constraints. In [17], Sergio Verd´ u derives the result in a similar set up for a single link and for a MAC channel. A vast majority of the recent work on the topic uses network coding [1][11][10][5][12][16][15][13]. The unique factor of networks with costs is the uses of ‘silences’ as cost-free symbols. Keeping silence in a time-slot has zero associated cost, if the costs model power consumption. Even otherwise, if all the symbols in the input alphabet have nonzero costs of transmission, we can subtract the smallest of the costs from each symbol cost and make one symbol have zero cost of transmission. In this scenario, a codebook whose codewords use this ‘free’ symbol a larger fraction than the other symbols looks attractive. This idea of coding information in timing is similar in spirit to that in [2]. As discussed in [2][18][9], timing comes in when the channel is allowed to have an idle state. A part of this work establishes that, if one is communicating by packetizing data over the channels (which is the dominant form 4



of data communication today), then the extra rate one would get through clever sequencing of silences and packets is negligibly small for large packet sizes.
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Chapter 2



Problem Statement 2.1



System Model



We first consider a single-source, single-destination network composed of directed, memoryless, mutually independent links. There is no broadcast or interference constraint in the network. The source is denoted by S and the destination by D. Each node in the network can simultaneously transmit and receive. Time is slotted into what we call ‘bit-slots’. The network is represented by a directed graph G(V, E), where V is the set of nodes and E is the set of edges or links or channels. Let the total number of nodes |V | = m and the total number of links |E| = k. Multiple links may be present between a pair of nodes. An example of such a network is shown in Figure 2.1. A channel is a directed connection between a pair of nodes. The k channels in the network are labeled L1 , L2 , . . . , Lk . The input and output of the channel Li are denoted by Xi and Yi respectively. The input and output belong to GF (2M ) ∪ {Φ}, for some positive integer M that is same for all the channels. It will be clear from the proofs that the results can be extended to the case where M is not the same for
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Figure 2.1: System Model (Unicast) all channels. Further, for the channel Li , we have P(Yi = Φ|Xi = Φ) = 1,



(2.1)



P(Yi ∈ GF (2M )|Xi ∈ GF (2M )) = 1.



(2.2)



The motivation behind having this structure is as follows: • A symbol from GF (2M ) represents a data packet, and the Null symbol (Φ) represents silence, that is, a packet slot in which there was no packet transmitted. • The receiver can detect whether a valid packet was sent in a packet-slot or not, possibly by monitoring the power level on the channel(s). Thus, the Null symbol is received if and only if the Null symbol is sent. We think of a symbol from GF (2M ) as a sequence of bits, sent one after the other. Depending upon the channel realizations, the bits may get mapped to different bits, resulting into a (possibly different) symbol from the alphabet. (However, coding across packets can drive the probability of error as low as required.) • It is possible to allow the Null symbol have a duration equal to that of a bit 7



(i.e., one time-slot). However, in practice, due to timing jitter among other factors, it is very difficult to recover any information encoded in the interval between the individual bits. Hence, it is justifiable to assume that the duration of silences is comparable (here, equal) in magnitude to the packets. Transmission of an input symbol Xi consumes M time-slots (bit-slots). The cost of transmitting Xi ∈ GF (2M ) is M Si units, where Si ≥ 0 is fixed for the channel Li , but can be different for different channels. The cost of transmitting Xi = Φ is 0 units. This models the physical scenario where there is a cost associated with using the channel, but there’s no cost incurred when the channel is idle. We note that we can always make one of the valid input symbols have zero cost by subtracting the smallest of the symbol transmission costs from all of them. As usual, let Z n denote the n-letter extension of Z i.e. (Z1 , Z2 , . . . , Zn ). Similarly, X1n denotes (X1,1 , X1,2 , . . . , X1,n ); the second suffix denotes the time-index. Let X and Y denote the vectors (X1 , X2 , . . . , Xk ) and (Y1 , Y2 , . . . , Yk ) respectively. Also, Y[a:b] := (Ya , Ya+1 , . . . , Yb ). The following table summarizes the notation used throughout the thesis: L1 , L2 , . . . , Lk Xi Yi GF (2M ) ∪ {Φ} M Si Zn X Y Y[a:b] S0 γi,j



Directed channels in the network Input to channel Li Output of channel Li The input alphabet of each channel The cost incurred when a non-Null packet is sent on channel Li The n-letter extension of Z, (Z1 , Z2 , . . . , Zn ) (X1 , X2 , . . . , Xk ) (Y1 , Y2 , . . . , Yk ) (Ya , Ya+1 , . . . , Yb ) Average cost constraint on the entire network P(A non-Null packet is transmitted on channel i in j th packet-slot) Table 2.1: Notation
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2.2



Problem Formulation



We look at the problem of maximizing the rate of transmission from the source to the destination, given a total average cost constraint S0 on the network. In particular, consider a fixed, finite but large integer N , and let γi,j be the probability that a non-Null packet was transmitted on the ith channel in the j th packet slot, which consists of M bit-slots.1 Then, we want to maximize the end-to-end rate subject to the constraint



  k N X X 1  lim γi,j  Si ≤ S0 . N →∞ N i=1



2.3



(2.3)



j=1



Extension to Multiple Multicast



We consider the problem of multiple multicast, i.e., there are multiple sources in the network and corresponding to every source, there are (possibly more than one) destinations who want to decode the message from that source. The aim is to P maximize a weighted sum of the rates of every source, µi Ri . We prove that the information theoretic cut-set outer bound for this problem matches the flow outer bound in the flow network (where each link is replaced by its capacity) as the packet size M grows to ∞.



1



We note that this problem formulation allows for deterministic decisions on packet transmissions by letting γi,j = 0 or 1.
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Chapter 3



Solution for Unicast 3.1



Unicast without Costs



We show that, in case of unicast (i.e., a single-source, single-destination network), the information theoretic cut-set outer bound matches the min-cut in the flow network obtained by replacing each link with its capacity. We first consider a network with no cost constraint, and then bring the costs into the equation. Definition 3.1.1. A cut is a network is defined as a subset of the set of nodes containing the source node and not containing the destination node. Definition 3.1.2. The value (or capacity) of a cut in a flow network is defined as the sum of the capacities of the links with the transmitter node in the cut and the receiver node in the complement of the cut. Theorem 3.1.1. If the individual capacities of the channels in the network are denoted by Ci , 1 ≤ i ≤ k, then the information theoretic rate from the source to the destination is upper-bounded by the minimum cut in the network. Proof. Consider any cut W in the network. By definition, W ⊂ V with S ∈ W and D ∈ / W . Without loss of generality, let (L1 , L2 , . . . , Lp ) be the edges on the 10



Edges L1 , L2 , . . . , Lp Lp+1 , Lp+2 , . . . , Lq Lq+1 , Lq+2 , . . . , Lr Lr+1 , Lr+2 , . . . , Lk



Are such that . . . On source-side of cut Cross W from S to D Cross W from D to S On dest-side of cut



Table 3.1: The Edge-Orientations for the Cut source-side of the cut W , (Lp+1 , Lp+2 , . . . , Lq ) be the edges crossing the cut from the source-side to the destination-side, (Lq+1 , Lq+2 , . . . , Lr ) be the edges crossing the cut from the destination-side to the source-side, and (Lr+1 , Lr+2 , . . . , Lk ) be the edges on the destination-side of the cut W . Let RD denote the received vector on the destination-side of the cut, i.e. RD = (Yp+1 , . . . , Yq , Yr+1 , . . . , Yk ). Then, from the cut-set outer bound, we have nR n ≤ I(X1n , . . . , Xqn ; RDn |Xq+1 , . . . , Xkn ) + nn n n = I(Xp+1 , . . . , Xqn ; RDn |Xq+1 , . . . , Xkn ) + n I(X1n , . . . , Xpn ; RDn |Xp+1 , . . . , Xkn ) + nn .



(3.1)



Now, n I(X1n , . . . , Xpn ; RDn |Xp+1 , . . . , Xkn ) (a)



=



n n H(RDn |Xp+1 , . . . , Xkn ) − H(RDn |Xp+1 , . . . , Xkn , X1n , . . . , Xpn )



(b)



n n n H(Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xp+1 , . . . , Xkn ) −



=



n n n H(Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xp+1 , . . . , Xkn , X1n , . . . , Xpn )



=



0,



(3.2)



where the last step follows because
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n n n H(Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xp+1 , . . . , Xkn , X1n , . . . , Xpn ) (a)



=



q X



n ) H(Yjn |X n , Y[p+1:j−1]



+



j=p+1 (b)



=



q X



k X



n n ) , Y[p+1:q] H(Yjn |X n , Y[r+1:j−1]



j=r+1 n X



n H(Yj,i |Yji−1 , X n , Y[p+1:j−1] )



+



j=p+1 i=1 (c)



=



(d)



=



q X



n X



j=p+1 i=1 q n X X



k n X X



n n ) , Y[p+1:q] H(Yj,i |Yji−1 , X n , Y[r+1:j−1]



j=r+1 i=1



H(Yj,i |Yji−1 , Xjn ) +



k X



n X



n H(Yj,i |Yji−1 , Y[p+1:q] , Xjn )



j=r+1 i=1 n H(Yj,i |Yji−1 , Xjn , X[p+1:k] )+



j=p+1 i=1 k n X X



n n H(Yj,i |Yji−1 , Xjn , Y[p+1:q] , X[p+1:k] )



j=r+1 i=1



where steps (c) and (d) follow because the channels are independent, implying n n n H(Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xp+1 , . . . , Xkn ) n n n , . . . , Xkn , X1n , . . . , Xpn ). = H(Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xp+1



The first terms in Eq.(3.1) is n n I(Xp+1 , . . . , Xqn ; RDn |Xq+1 , . . . , Xkn ) (a)



=



n n n n I(Xp+1 , . . . , Xqn ; Yp+1 , . . . , Yqn , Yr+1 , . . . , Ykn |Xq+1 , . . . , Xkn )



(b)



n n n I(Xp+1 , . . . , Xqn ; Yp+1 , . . . , Yqn |Xq+1 , . . . , Xkn ) +



=



n n n n I(Xp+1 , . . . , Xqn ; Yr+1 , . . . , Ykn |Yp+1 , . . . , Yqn , Xq+1 , . . . , Xkn ) (c)



=



n n n I(Xp+1 , . . . , Xqn ; Yp+1 , . . . , Yqn |Xq+1 , . . . , Xkn )



(d)



n n n n n , . . . , Xkn , Xp+1 , . . . , Xqn ) H(Yp+1 , . . . , Yqn |Xq+1 , . . . , Xkn ) − H(Yp+1 , . . . , Yqn |Xq+1



=
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(3.3)



(e)



=



(f )



≤ (g)



=



(h)



≤ (i)



=



(j)



≤



n n n n H(Yp+1 , . . . , Yqn |Xq+1 , . . . , Xkn ) − H(Yp+1 , . . . , Yqn |Xp+1 , . . . , Xqn ) n n n H(Yp+1 , . . . , Yqn ) − H(Yp+1 , . . . , Yqn |Xp+1 , . . . , Xqn ) n X n H(Yp+1 , . . . , Yqn ) − H(Yin |Xin ) q X i=p+1 q X i=p+1 q X



i=p+1 n X



H(Yin ) −



H(Yin |Xin )



i=p+1



I(Xin ; Yin ) nCi .



(3.4)



i=p+1



Here, steps (c) and (e) follow from steps very similar to those in Eq. (3.2) and its proof. Thus, combining Equations (3.1), (3.2) and (3.4), we get



nR ≤



q X



nCi + nn .



i=p+1



Dividing both sides by n and taking the limit as n → ∞ (since n → 0 as n → ∞), we get R≤



q X



Ci .



i=p+1



Hence, the source-destination rate is upper-bounded by the sum of the capacities of the links crossing any given cut (in particular, the smallest cut) in the direction from the source to the destination. In the absence of an average cost constraint on the network (i.e., the case Si = 0 for all i), a rate equal to the minimum cut can be supported by the network. An achievability scheme consists of allocating to each link an information flow equal to the flow assigned to it in the equivalent “bit-pipe” network, solved by FordFulkerson (or Edmonds-Karp) algorithm. This is formalized in
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Theorem 3.1.2. If the individual capacities of the channels in the network are denoted by Ci , 1 ≤ i ≤ k, then any rate smaller than the minimum cut in the network can be achieved with arbitrarily low probability of error. Proof. The achievability scheme is as follows: 1. Replace each information-theoretic channel in the network with a link whose capacity equals that of the information-theoretic channel. 2. Solve for the maximum flow in the network using the Ford-Fulkerson (or Edmonds-Karp) algorithm. This returns a feasible max. flow. Note that there is flow conservation at every node except at the source and the destination. 3. At the source, encode the data and transmit on the outgoing links at rates specified by step 2. (In fact, at a rate slightly lower than those returned by step 2, to ensure arbitrarily low probability of error. Throughout this proof, the wording “at a rate R” should be understood as “at a rate slightly smaller than, but arbitrarily close to R”.) 4. At every node, decode the data received on the incoming links, re-encode and transmit on the outgoing links at rates returned by step 2. 5. Decode the data on the incoming links at the receiver. The proof of correctness of this algorithm follows from the fact that, if the rate of transmission on a point-to-point channel is less than the channel capacity, then one can communicate with arbitrarily low probability of error. The flow conservation at every node ensures that the rate of transmission of the source and the rate of reception of the receiver are equal.
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3.2 3.2.1



Unicast with Costs The Role of Timing



In the previous section, we considered a network of links without any cost constraint on the network. In the presence of a cost constraint, it could sometimes be wise to keep silence (thus incurring no cost of transmission during that packet-slot) and still conveying information across, by clever interleaving of packets and Null symbols. As an example, consider the following point-to-point channel, where the cost constraint is such that one can send non-Null packets only 75% of the time. Clearly, as shown in Figure 3.1, one can communicate more data than that carried by 3 packets through clever sequencing of Null symbols.



Figure 3.1: Timing can convey information!



Definition 3.2.1. The timing rate for a point-to-point channel and for a particular transmission scheme is defined as the difference between the rate achieved by the scheme and the rate achieved by sending codewords from only that part of the codebook where all the Null symbols are at the end of the codeword.
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3.2.2



Upper Bounding Timing Rate for a Point-to-Point Channel



Consider a point-to-point channel with input X and output Y . Consider a time equal to n packet-slots. (Each packet-slot is M time-slots.) We want to solve the following optimization problem: Maximize lim



n→∞



1 I(X n ; Y n ) nM



1 subject to lim n→∞ n



n X



! γi



S ≤ S0



i=1



where γi is the probability that a non-Null packet is transmitted in time-slot i. Then, from Theorem 3.2 in [3], we have Theorem 3.2.1. The capacity of the point-to-point channel under the cost constraint, Cp−p is bounded as (C − 1/M ) · min(1, S0 /S) ≤ Cp−p ≤ min(C, CS0 /S + 1/M ), where C is the capacity of the channel without the cost constraint. Before proving this theorem, we focus on the point-to-point channel in absence of the cost constraint, but where the Null symbol is not a part of the input alphabet. Lemma 3.2.1. Let C˜ denote the capacity of the point-to-point channel when the Null symbol is not a part of the input alphabet. Then, 1 C˜ ≤ C ≤ C˜ + . M Proof. The first inequality, C˜ ≤ C, is immediate since GF (2M ) ⊂ GF (2M ) ∪ {Φ}. For the second inequality, let X˜ and Y˜ = GF (2M ) denote the input and output
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alphabets without the Null symbol. I(Xi ; Yi ) = H(Yi ) − H(Yi |Xi ) X P (Yi = α) log = α∈GF (2M )∪{Φ}



1 − P (Yi = α)



X



H(Yi |Xi = α)P (Xi = α)



α∈GF (2M )∪{Φ}



˜i and Y˜i respectively and since H(Yi |Xi = Φ) = 0, Hence, replacing Xi and Yi by X we get I(Xi ; Yi ) =



X



γi P (Y˜i = α) log



α∈GF (2M )



X



1 + ˜ γi P (Yi = α)



P (Yi = Φ) log



1 + P (Yi = Φ)



˜i = α) · γi P (X ˜i = α) H(Y˜i |X



α∈GF (2M )



Since P (Yi = Φ) = 1 − γi , γi ≤ 1 and H(γi ) ≤ 1, we have ˜i ; Y˜i ) I(Xi ; Yi ) = H(γi ) + γi I(X ˜i ; Y˜i ) ≤ 1 + γi I(X ˜i ; Y˜i ) ≤ 1 + I(X Transmission of each input symbol requires M channel uses. Therefore, C = = ≤ =



1 max I(Xi ; Yi ) M p(X) 1 I(Xi ; Yi ) M p∗ (X) 1 ˜ ˜ (1 + I(Xi ; Yi )) M p∗ (X) 1 1 ˜i ; Y˜i ) + I(X ∗ M M



p (X)



≤



1 1 ˜i ; Y˜i ) = 1 + C˜ + max I(X M p(X˜i ) M M
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(3.5)



The last 3 expressions are to be understood as follows: The channel capacity C equals the mutual information between Xi and Yi for a certain input distribution ˜i and correspondingly, there’s a p∗ (X). This distribution induces a distribution for X certain mutual information between the two random variables under question. This (induced) distribution may not be the “capacity-achieving” distribution, hence the second-last inequality follows. Coming back to Theorem 3.2.1, we can prove it as follows: Proof. (of Theorem 3.2.1) The upper bound on Cp−p is straightforward, since Cp−p ≤ C and, from Fano’s inequality we have nM R ≤ I(X n ; Y n ) + n n X ≤ I(Xi ; Yi ) + n i=1



≤



n X



˜i ; Y˜i )) + n (1 + γi I(X



i=1



⇒ R ≤ C˜ · (S0 /S) + (1 + )/M The second inequality follows because conditioning reduces entropy and by the memoryless nature of the channel, the third one from Eq. (3.5), and the last step P ˜i ; Y˜i ) ≤ C. ˜ Finally, follows because n1 ni=1 γi ≤ S0 /S by cost constraint, and I(X since the last equation must hold for all  > 0, we get Cp−p ≤ C˜ · (S0 /S) + 1/M ≤ CS0 /S + 1/M. For the lower bound, it is enough to prove that for any given  > 0, there exists a transmission strategy that achieves a rate greater than or equal to (C˜ − ) min(1, S0 /S), implying Cp−p ≥ C˜ min(1, S0 /S). 18



Since C˜ ≥ C − 1/M , the lower bound follows. Proposed strategy: Define γi = γ = min(1, S0 /S) where, as before, γi is the probability that a non-Null packet is transmitted in ith time slot. This scheme evidently obeys the cost constraint and so, is feasible. The capacity of the channel when the Null symbol is not a part of the input ˜ that is, every packet can communicate a maximum of M C˜ bits of alphabet is C, information. Hence, for any given  > 0, there exists n0 such that for all n > n0 , there exists a (2nM R , nM ) codebook where R = C˜ − is the achieved rate. Thus, the rate achieved under the proposed scheme is γR = min(1, S0 /S) · (C˜ − ). It follows that Cp−p ≥ min(1, S0 /S) · (C˜ − ). Therefore, Cp−p ≥ C˜ min(1, S0 /S) because  > 0 is arbitrary to begin with.



3.2.3



Extension to Unicast in a Network



Once we have the bound from Theorem 3.2.1, it is relatively straightforward to extend the result to a network of memoryless, independent links. If we have a network of links with costs of operation, then we replace each link with its individual capacity and solve the resulting linear programming problem to get the amounts of flow that one should allocate on each of the links. We claim that this approach is asymptotically optimal, asymptotic in the packet size M . Theorem 3.2.2. Consider the optimization problem: X



Maximize



γ i Ci



i:(S,i)∈E



subject to 0 ≤ γi ≤ 1 ∀i ∈ {1, 2, . . . , k} X u:(u,v)∈E



γ(u,v) C(u,v) =



X



γ(v,u) C(v,u) ∀v ∈ V \{S, D}



u:(v,u)∈E
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k X



γi S i ≤ S 0



i=i



The optimal solution Θ to this optimization problem is the largest possible rate of data transfer from the source to the destination, as M → ∞. Discussion: This optimization problem seeks to maximize the S − D flow, where γi is the fraction of the link capacity Ci that the link Li is operating at. There is flow conservation at every node except at the source and the destination, and the average cost constraint is met. This problem maximizes the amount of fluid that can be transferred from the source the destination. We show that the solution to this problem translates to a feasible solution for the problem of maximizing the information-theoretic flow from the source to the destination, and for large M , the solution is the best possible. Proof. Let Θ be the value of the optimal solution to the above optimization problem and the vector γ ∗ achieve it. Then, transmitting non-Null the channel Li for a fraction γi∗ of the time (and coding across packets) certainly achieves a rate arbitrarily close to Θ and has arbitrarily low probability of error. Thus, Θ is an achievable end-to-end rate on the information-theoretic network. Now, if possible, let an end-to-end rate equal to Θ + θ, for some θ > 0, be achievable on the information-theoretic network under the cost constraint, no matter how large M is. Let γi denote the fraction of the packet slots that carried non-Null packets on channel Li , implying that the cost incurred per unit time on channel Li is γi Si . Then, we know from Theorem 3.2.1 that I(Xi ; Yi ) ≤ γi Ci + 1/M . Also, from Eq. (3.4i), following the same notation as in Table 3.1, we know what the end-to-end rate is bounded by q q X 1 X q−p n n R≤ I(Xi ; Yi ) ≤ + γ i Ci . n M i=p+1



i=p+1
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Hence, Θ + θ ≤



q−p M



+



Pq



i=p+1 γi Ci .



Further, we know from Theorem 3.2.1



that a rate equal to γi (Ci − 1/M ) is achievable on link Li by decode-and-forward at P every node, so Θ ≥ qi=p+1 γi (Ci − 1/M ), implying θ ≤ 2(q−p) M , which approaches zero as M → ∞. This contradiction completes the proof. In Summary, the information theoretic network under the cost constraint can be thought of as a network of pipes carrying fluid. The maximum end-to-end rate on the pipe-network can be obtained by solving a linear program with the number of variables equal to the number of links in the network, and the number of constraints equal to one plus the sum of the number of edges and the number of nodes in the network. The information theoretic max. rate approaches the optimal solution to the linear program as the packet size M → ∞. The rate of approach is no slower than 1/M .



3.3



Unicast on a Series-Parallel Network



(Throughout this section, we assume that M is large. The algorithm presented here was published in [3].) In this section, we consider a special class of cost-constrained networks the series-parallel networks. A series-parallel network is a well defined concept from circuit theory. A series-parallel network is one where each sub-network of this network can be reduced to two component networks that are either connected in series or in parallel. This special structure of the series-parallel networks enables us to solve the optimization problem in Theorem 3.2.2 using a greedy algorithm. An example of a series-parallel network is shown is Figure 3.2. A network that is not a series-parallel network is shown in Figure 3.3.
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Figure 3.2: A Series-Parallel Network



Figure 3.3: A network that can not be represented as a series-parallel network
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3.3.1



A Point-to-point Channel



The simplest example of a series-parallel network is, of course, a point-to-point channel between the source and the destination. With reference to Theorem 3.2.1, for large M , we can plot the rate (R) v/s allowed cost by the cost constraint (S0 ) curve as shown in Figure 3.4. As expected, the achievable rate increases linearly with the allowed cost, and caps out at the capacity of the channel which is 0.8 bits per channel use in this example.



Figure 3.4: The rate-cost trade-off for a point-to-point channel



3.3.2



A series Network



For a series network of mutually independent, memoryless channels, as is known, the capacity is the minimum of the individual channel capacities. (The proof es-
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sentially follows from the Data Processing Inequality in [7], Chapter 2.) As proved in [3], in order to achieve a rate R on the series assembly of channels, each of the individual channels must operate at a rate R, so their individual costs of operation add, resulting in a rate-cost curve as shown in Figure 3.5.



Figure 3.5: The rate-cost trade-off for a series of channels



3.3.3



A Parallel Network



If we have a network of k parallel links between the source and the destination (a purely parallel network), then, for large packet sizes, the following construction gives the rate-cost trade-off (for a proof, please refer to [3]): 1. Select the channel with the largest rate per unit cost (i.e., the channel with the largest slope for the rate-cost curve in the neighborhood of 0). Call it channel
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1. Operate only channel 1 as long as the cost constraint is so stringent that channel 1 is not operating at capacity. 2. If channel 1 is operating at capacity and the leftover allowed cost is positive, then repeat the previous step with channel 1 out of consideration. Continue until all the channels are operating at capacity and any extra allowed cost can not increase the end-to-end rate. The rate-cost trade-off of a typical parallel assembly of channels will therefore be as shown in Figure 3.6. The graph in Figure 3.6 was constructed using the above procedure for two channels in parallel.



Figure 3.6: The rate-cost trade-off for a parallel assembly of channels
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3.3.4



A Series-Parallel Network



Before giving an algorithm for constructing the rate-cost curve for a general seriesparallel network, we prove that Lemma 3.3.1. The achievable rate(R) of a network is a concave function of the allowed cost constraint per time-slot(S) over the network. Proof. Let R = f (S) describe the max. rate as a function of the allowed cost per time-slot, f : [0, ∞) → [0, ∞), f (0) = 0. Since a rate achievable with allowed cost S is achievable with allowed cost greater than S, f is monotonically increasing. We need to prove, for any S1 and S2 and λ ∈ [0, 1], that f (λS1 + (1 − λ)S2 ) ≥ λf (S1 ) + (1 − λ)f (S2 ). Suppose R1 = f (S1 ). So, the rate R1 is the maximum achievable rate under the given cost constraint S1 . Thus, there exists a vector Γ = [γ1 , γ2 , · · · , γn ] that specifies the optimal probabilities for operating each of the n channels in the network. Therefore, if the cost constraint is changed to λS1 (for λ ∈ [0, 1]), a rate λR1 is achievable; the corresponding operating scheme is given by the vector λΓ. Thus, f (λS1 ) ≥ λf (S1 ) for λ ∈ [0, 1]. Hence, using the convex combination of the Γ vectors that achieved f (S1 ) and f (S2 ), we can achieve a rate λf (S1 )+(1−λ)f (S2 ), which implies f (λS1 +(1−λ)S2 ) ≥ λf (S1 ) + (1 − λ)f (S2 ) and completes the proof. We further prove, through the following two constructive algorithms, that the rate-cost curve of a series-parallel network is always piecewise linear. Consider the case of two ‘black-boxes’ connected in series. We are given the rate-cost curves for the individual boxes and want to find out the rate-cost curve for the assembly. We assume that the given curves are piecewise linear and prove that the resultant curve is piecewise linear. We propose the following algorithm for constructing the rate-cost curve of the assembly: 26



1. Superimpose the two curves on top of each other. 2. Given a certain rate R to achieve, each of the series links must be able to sustain a rate of R (since packet-sizes are large, timing plays no role). Therefore, just add the costs the two black-boxes incur in supporting the rate R. Graphically, add the x-co-ordinates of the operating points (S1 , R) and (S2 , R) to get a point on the new rate-cost curve. (Note: If R is larger than the capacity of either channel, then it is infeasible.) Since we are adding the x-co-ordinates of points on two piecewise linear functions, keeping the y-co-ordinates unaltered, we get a piecewise linear curve. Thus, a series connection of two ‘black boxes’ can be represented as a single equivalent channel. It is relatively straightforward to extend the result to a series assembly of more than two black-boxes. As an illustration, consider a network that consists of the following two blocks in series: 1. A parallel connection of two links, 2. A single link. The (superimposed) rate-allowed cost curves for the two blocks are shown in Fig. 3.7. The thick curves correspond to the individual blocks in the series combination, the faint line being the maximum possible rate that can be achieved on the series link. The rate-allowed cost curve for the equivalent ‘black-box’ is constructed using step 2 of the algorithm, and plotted in Fig. 3.8. Now, consider a parallel connection of two ‘black-boxes’ whose (piecewise linear, concave) rate-cost curves are specified. By concavity, each curve is made up of line segments with smaller and smaller slopes until the final (flat) asymptote which indicates the capacity - a rate above which it is impossible to transmit without 27



Figure 3.7: The superimposed rate-cost trade-offs for a channel and a parallel combination of two channels
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Figure 3.8: The Rate-Cost Curve for the Equivalent Channel
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errors, no matter how much is the allowed cost. The slopes of the segments represent the increment in the achievable rate per unit rise in the allowed cost. The goal is to find the rate-cost curve for the equivalent channel. The following algorithm does the job: 1. Suppose the two curves are made up of line segments L11 , L12 , · · · , L1k and L21 , L22 , · · · , L2r . Take all these segments and arrange them in the decreasing order of their slopes (ties broken arbitrarily). Let Q1 , Q2 , · · · , Qk+r be this ordering. That is, each Qi is equal to precisely one L1,j or precisely one L2,j , but not both, and slope(Qi ) ≤ slope(Qj ) if i > j. 2. Place Q1 on the graph (where the final rate-cost curve needs to be plotted) with the lower end at the origin. Place Q2 with its lower end meeting the top end of Q1 , and so on. In particular, place Qi+1 with its lower end meeting the top end of the segment Qi . This gives the rate-cost curve for the parallel assembly. The curve generated by the above algorithm is certainly achievable by construction. For proving its optimality, suppose we have a rate-cost pair (R, S) that can be achieved (with arbitrarily low probability of error) by the parallel assembly and lies above the rate-cost curve generated by the above algorithm. Since the channels are independent and packet sizes are large (making timing information negligible), the rate is the sum of the rates on the two channels, and the cost is the sum of the costs on the individual channels (‘black-boxes’). Let (R1 , S1 ) and (R2 , S2 ) be the two pairs for the channels. Since Qi s have decreasing slopes, it must be the case that either (R1 , S1 ) lies above the rate-cost curve of the first black-box, or (R2 , S2 ) lies above the rate-cost curve of the second black-box, or both - a contradiction to the assumption that we can achieve arbitrarily low probability of error over the parallel assembly. 30



Hence, the rate-cost curve of the parallel assembly of two black-boxes whose individual rate-cost curves are piecewise linear is piecewise linear. It is straightforward to extend this result to a parallel combination of more than two black-boxes. Since our entire network can be built up by series and parallel assemblies of individual channels (whose rate-cost curves are piecewise linear as proved earlier), we have established that the rate-cost curve for the networks under consideration are piecewise linear. By repeated application of the above two algorithms, we can find the rate-cost curve of the entire series-parallel network.
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Chapter 4



Multiple Multicast We now consider the case of multiple multicast on a network. By multiple multicast, we refer to a network where the number of sources and destinations can be greater than one, and each source can transmit data to a subset of the set of destinations. The set of achievable rates for each source-destination pair forms a convex rate region. The aim is to study this rate region in presence of an overall cost constraint on the network.1



4.1



Multicast without the Cost Constraint



Let S = {S1 , S2 , . . . , Sr } denote the set of sources and D = {D1 , D2 , . . . , Dt } denote the set of destinations. Let Ri denote the rate at which source Si wishes to communicate. As before, let Li ’s denote the channels. Let Ui denote the set of destination that the source Si wants to transfer data to. Theorem 4.1.1. Let SA ⊆ S denote a set of sources and DB ⊆ D denote a set of destinations. Then, in the absence of cost constraint, the maximum sum-rate of data 1



Unlike the case of a single commodity flow, the multi-commodity flow problem is known to be NP-complete even for two flows [8].
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transfer from SA to DB is upper bounded by the value of the minimum (flow-network equivalent) cut separating SA and DB . Proof. The proof is exactly same as that of Theorem 3.1.1. As before, the terms c



c



I(X (S) ; Y (S ) |X (S ) end up being equal to the capacities of the edges crossing the cut in the forward direction (i.e., from the source side to the destination side) because the channels are memoryless and independent. Thus, in the absence of cost constraint, the information theoretic cut-set outer bound matches the flow outer bound for multicast.



4.2



Multicast on a Cost-Constrained Network



In presence of an average cost constraint S0 on the network, we prove that the information theoretic cut-set outer bound matches the flow outer bound if the packet size M is large. Theorem 4.2.1. Let SA ⊆ S denote a set of sources and DB ⊆ D denote a set of destinations. Then, in presence of an average cost constraint S0 on the network, the information theoretic cut-set constraints reduce to flow constraints (where the links are replaced by their capacities) as the packet size M → ∞. In particular, if one Pr is maximizing i=1 µi Ri subject to the information theoretic cut constraints and the average cost constraint, then the outer bound on the rate region obtained in this manner is arbitrarily closely approximated by the flow network outer bound under capacity constraints and the average cost constraint. Proof. Consider the following optimization problem (P):



Maximize



r X i=1



subject to 33



µi Ri



1. The cut constraints imposed by Theorem 4.1.1. 2. The cost constraint:   k N X X 1  lim γi,j  Si ≤ S0 . N →∞ N i=1



j=1



3. 0 ≤ γi,j ≤ 1. Now, the cut constraints imposed by Theorem 4.1.1 are of the form



P



Ri ≤



P



Cj ,



where Cj ’s are the capacities of the channels crossing the cut in the forward direction. If we replace Cj with C˜j , where C˜j represents the capacity of the channel when the Null symbol is not a part of the input alphabet, then we get the corresponding flow problem, where decode and forward at every node guarantees (by Lemma 3.2.1) that C˜j ≥ Cj − 1/M . Since there are only finitely many links in the network, taking M to ∞ uniformly approximates all the capacity constraints to arbitrary precision. Hence, we can replace each link with its (information theoretic) capacity and get a problem (P 0 ) that is as close to (P ) as desired. Therefore, the information theoretic cut-set outer bound for the rate region of the network matches the flow outer bound for the rate region in the flow network, in the limit M → ∞. As a consequence, if any point on the outer bound is achievable in the flow network, then it is achievable in the information theoretic network by a simple “decode-and-forward at every node” strategy.
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