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Abstract The resource limitation of nodes used in the ad hoc network, particulary the energy limitation, along with the multi-hop nature of this network may cause a new phenomena which does not exist in the traditional networks. To save its energy, a node may behave selfishly, thereby it uses the forwarding service of other nodes, but it does not forward packets for them. This deviation from the correct behavior represents a potential threat against the service availability , which is one of the most important security requirements. To mitigate this problem, we have proposed, in Our previous Technical report [1], a new approach so called two hops ACK , which we use to design a new protocol aiming at detecting selfish nodes. In this report, we modelize our previous protocol using the petri net mathematical tool, and we apply some linear algebra results on our model to proof the protocol’s correctness. Key words: mobile ad hoc networks, petri nets, security, selfishness, packet forwarding, energy consumption, power control



1. 1.1.



Generale Concepts Definitions



Definition 1 The marked Petri Net is a 5-tuple < P, T, I, O, M0 > where P and T are non empty finite sets of PLACES and TRANSITIONS respectively. (P ∩ T = ∅) I is the so called Input function: I : P × T → N, where N is the set of non negative integer numbers. The value I(p,t) is the weight of the directed arc from the place p to the transition t. O is the so called Output function: O : T × P → N, where the value O(t,p) is the weight of the arc from the transition t to the place p. So the 4-tuple (P,T,I,O) is a bipartite (directed) multigraph whose arcs connect nodes from two distinct sets (P and T). M0 is the Initial marking of places: M0 : P → N, where the value M0 (p) is the number of the so called tokens that are located in the place p. not that each of the applications I and O may be represented by a matrix whose lines represent places and columns represent transitions. Definition 2 We say transition t is enabled from the marking M and its firing leads to the marking M 0 , and we not M (t > M 0 , iff (if and only if ) ∀p ∈ P , M (p) ≥ I(p, t), and we say that M 0 is reachable from M. M 0 is given by: M 0 (., t)=M(.,t)+O(.,t)-I(.,t), such that (.,t) denotes the column regarding the transition T within the matrix [2] We can also write M 0 (., t)=M(.,t)+C(.,t), where C=O-I is called the incidence matrix. The set of marking reachable from the marking M in the network Net is denoted by R(< N et, M >), this reachablility may be direct (using one transition) as well indirect (using a sequence of transitions) Definition 3 (sink state): a marking M is called a sink state iff it enables no transition, i.e: ∀Ti ∈ T , ∃p ∈ P such that M (p) < I(p, Ti ) [2]. 1
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Definition 4 (Host state:) A host state Mh is a marking reachable from any marking M reachable from the initial marking M0 , formally speaking: Mh is a host state iff ∀M ∈ R(< N et, M0 >), Mh ∈ R(< N et, M >) [2]. Definition 5 A norm for a marking Ma is an application v from the markings set to N, such that ∀M ∈ R(< N et, M0 >), v fulfils the following conditions: i) v(M ) = 0 ⇔ M = Ma ii) v(M ) 6= 0 ⇒ ∃M 0 ∈ R(< N et, M >) such that v(M 0 ) < v(M ) [2].



This concept related to linear algebra will be used in a theorem presented latter. → − Definition 6 ∆(t, f ) = f t C lt Such that t ∈ T (T is the transitions set), and f ∈ Nnp , where np is the number of places in the petri net [2] Definition 7 The t’s reaching threshold regarding a vector f ∈ N np is σ(t, f ) =



X



f (p)I(p, t) [2]



p∈P



Definition 8 For f ∈ Nnp , we define k f k= {p\f (p) 6= 0} [2]



1.2.



Theorems



Theorem 1 A necessary condition of the marking M reachability from M 0 is that: M − M0 must be orthogonal to (⊥) all the solutions of C t .X = 0, where t denotes the transpose matrix, formally speaking: M ∈ R(< N et, M0 >) ⇒ ∀x ∈ {X \ C t X = 0}, M − M0 ⊥ x. We point out that: M − M0 ⊥ x ⇔ (M − M0 )t x = 0 [2] Theorem 2 (host state using linear algebra): This theorem exploits a linear algebra concept to built a sufficient condition regarding the host state, it is as follows: If a marked petri net admits a norm for a marking M, then M is a host state of this net[2]. Theorem 3 Let f ∈ N np and E = {t ∈ T \∆(t, f ) > 0}, if E = ∅ or f t M < mint∈E (σ(t, f )) then t M [2] ∀M 0 ∈ R(N et, M ), ∀p ∈k f k, M 0 (p) ≤ ff (p)



2.



The model



As we have seen in our previous report [1], in our approach each node monitors the next hop forwarding of each packet it sends, a node A sends packets to B and monitors its forwarding to C, A may be either the source our an intermediate node. This concept is generalized along the path from the source to the destination. To prove that the protocol does what it has to do (detects the packets dropped), we have just to prove that when the monitoring node A sends n packets to B, then if B drops m out of these n packets, A validates exactly n-m forwarding, thereby it detects the m packets dropping. In this proof, we assume that channels are reliable, that is all packets sent will be correctly received at the recipient. We modelize our protocol by the following petri net: Net0 =(P,T,I,O,M0 ) P={P0 , P1 ,...........,P10 } P0 : the number of packets to be sent by A P1 : the number of packets dropped at B P2 : the number of packets that are being monitored by A, i.e the number of entries in the Wait2HopsACK buffer [1] 2
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P3 : the number of packets whose forwarding is validated, i.e entries removed from Wait2HopsACK buffer P4 : the number of valid a two hops ACK sent (forwarded) from B to A, which have not been treated by A P5 : the number of packets sent from A to B, not already received by B P6 : the number of packets received by B, not already treated P7 : the number of packets forwarded by B to C, not already received by C P8 : the number of packets received by C, not already treated P9 : the number of a two hops ACK packets sent by C, not already received by B P10 : the number of two hops ACK packets received by B T={T0, T1 ,...........,T8 } T0 : node A sends a packet to B T1 : B receives a packet from A T2 : A validates a packet forwarding and remove the appropriate entry from the Wait2HopsACK buffer T3 : B forwards a packet T4 :B drops a packet T5 : C receives a packet from B T6 : C sends a two hops ACK packet T7 : B receives a two hops ACK packet T8 : B forwards a two hops ACK packet



I and O are represented by the following matrices: 



        I =        



1 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 1 0 0 0 0 0



0 0 1 0 1 0 0 0 0 0 0



0 0 0 0 0 0 1 0 0 0 0



0 0 0 0 0 0 1 0 0 0 0



0 0 0 0 0 0 0 1 0 0 0



0 0 0 0 0 0 0 0 1 0 0



0 0 0 0 0 0 0 0 0 1 0



0 0 0 0 0 0 0 0 0 0 1











                O=                



M0 is represented by the following vector: Figure 1 illustrates this petri net.







0 0 1 0 0 1 0 0 0 0 0



0 0 0 0 0 0 1 0 0 0 0



0 0 1 1 1 0 0 0 0 0 0



0 1 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 1 0 0 0



0 0 0 0 0 0 0 0 1 0 0



0 0 0 0 0 0 0 0 0 1 0



0 0 0 0 0 0 0 0 0 0 1



0 0 0 0 1 0 0 0 0 0 0



                 



n 0 0 0 0 0 0 0 0 0 0



t



.



Theorem 4 If we not n the number of packets sent by A, and m the number of packets dropped by B then: ∀n ∈ N, ∀m ∈ N, m ≤ n, A validates exactly n-m packets. Since each packet is monitored by A and is associated with a timeout supposed to be great enough to the required time for receiving the two hops ACK related to the packet’s forwarding, if the packet’s forwarding is not validated (the packet is not removed from the buffer up to a timeout), then it will be supposed dropped and will cause the B’s rating increase. Hence validating exactly n-m packets is equivalent to detect m B’s dropping at A. Thereby, this theorem show the protocol correctness. We bring the problem to our petri net model, then to prove this theorem we propose the following lemma:  t Lemma 1 ∀n ∈ N, Mf = 0 m m n − m 0 0 0 0 0 0 0 , m ≤ n, is a sink host state to (N et0, M0 ). 3
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Figure 1: The initial petri net



If so, we realize that our system terminate at Mf , in other words whatever the sequence of transitions fired, Mf will be reached, and no transition will be enable from this marking. The semantic behind this according to our modelization is that when B drops m packets out of n, A will inevitably validate exactly n-m B’s forwarding, because Mf reaching means; the number of packets dropped by B (p1 ’s tokens) is m , the number of packets whose forwarding is validated by A (p3 ’s tokens) is n-m, and no other validation will take place since Mf is a sink state. We have just to prove this lemma to conclude the previous theorem.



3.



Reduction



To reduce the previous large petri net N et0 without losing the host state property we use substitution, a reduction method presented in what follows.



3.1.



General concept



Definition 9 (substitutable place):A place p of a marked network < P, T, I, O, M 0 > is substitutable iff: ∃m > 0, ∃H ⊂ T, ∃F ⊂ T, H 6= ∅, F 6= ∅ such that: → − i) ∀f ∈ F, I(., f ) = m. lp and post(p, f ) = 0 (the only f ’s input is p, and p is not an f ’s output) → − → − such that lp is the vector representing the characteristic function, i.e: lp (q) = 1 if q=p, otherwise → − lp (q) = 0 ii) ∃f ∈ F, O(., f ) > 0 (at least one F’s transition has an output). iii) ∀h ∈ H, I(p, h) = 0 (p is not an entry of h) ∃kh ∈ N, kh 6= 0, O(p, h) = m.kh iv) ∀t ∈ / H ∪ F I(p,t) = O(p,t) =0 (each transition which is related neither to H nor to F is not related to p) [2]. Definition 10 (place substitution): (Pr , Tr , Ir , Or , M0r ) such that:



the reduced network obtained by p’s substitution is 4
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Pr = P[− {p} [ [ Tr = R(h) T − (H F) h∈H



where R(h) is transitions set obtained as follows. X X → − Let’s consider: P OST (h) = {post(., h) − Kh.m. lp + nf O(., f ) such that nf = kh }, the different f ∈F



f ∈F



possible values of nf full filing the condition represent the possible combinations to make the POST(h) set. R(h) is the set of transitions, each one has I(.,h) as an input vector, and an element from POST as an output vector Both Ir and Or are obtained by removing the entries related to (H ∪ F ) transitions and adding those related to R(h) transitions. X X Let M0r = {M0 + nf O(., f ) such that nf = QM } where QM is the integer part of M (p)/m f ∈F



f ∈F



M0r is obtained by removing the pth entry from M0r ’s elements Theorem 5 (equivalence of host state exitance when reducing): the host state property is reducible by substitution [2]. In other words, if N et2 is the reduced petri net of N et1 , obtained by substitution, then Mf 1 is a host state of N et1 , if and only if Mf 2 which is obtained from M1 by removing the entry related to p, is N et2 ’s host state. We can generalize this theorem to N etn obtained by more then one substitution using transitivity. Hence instead of verifying the theorem on the previous large petri net, we first try to reduce it by substitutions, then we will deal with the reduced net.



3.2.



Net reduction



Now we reduce our initial petri net N et0 using substitution. p5 is a substitutable place, since it full fills all the substitutable place conditions, we take H = {T0 } (the input transition of p5 ), F = {T1 } (the output transition of p5 ), and m=1. To the resulting net we do the same thing with p7 , and so on for p8 , p9 , p10 the resulting net of this five substitution sequence is obtainable from N et0 by removing the places p5 , p7 , p8 , p9 , p10 and the transitions T1 , T4 , T5 , T6 , T7 , T8 , and adding a transition R(T4 ) relating p6 top4 such that I(p4 , R(T4 )) = O(P6 , R(T4 )) = 1. This last resulting net is also reducable, since P6 is substitutable, the only difference in this substitution is that the set F includes two elements i.e F = {T3 , R(T4 )}, whereas H contains just one element (T0 ), the final un-reducible net is N etr (Pr , Tr , Ir , Or , Mr0 ): Pr = {P0 , P1 , P2 , P3 , P4 } (a subset of P) Tr = T00 , T10 , T2 note that T00 , T10 are different from T0 , T1 , for writing simplicity, we note them, however, respectively T0 and T1 .     1 1 0 0 0 0  0 0 0   1 0 0         , O r =  1 1 0  , M r0 = n 0 0 0 0 t 0 0 1 Ir =       0 0 0   0 0 1  0 0 1 0 1 0 Figure 2 illustrates this net. It results from the theorem 5 and the reduction of the initial network, that the lemma 1 can be reducible to the following one.  t Lemma 2 ∀n ∈ N, Mf = 0 m m n − m 0 , m ≤ n, is a sink host state to (N etr , Mr0 ). 5
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n T1



p0 T0



p4



p2



p1



T2 p3 Figure 2: The reduced petri net



In the following we prove this lemma.



4.



Proof of correctness



It is obvious that Mf is a sink state, since it enables no transition, it remains to prove that it is a host state, we exploit the theorem 2 and try to find a norm.



4.1.



the norm



 Lemma 3 ∀(M = X0 X1 X2 such that Ψ = R(< N etr , M0r >)



X3



X4



t



) ∈ Ψ, X1 ≤ n,



Proof  t For f = 1 1 0 0 0 ∆(T0 , f ) = 0, ∆(T1 , f ) = ∆(T2 , f ) = −1, hence E = ∅, it results from the t



M0 = n/f (p)), thus (M 0 (1) = X1 ) 6 n theorem 3: ∀M ∈ Ψ, ∀p ∈k f k, M 0 (p) ≤ ( ff (p) This lemma assures that (n − X1 ), this term will be used later in the norm. We propose the following norm: V : (Ψ ⊂ N5 ) → N +max(X1 ,X2 )+1 2 +min(n−X1 ,X3 )+1 V (M ) = X0 + 3X4 + [| log( X0min(X )|]sup + [| log( X0X +X2 +max(n−X1 ,X3 )+1 )|]sup 1 ,X2 )+1 Such that |x| denotes the absolute value of x, and [x]sup stands for the upper integer part defined by: ∀r ∈ R, [r]sup = m ∈ N \ m ≥ r and m − 1 < r. This function is R → N, thereby, each part of the sum V (T ermi i = 0..3) is within N, even though the functions used (log, /) give values in R. Using the previous lemma we can verify that the functions used are well defined in Ψ, therefore they are applications from Ψ to N, and so is the norm V. In the purpose of proving lemma 2, we suggest the following lemma:



Lemma 4 V is a norm for Mf in N etr To prove this, we have to prove that V full fills the two conditions of definition 5.



4.2.



The first condition



V(M) = 0 ⇔ M = Mf . . . . . . (con1)  t remember that Mf = 0 m m n − m 0 , m ≤ n i) M = Mf ⇒ V (M ) = 0: this implication is obvious, we need just to compute V (Mf ), we will find that it equals to 0. 6
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ii) V (M ) = 0 ⇒ M = Mf Since V is the sum of four terms in N, V(M)=0 ⇔ ∀i ∈ 0, 1, 2, 3 T ermi = 0 &  T erm0 = 0 ⇔ X0 = 0    T erm1 = 0 ⇔ X4 = 0 & +max(X1 ,X2 )+1 V (M ) = 0 ⇒ T erm2 = 0 ⇔ log( X0min(X )=0 &  1 ,X2 )+1   X  T erm = 0 ⇔ log( 2 +min(n−X1 ,X3 )+1 3 X0 +X2 +max(n−X1 ,X3 )+1 ) = 0  X0 = 0 &     X4 = 0 & max(X1 ,X2 )+1 V (M ) = 0 ⇒ &  min(X1 ,X2 )+1 = 1 ⇔ max(X1 , X2 ) + 1 = min(X1 , X2 ) + 1    X2 +min(n−X1 ,X3 )+1 = 1 ⇔ X + min(n − X , X ) + 1 = X + max(n − X , X ) + 1 2 1 3 2 1 3 X2 +max(n−X1 ,X3 )+1  X0 = 0    X4 = 0 V (M ) = 0 ⇒ max(X1 , X2 ) = min(X1 , X2 ) ⇔ X1 = X2    min(n − X1 , X3 ) = max(n − X1 , X3 ) ⇔ X3 = n − X1  t V(M)=0 ⇒ M= 0 m m n − m 0 , m ≤ n ⇒ M = Mf 



4.3.



& & &



The second condition



V(M) 6= 0 ⇒ ∃M0 ∈ R(< Net, M0 >) such that V(M0 ) < V(M) . . . . . . (con2) case 1: X0 6= 0 In this case, T0 is enable, we will prove that it leads to a marking M 0 which holds the condition. Let’s  t ∈ R(< N etr , M0r >), and M (T0 > MT 0 , then: consider M = X0 X1 X2 X3 X4  t M T 0 = X0 − 1 X 1 + 1 X 2 + 1 X 3 X4 V (M ) 6= 0 is verified since X0 6= 0, we have to verify that V (MT 0 ) < V (M ) V (MT 0 ) = X0 − 1 + 3X4 +T erm2 + T erm3 | {z } |{z} T erm0



T erm1



We have: T erm0 = T erm0 − 1 ⇒ T erm0 < T erm0 , and T erm1 = T erm1 Now, we try to prove that T erm2 ≤ T erm2 and T erm3 ≤ T erm3 to realize that V (MT 0 ) < V (M ) +max(X1 ,X2 )+1 1 +1,X2 +1)+1 1 ,X2 )+1+1 T erm2 = [| log( X0 −1+max(X )|]sup = [| log( X0 −1+max(X )|]sup = [| log( X0min(X )|]sup min(X1 +1,X2 +1)+1 min(X1 ,X2 )+2 1 ,X2 )+2 +max(X1 ,X2 )+1 +max(X1 ,X2 )+1 Since: 1 ≤ X0min(X ) ≤ ( X0min(X , we realize that T erm2 ≤ T erm2 , because log is 1 ,X2 )+2 1 ,X2 )+1 an increasing function in the interval [1, +∞[, as well as the absolute value and upper integer part functions. It remains the last terms T erm3 , T erm3 . 2 +1+min(n−X1 −1,X3 )+1 T erm3 = [| log( XX0 +X )|]sup 2 +max(n−X1 −1,X3 )+1 In one hand, we have: min(n − X1 − 1, X3 ) ≥ min(n − X1 , X3 ) − 1 ⇒ X2 + 1 + min(n − X1 − 1, X3 ) ≥ X2 + min(n − X1 , X3 ) . . . . . . (1) On the hand: X0 + X2 + max(n − X1 , X3 ) + 1 ≥ X0 + X2 + max(n − X1 − 1, X3 ) + 1 . . . . . . (2) 2 +1+min(n−X1 −1,X3 )+1 2 +min(n−X1 ,X3 )+1 From 1 and 2 it results: XX0 +X ≥ X0X +X2 +max(n−X1 ,X3 )+1 2 +max(n−X1 −1,X3 )+1



Since:



X2 +1+min(n−X1 −1,X3 )+1 X0 +X2 +max(n−X1 −1,X3 )+1



≤ 1, and |log(x)| is a decreasing function on [0, 1], we realize that



T erm3 ≤ T erm3 : We have proved that: T erm2 ≤ T erm2 and T erm3 ≤ T erm3 . Moreover, we have T erm0 < T erm0 and T erm1 = T erm1 , hence, V (MT 0 ) < V (M ), then the condition cond2 is full filled, (we have just to take M 0 = MT 0 ) 7
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case 2: X0 = 0 in this case both T0 and T 1 are disable. case 2.1: when T2 is enable as in case 1, V (M ) 6= 0 is verified, we will perform in the same way and try to prove that  t V (MT 2 ) 6= V (M ), such that M (T2 > MT 2 , MT 2 = 0 X1 X2 − 1 X3 + 1 X4 − 1 X2 −1+min(n−X1 ,X3 +1)+1 1 ,X2 −1)+1 V (MT 2 ) = 3(X4 − 1) + +[| log( max(X min(X1 ,X2 −1)+1 )|]sup + [| log( X2 −1+max(n−X1 ,X3 +1)+1 )|]sup max(X1 , X2 − 1) + 1 X2 − 1 + min(n − X1 , X3 + 1) + 1 = −1 + 3X4 |{z} + [| log( min(X1 , X2 − 1) + 1 )|]sup − 1 + [| log( +X2 − 1 + max(n − X1 , X3 + 1) + 1 )|]sup − 1 |{z} | {z } | {z } T erm1 T erm0 T erm2



T erm3



As in case 1, we have T erm0 < T erm0 (sinceT erm0 = 0), and T erm1 = T erm1 , we have just to prove that T erm2 ≤ T erm2 and T erm3 ≤ T erm3 Term2 ≤ Term2 : using the property: log(a/b) = log(b) − log(b), we will have: T erm2 = [| log(max(X1 , X2 ) + 1) − log(min(X1 , X2 ) + 1)|]sup T erm2 = [| log(max(X1 , X2 − 1) + 1) − log(min(X1 , X2 − 1) + 1)|]sup max(X1 , X2 − 1) ≤ max(X1 , X2 ) ⇒ max(X1 , X2 − 1) + 1 ≤ max(X1 , X2 ) + 1 ⇒ log(max(X1 , X2 − 1) + 1) ≤ log(max(X1 , X2 ) + 1) . . . . . . (3) The last implication is justified by the fact that max(X1 , X2 − 1) + 1 ≥ 1 and the function log is increasing in the interval [1, +∞] min(X1 , X2 −1) ≥ min(X1 , X2 )−1 ⇒ min(X1 , X2 −1)+1 ≥ min(X1 , X2 ) ⇒ log(min(X1 , X2 −1)+1) ≥ log(min(X1 , X2 )) ⇒ log(min(X1 , X2 − 1) + 1) + 1 ≥ log(min(X1 , X2 ) + 1) + 1 . . . . . . (4) As log(x) + 1 ≥ log(x + 1), log(min(X1 , X2 )) + 1 = log(min(X1 , X2 ) + 1), thus (4) ⇒ log(min(X1 , X2 − 1) + 1) + 1 ≥ log(min(X1 , X2 ) + 1) ⇒ − log(min(X1 , X2 − 1) + 1) ≤ − log(min(X1 , X2 ) + 1) + 1 . . . . . . (5) (3 and 5) ⇒ log(max(X1 , X2 − 1) + 1) − log(min(X1 , X2 − 1) + 1) ≤ log(max(X1 , X2 ) + 1) − log(min(X1 , X2 ) + 1) + 1 ⇒ [| log(max(X1 , X2 − 1) + 1) − log(min(X1 , X2 − 1) + 1)|]sup ≤ [| log(max(X1 , X2 ) + 1) − log(min(X1 , X2 ) + 1)|]sup + 1 ⇒ [| log(max(X1 , X2 − 1) + 1) − log(min(X1 , X2 − 1) + 1)|]sup − 1 ≤ [| log(max(X1 , X2 ) + 1) − log(min(X1 , X2 ) + 1)|]sup ⇒ T erm2 ≤ T erm2 In the same way, T erm3 ≤ T erm3 can be proved. As in case 1, the condition con2 is full filled, (the existence of M 0 is justified by M 0 = MT 2 ).



case 2.2: when T3 is disable We will gradually prove that the the unique form of the marquin reachable from M0r and representing such a case in the same time, is Mf . Let M be The marquin representing case 2.2,  t M = 0 X 1 X2 X3 X4 ∈ R(< N etr , M0r >) i) X4 = 0 T3 is disable ⇒ (X2 = 0 or X4 = 0). We will prove (X2 = 0 ⇒ X4 = 0) to conclude that X4 = 0 in this case (case 2.2), because when X2 6= 0, X2 must be 0 to disable T3 . We prove this using the reductio ad absurdum, assume X2 = 0 and X4 6= 0, that is M =  t 0 X 1 0 X 3 X4 ∈ R(< N etr , M0r >), X4 6= 0 According to theorem 1, ∀v ∈ {Cr T Y = 0}, (M − M0r ) ⊥ v



8
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t   −1 −1 0 Y0  1  Y1  0 0      T    1 −1  ×  Cr Y = 0 ⇔  1  Y2  = 0  0   0 1 Y3  0 1 −1 Y4   Y 0    Y1  −1 1 1 0 0      1 0 1 × ⇔ −1 0  Y2  = 0  0 0 −1 1 −1 Y3    Y4  −Y0 + Y1 + Y2 = 0 &  −Y0 + Y2 + Y4 = 0 & ⇔ . . . . . . . (sys1)   −Y2 + Y3 − Y4 = 0 (M − M0r ) ⊥ Y ⇔ (M − M0r )t Y = 0 ⇔ −nY0 + X1 Y1 + X3 Y3 + X4 Y4 + = 0 . . . . . . (Eq1)  t a) when X3 6= n, we remark that Ω0 = 1 0 1 1 0 ∈ {Cr t Y = 0} (it is a solution to sys1) Ω0 full fills Eq1 ⇒ X3 = n, which represents a contradiction  t b) when X3 = n, we remark that Ω1 = 2 1 1 2 1 ∈ {Cr t Y = 0} (it is a solution to sys1) Ω1 full fills Eq1 ⇒ X1 + X4 = 0 ⇒ X1 = −X4 ⇒ X1 < 0 (since X4 6= 0) which represents a contradiction. Whatever the values of X3 and n, (X4 6= 0 and X2 = 0) leads to contradictions, thereby: X2 = 0 ⇒ X4 = 0, hence, X4 = 0.  t M = 0 X 1 X2 X3 0 ii) X1 = X2 (M − M0r ) ⊥ Y ⇔ (M − M0r )t Y = 0 ⇔ −nY0 + X1 Y1 + X2 Y2 + X3 Y3 = 0 . . . . . . (Eq2)  t Ω2 = 0 1 −1 0 1 ∈ {Cr t Y = 0} (it is a solution to sys1) Ω2 full fills Eq2 ⇒ X1 = X2  t M= 0 X X X3 0 iii) X3 = n − X (M − M0r ) ⊥ Y ⇔ (M − M0r )t Y = 0 ⇔ −nY0 + XY1 + XY2 + X3 Y3 = 0 . . . . . . (Eq3)  t Ω3 = 1 0 1 1 0 ∈ {Cr t Y = 0} (it is a solution to sys1) Ω3 full fills (Eq3) ⇒ X3 = n − X  t We realize that M= 0 X X n − X 0 in this case (case 2.2) Therefore, V (M ) = 0, which means that V (M ) 6= 0 is false, consequently the condition con2 is satisfied . Hence we have proved that V is a norm to Mf (lemma 4), therefor, we realize the correctness of lemma 2, 1 and theorem 4.



References [1] Djamel Djenouri and Nadjib Badach. Two hops ack: A new approach for selfish nodes detection in mobile ad hoc networks. Technical report LSI-TRO704, University of Scinece and technology houari boumediene, Algiers, Algeria, April 2003. [2] G.W.BRAMS. Rseau de petri: Thorie et pratique. Edition masson, 1983.
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