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Payload Location: Simple LSB



Payload Location: Simple LSB



Best case: log2 m images to locate payload.



Quach, T.-T., “Optimal Cover Estimation Methods and Steganographic Payload Location,” IEEE Trans. Info. Forensics and Security, 2011.
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Payload Location: Group-Parity



Payload Location: Group-Parity



Best case: 8k 2 log(km) images to locate payload.



Quach, T.-T., “Locating Payload Embedded by Group-Parity Steganography,” Digital Investigation, 2012.



Practical Payload Location



• Problem: which pixels have been modified?
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• Problem: which pixels have been modified? • Approach: estimate the cover image
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Cover Estimation Given stego image s, estimate cover image: b c = arg max p(c|s). c



• Previous work MAP estimators: →, ←, ↑, ↓, %, &, -, . • Current work Markov random fields (MRF): capture 2D statistics in images • Use several cover estimators: error → 0 as number of cover



estimators → ∞



Quach, T., “Locatability of Modified Pixels in Steganographic Images,” in Media Watermarking, Security, and Forensics 2012, Proc. SPIE, 2012.



Markov Random Field



x: input observations, e.g., stego pixels y: output labels, e.g., cover pixels w: model parameters Conditional distribution: p(y|x; w) =



1 e −E (y|x;w) . Z (x; w)



Energy Function Popular energy function: X X fi (yi |x) +w2 E (y|x; w) = w1 fij (yi , yj |x) . | {z } | {z } i∈V
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Inferencing



Maximum a posteriori (MAP) inferencing: y∗ = argmax p(y|x; w) = argmin E (y|x; w). y
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Inferencing



Maximum a posteriori (MAP) inferencing: y∗ = argmax p(y|x; w) = argmin E (y|x; w). y



Techniques (NP-Hard in general): • Belief propagation. • Integer programming. • Graph cut.



y



Graph Cut



If y is a binary vector and every fij satisfies submodularity: fij (0, 0|x) + fij (1, 1|x) ≤ fij (0, 1|x) + fij (1, 0|x), a global solution of E can be found in polynomial time using graph cuts.



Kolmogorov, V., Zabih, R., “What Energy Functions Can Be Minimized via Graph Cuts,” IEEE Trans. Pattern Anal. Mach. Intell., 2004.
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Non-Submodular MRF Original non-submodular MRF: X X X fij (yi , yj |x) +w2 fi (yi |x) + w2 E (y|x; w) = w1 f˜ij (yi , yj |x) | {z } | {z } i∈V
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Non-Submodular MRF Original non-submodular MRF: X X X fij (yi , yj |x) +w2 fi (yi |x) + w2 E (y|x; w) = w1 f˜ij (yi , yj |x) | {z } | {z } ij∈E



i∈V



submodular



ij∈E



non-submodular



Quadratic pseudo-boolean optimization (QPBO) relaxation:  X 1 1 0 E (y, ¯ y|x; w) = w1 fi (yi |x) + fi (1 − y¯i |x) 2 2 i∈V   X 1 1 fij (yi , yj |x) + fij (1 − y¯i , 1 − y¯j |x) + w2 2 2 ij∈E   X 1 1 + w2 f˜ij (yi , 1 − y¯j |x) + f˜ij (1 − y¯i , yj |x) 2 2 ij∈E
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• E 0 (y, ¯ y|x; w) is sub-modular: can use graph cut.
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• E 0 (y, ¯ y|x; w) is sub-modular: can use graph cut. 0 • E (y, ¯ y|x; w) = E (y|x; w) if yi = 1 − y¯i for all i.
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• E 0 (y, ¯ y|x; w) is sub-modular: can use graph cut. 0 • E (y, ¯ y|x; w) = E (y|x; w) if yi = 1 − y¯i for all i. • Solve QPBO problem and set yi = ∅ if yi 6= 1 − y¯i : yi ∈ {∅, 0, 1}, partial optimality.



 



Multi-Label MRF



Solve multi-label MRF as a series of binary MRFs using α-expansion algorithm: • At each step, choose α from label space and solve



{yiprevious , α}.



Maximum-Likelihood Learning



• Training set: {(xi , yi )}N i=1 .



Maximum-Likelihood Learning



• Training set: {(xi , yi )}N i=1 . • Find w that maximizes



L(w) =



=



N X



i=1 N X i=1



log p(yi |xi ; w) −E (yi |xi ; w) − log Z (xi ; w).



Maximum-Likelihood Learning



• Training set: {(xi , yi )}N i=1 . • Find w that maximizes



L(w) =



=



N X



i=1 N X i=1



log p(yi |xi ; w) −E (yi |xi ; w) − log Z (xi ; w).



Max-Margin Learning/Structural SVM



minimize w,ξ



N 1 λX kwk22 + ξi 2 N i=1



i



subject to E (y|x ; w) − E (yi |xi ; w) ≥ ∆(y, yi ) − ξi , ∀i, ∀y 6= yi , ξ ≥ 0.



QP solved using cutting plane techniques.



Taskar et al. “Max-Margin Markov Networks,” in NIPS, 2003. Tsochantaridis et al., “Support Vector Machine Learning for Interdependent and Structured Output Spaces,” in ICML, 2004.



LSB Replacement MRF Cover Estimator



For any steganographic algorithm, if pixels are modified via LSB replacement, estimating the cover image is equivalent to identifying which pixels have been modified: a binary labeling problem. • Graph cut • QPBO



LSB Replacement MRF Cover Estimator s: stego image es: LSB flipped version of s



ρ: proportion of pixels modified fi (yi |s) =







− log(1 − ρ) if yi = 0, − log(ρ) if yi = 1.



 − log p(si , sj )    − log p(si , sej ) fij (yi , yj |s) = − log p(e si , sj )    − log p(e si , sej )



if yi if yi if yi if yi



=0 =0 =1 =1



and and and and



yj yj yj yj



= 0, = 1, = 0, = 1.



LSB Matching MRF Cover Estimator



For steganographic algorithms where pixels are modified via LSB matching, yi ∈ {−1, 0, 1}: tri-label MRF. • α-expansion.



LSB Matching MRF Cover Estimator s: stego image s + y: cover estimate ρ: proportion of pixels modified  − log(1 − ρ)    ρ  −  log( 2 ) − log(ρ) fi (yi |s) =      ∞ fij (yi , yj |s) =



if yi = 0, if 1 ≤ si + yi ≤ 254 and yi 6= 0, if (si = 1 and yi = −1) or (si = 254 and yi = 1), otherwise.



  − log p(si + yi , sj + yj ) 



∞



if 0 ≤ si + yi ≤ 255 and 0 ≤ sj + yj ≤ 255, otherwise.



Experiments



• Image set: BOSSbase 9074 grayscale images 512×512 • Split into training and test sets: • Training set: 7074 (learn joint probabilities), 1000 (learn MRF model parameters) • Test set: remaining 1000



Experiments



• Image set: BOSSbase 9074 grayscale images 512×512 • Split into training and test sets: • Training set: 7074 (learn joint probabilities), 1000 (learn MRF model parameters) • Test set: remaining 1000 • Learning parameters: • Split each image into 64 non-overlapping 64×64 images, total 64000 images • Randomly choose 20000 images and embed at 0.5 bpp • Parameters: w1 = 0.9986 and w2 = 0.5413



Payload Location: Simple LSBR



N 1 10 100 200 300 400 500 1000



MRF 66165 (50.48%) 96516 (73.64%) 120744 (92.12%) 125997 (96.13%) 128584 (98.10%) 129895 (99.10%) 130516 (99.58%) 131007 (99.95%)



MAP 65750 (50.16%) 93978 (71.70%) 118066 (90.08%) 122567 (93.51%) 125193 (95.51%) 126846 (96.78%) 128062 (97.70%) 129595 (98.87%)



MAP + MRF 66325 (50.60%) 102046 (77.85%) 123858 (94.50%) 127047 (96.93%) 128502 (98.04%) 129521 (98.82%) 130161 (99.30%) 130783 (99.78%)



Parameter Sensitivity Fix w1 = 1 and vary w2 from 0.3 through 0.7 in increments of 0.01 5
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Payload Location: Simple LSB Matching



N 1 10 100 200 300 400 500 1000



MRF 65598 (50.05%) 91333 (69.68%) 112181 (85.59%) 115848 (88.39%) 118943 (90.75%) 121250 (92.51%) 123428 (94.17%) 126850 (96.78%)



MAP 65552 (50.01%) 92652 (70.69%) 108105 (82.48%) 110681 (84.44%) 112667 (85.96%) 114431 (87.30%) 116296 (88.73%) 118931 (90.74%)



MAP + MRF 65602 (50.05%) 96623 (73.72%) 115361 (88.01%) 117677 (89.78%) 118197 (90.18%) 120278 (91.76%) 121634 (92.80%) 124316 (94.85%)



Payload Location: Group-Parity 1000 test images → 64000 64×64 images, k = 2, bpp = 0.5 N 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000 13000 14000 15000 16000



50 121 378 391 442 590 800 812 984 995 1122 1219 1275 1374 1555 1630



MRF (2.44%) (5.91%) (18.46%) (19.09%) (21.58%) (28.81%) (39.06%) (39.65%) (48.05%) (48.58%) (54.79%) (59.52%) (62.26%) (67.09%) (75.93%) (79.59%)



11 27 81 141 245 372 506 657 833 958 1052 1198 1342 1418 1518 1604



MAP (0.54%) (1.32%) (3.96%) (6.88%) (11.96%) (18.16%) (24.71%) (32.08%) (40.67%) (46.78%) (51.37%) (58.50%) (65.53%) (69.24%) (74.12%) (78.32%)



MAP 114 335 820 1202 1406 1581 1765 1813 1909 1944 1953 1996 1997 2010 2017 2029



+ MRF (5.57%) (16.36%) (40.04%) (58.69%) (68.65%) (77.20%) (86.18%) (88.53%) (93.21%) (94.92%) (95.36%) (97.46%) (97.51%) (98.14%) (98.49%) (99.07%)



Conclusions



• Cover estimation is an important forensic tool: payload



location is just one application.



Conclusions



• Cover estimation is an important forensic tool: payload



location is just one application. • MRF approach is fast, captures high-dimensional



dependencies, suitable for images (not limited to).



Conclusions



• Cover estimation is an important forensic tool: payload



location is just one application. • MRF approach is fast, captures high-dimensional



dependencies, suitable for images (not limited to). • Future work: • Incoporate dependencies beyond adjacent pixels.



Conclusions



• Cover estimation is an important forensic tool: payload



location is just one application. • MRF approach is fast, captures high-dimensional



dependencies, suitable for images (not limited to). • Future work: • Incoporate dependencies beyond adjacent pixels. • Apply to steganography: good cover model → single-letter distortions.



Thank You



[email protected]
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