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Abstract Fortis bank reserves economic capital in order to protect against credit risk. The amount is estimated from a quantile of the loss distribution on a portfolio. Taking a CreditRisk+ point of view, we consider a single factor default model to derive a loss distribution through calibration with first and second order moment information. Further we elaborate on different model assumptions regarding the elements of credit risk and focus on several computational aspects and alternatives. Also the extension to the multifactor case is discussed.
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Introduction



Credit Risk is the risk that a borrower will be unable to pay back his loan. For any individual contract, the future loss (in a one year period) is random, i. e. unknown in advance. The sum of all these losses is called the Portfolio Credit Loss. To each total loss amount corresponds a probability, which defines a portfolio loss density distribution. Expected Loss (EL) is the expected level of credit losses, over the one year time horizon. Actual losses for any given year will vary from the EL, but ∗
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EL is the amount that the bank should expect to lose on average. Expected Loss should be viewed as a cost of doing business rather than as a risk itself. The real risk arises from the volatility in loss levels. This volatility is called Unexpected Loss (UL). UL is defined statistically as the standard deviation of the credit loss distribution. A bank can quantify its portfolio credit risk through the measurement of the variability of the portfolio credit loss and capital is held to protect against this risk. The amount of this capital is calibrated to achieve e. g. a target of a S&P rating of ’AA’, meaning that the required capital corresponds to a 3 basis points or less default probability over a one-year time horizon. Economic capital is thus defined as the 99,97% quantile, minus the Expected Loss, of the loss distribution. In order to determine the credit risk, one needs to estimate the loss distribution. In statistics, this problem essentially comes down to estimating a multivariate distribution from estimated marginal distribution functions and assumptions concerning their dependency structure. The modelling freedom in the assumptions regarding the dependency structure that exists between the risks, has led to the development of two kinds of approaches to model the dependencies: latent variable models and mixture models. In the latent variable models default occurs if a random variable X (termed latent variable, even if in some models X may be observable) falls below some threshold. Dependence between defaults is caused by dependence between the corresponding latent variables. Popular examples include the firm-value model of Merton [4] or the models proposed by the KMV corporation [2] or the RiskMetrics group [3]. In the mixture models the default probability of a company is assumed to depend on a set of economic factors; given these factors, defaults of the individual obligors are conditionally independent. The example for this kind of actuarial model is CreditRisk+, developed by Credit Suisse Financial Products [1]. In this shortpaper we follow a CreditRisk+ point of view [5] and we consider a single factor default model (excluding idiosyncratic risk) to derive a loss distribution through calibration with first and second order moment information. Further we elaborate on different model assumptions regarding the elements of credit risk and focus on several computational aspects and alternatives. Also the extension to the multifactor case is discussed. This paper is organized as follows. Section 1 gives the background setting 2



for credit risk. Section 2 describes the parameters of credit risk and some assumptions. Section 3 treats the case of independent default risks and we consider two approaches to compute the loss distribution with an outline of their specific implementation. In section 4 we consider the case where defaults are dependent and describe how an analytical expression can be derived for risk that are influenced by a comon global economic factor. In section 5 we extend the case to multiple factors and discuss some parameterization issues. In section 6 we provide a test example subportfolio with some results. Section 7 finally concludes the short paper.
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Description of the default model



A loss can statistically be considered as a random variable (rv), which is dependent on numerous other variables. In the Credit aggregation context, where the lender needs to account for risk of default of his obliger within the repayment term, one discerns commonly three determining factors: an amount at risk at the point of default, the degree of security and the likeliness of default.



2.1



Loss decomposition



In more formal terms we can quantify the factors as follows. Consider a portfolio of n credit risks. In this default model, the random loss Li is decomposed into three random variables: Li = Ii (EAD)i (LGD)i



(1)



1. The random variable Ii is defined as the indicator variable which equals 1 if risk i leads to failure in the next period, and 0 otherwise. This is known as a Bernouilli rv and one defines:  1 with probability qi (2) Ii = 0 with probability 1 − qi , where qi is the probability of default (P D). 2. The random variable (EAD)i denotes the Exposure-At-Default expressed in some monetary units. It is the maximal amount of loss on risk i, given that default occurs. 3. The random variable (LGD)i denotes the Loss-Given-Default of risk i in percentage terms. It is the percentage of the loss on policy i, given that default occurs. 3



The Aggregate Portfolio Loss S is the sum of the (relative) losses on the individual credit risks during the reference period: S=



n X



Li =



i=1



n X



Ii (EAD)i (LGD)i =



n X



Ii ci ,



(3)



i=1



i=1



with ci = (EAD)i (LGD)i .



2.2



Assumptions



The loss distribution depends on the underlying marginal distributions of LGD, P D and EAD. At every step of the modelling one must be clear on the nature of the variables; whether they are deterministic or stochastic and one must unambiguously describe their (inter- and intra-) dependency structure. Firstly, we must make explicit the assumptions concerning the distributions of the rv’s (marginal rv’s). Initially we will assume that the P D, EAD and LGD are constant, thus deterministic rv’s (degenerated in one value with probability 1). Later we will relax the assumption of LGD’s being constant. Transitions or migrations of P D, LGD or EAD are not considered here. Secondly, besides marginal distribution assumptions, one needs also assumptions about the dependency structures between the rv’s. Are the P D’s inter-independent? Are the P D and LGD independent? If yes, how is the dependence to be modelled? Throughout the model description we will make these dependencies explicit. Further, we will assume that pairwise default correlations corr [Ii , Ij ] are given, which is information often also used for the determination of the UL. In this text, we will not discuss how to choose or build a model of default correlations or how to compute the UL.
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Independent risks



In this section we will consider n independent risks. On the one hand, a first, most simple approach that one could consider would be a homogeneous portfolio of n similar risks and assume that the P D, EAD and LGD values are deterministic and all the same for each obligor (for all i, (P D)i = q). P Then the number of defaults M = ni=1 Ii determines completely the distribution of S. Remarking that M is a sum of Bernouilli’s, we can apply 4



the property that M is then distributed like according to a binomial with parameter q. In this case the distribution of S equals the distribution of M , scaled by (EAD)(LGD). Remark that the tail of the binomial is very thin. The limiting distribution for n = ∞ is a normal distribution. It is known that VaR values of the normal distributions are underestimating the potential loss of realistic portfolios and thus not representative of realistic loss distributions. On the other hand we can consider a portfolio of n (possibly different) risks. The nonhomogeneity makes the computation of the loss distribution immediately less tractable and it is the point where numerical approximations enter the framework. We describe two computational approaches.



3.1



Implementation of convolutions



For independent policies, the density distribution of a sum S can be obtained exactly by convolution of the separate density functions. Recall that a single (discrete) convolution on a suitable range [0, m] between two densities f1 and f2 is defined as (f1 ∗ f2 )(k) =



m X i=0



f1 (k − i)f2 (i)



(k = 0, 1, 2, . . . , m).



(4)



Stated in words: function f1 is reversed around zero, shifted over k and then multiplied with function f2 over all values of the range. In general this requires O(m2 ) multiplications. Only in the simplest case, where the severity of the losses is degenerated in s ≪ m points, the computation of the loss distribution by convolution becomes tractable. It then requires O(sm) multiplications to compute the distribution over the chosen range. In case of the binary default case, stated in eq. (2) there are fortunately only s = 2 possible values for the loss. So each loss Li has a probability distribution consisting of 2 values (2 peaks):  ci with probability qi (5) Li = 0 with probability 1 − qi In order to obtain the probabilities pS for overall loss, for a portfolio of n clients with probability distributions pLi , one finally computes n convolutions over all k in [0, m]: pS (k) = ∗ni=1 pLi (k), 5



(k = 1, 2, . . .),



(6)



which thus requires O(2mn) multiplications in the binary default case. An effect of performing n convolutions with 2 peak distributions is that the quantile values (number of peaks) increases by a factor 2 in each iteration step. We dealt with this computational issue by a rescaling (by e.g. a downsizing by factor 1/2) of the quantile values on a fixed vector interval, whenever the quantile value probabilities did not fit to half of it. In order to keep the need for memory minimal, we also sort the loss and associated probability vectors in ascending order of loss size. Proper rescaling bookkeeping will then result in a loss distribution with probability values over multiples of a certain unit size (because of the scaling). In pseudo-code the iterative algorithm then results in the following straightforward program: • sort the clients in ascending order of loss size • initialize a distribution f as the first 2-peak distribution • for i=1 to n do – while the convolution product cannot fit in half of the memory length, do a rescaling of the distribution f by a factor 1/2 – convolute f with the next 2-peak distribution • end Computationally, the linear dependence on the number of obligors is the most determining factor, because for a common portfolio, one will take typically- a large memory size vector for m (around 106 ) in order to get an acceptable unit size in the range of 10.000 euro. With an implementation in a high-level language (like the statistical package R, with much computational overhead) it takes about 15 minutes to compute the loss distribution for 5000 independent obligors (on a modern 3 GHz PC). Thus for say 250.000 obligors the computing time increases to 13h. Remark that with an implementation in a lower-level language (like C++, with efficient native compiled code) that time consumption can be easily reduced by a factor 100, in case speed is a requirement.



3.2



Iterative implementation of recursion



An alternative is to employ a recursive scheme. Let us assume that (i) the losses ci of the individual policies are random variables with a support on the 6



set of non-negative integers, (ii) the no-loss probability is strictly positive, (iii) the policies are mutually independent. Suppose further that we cluster the policies according to the losses ci (i = 1, . . . , nc ) and the probabilities of default qj (j = 1, . . . , nd ) such that the number of policies in each class (i, j) is nij . The losses, having each a certain severity distribution, are supposed to be discretized, such that the losses ci are positive integer multiples of some chosen monetary unit. Denote by Xijk the random variable loss of the kth policy belonging to the class (i, j), with k = 1, 2, . . . , nij and denote Pr[S = s] by p(s). In this notation we can express S as nij nd X nc X X Xijk . (7) S= i=1 j=1 k=1



In [6] a comparison of recursions is made. Avoiding convolutions and approximative schemes, we adopted the following exact recursive formula: n



n



d c X 1X nij vij (s), p(s) = s



(8)



i=1 j=1



where, given that severity distributions are degenerate (P r[Ci = x] = δci x ), qj vij (s) = [ci p(s − ci ) − vij (s − ci )], (k = 1, 2, . . .). (9) 1 − qj We have that vij = 0 for s ≤ 0 and in case s = 0, p(0) =



nd nc Y Y



i=1 j=1



(1 − qj )nij .



(10)



Recursion is mostly not efficient from a computational point of view. Function calls are in most programming environments added to the stack, and the memory quickly overflows. Moreover some software systems (e.g. SAS) don’t support recursive programming. Also the fact that the Panjer recursion is a sum of each time a recursive function call, makes the direct implementation even slower. Therefore we have developed equivalent iterative procedures for recursive routines. In this manner previously calculated results can be reused again at every step and speed can be gained, especially when matrix calculations are employed. Memory efficiency can be gained further when factors are often zero (i.e. some ci are the same), such that only non-zero terms need to be stored in memory. And finally, one could optimize further by using a native embedded compiled C++ implementation. The recursive scheme scales quadratically in the number of iterations, while the iterative approach is also linear in the number of policies. 7
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The single factor mixture model



Under the assumption of default dependency between risks, the loss distribution will involve extra dependency terms. One may then expect the economic capital requirement to become larger. As such, the independent case can be considered as a sort of indication of a lower bound for the economic capital (although in theory it is not guaranteed, since the quantile risk measure is not ordered). So in the sequel we suppose the Ii are interdependent. Then ideally, a full specification of the joint default probabilities between the Ii is necessary in order to compute S exactly. But since that requires an enumeration of the probabilities of 2n events, it is in practice not achievable. Firstly because it is computationally intractable for n > 30 due to the many possibilities, and secondly because such information is not available (not enough observations over sufficiently long periods). Often only partial (2nd order) information about the dependency structure is available by n(n−1)/2 linear ’default correlations’ between the risks. Relative to the marginal probabilities, the default correlations are important in the sense that they dominate bi-joint probabilities and conditionally dependent probabilities and determine these substantially. Secondly these also serve as calibration of approximations of S, as we will see in the multifactor case . In this section we consider a single factor model that approximates the above described default model with a minimal set of parameters. For the implementation of the single factor model we followed two approaches: the Panjer recursion (by iteration) [7] and the Fourier inversion [8]. Of course other alternative approximations may give similar results, as proposed for example with integral approximation [9] and saddle point approximation [11, 10].



4.1



An approximation to the loss S



We start with remarking that the random variable S as defined in eq. (3) can be written as a sum of n compound Bernouilli random variables S=



n X i=1



Li =



n X



Ii (EAD)i (LGD)i =



Ii n X X



ci ,



i=1 j=1



i=1



with ci = (EAD)i (LGD)i and where, by convention,



8



P0



i=1 ci



= 0.



(11)



The random variable S can then be interpreted as the aggregate claims in an individual risk model (see e.g. [7]). We consider here an approximation to this individual risk model by a collective risk model. One major problem in this respect is the fact that S is the sum of mutually dependent random variables. Indeed, in any realistic model, we will have that the indicator variables Ii all will be positive dependent in some sense, where the positive dependence is caused by a common factor which describes the ’global state of the economy’. In a first step, we will approximate each Ii by a random variable Ni (of which the distributional family is yet to be determined). In order to introduce the dependency, we will represent the risks by conditionally dependent rv’s. Let us assume that there exists a random variable Λ such that, conditionally given Λ = λ, the random variables Ni are mutually independent. We further assume that, conditionaly given Λ = λ, the random variables Ni are Poisson distributed with parameters qi λ: d



(Ni | Λ = λ) = Poisson (qi λ) .



(12)



This choice of parameter allows that the mean of the conditional Ni ’s are preserved to be qi . Furthermore, we assume that the random variable Λ has a Gamma distribution with parameters α and β. We will denote this as d



Λ = Gamma (α, β) .



(13)



Due to the intricate relationship between the Gamma and Poisson distribution, the distribution function of Ni can be shown to be a Negative Binomial with following parameters:   β d Ni = N B α, . (14) β + qi So the sum of compound Bernouillies S is now replaced by a sum of compound Negative Binomial rv’s: S′ =



Ni n X X



ci ,



(15)



i=1 j=1



In a second step, one can apply a theorem that says that in this particular case, S ′ , as a sum of compound Negative Binomial rv’s, is on its turn a compound Negative Binomial sum: d



S′ =



N X j=1



9



Yi ,



(16)



where



d



N = NB(r, p)



(17)



with r=β



and



p=



β+



β Pn



i=1 qi



,



(18)



and where the Yi are i.i.d. and independent of N , with the moment generation function of the Yi given by Pn q m (t) Pni ci . mY (t) = i=1 (19) i=1 qi



In terms of the density, we have in general that fY (k) =



n X i=1



q Pn i



j=1 qj



fCi (k),



(20)



where for deterministic loss sizes fCi (k) = δci k . In [12] it is shown that under certain assumptions (homogeneous portfolio where all EADi and LGDi are equal, and all default probabilities qi are equal to q), the distribution function of the aggregate loss S ′ tends to a Beta distribution when the size of the portfolio becomes sufficiently large. It remains now to choose the parameters α and β such that the distribution functions of S and S ′ are fitting well, given the limited information on the random vector (I1 , I2 , . . . , In ).



4.2



Matching expected loss



A first requirement for our approximation to perform well is that the distribution functions of Ii and Ni are ’as alike as possible’. In order to have that E [Ni ] = E [Ii ] = qi , we have to choose α equal to β: α=β



(21)



Under this choice, the distributions of Ii and Ni will be close to each other (provided qi /β ≪ 1 such that higher order terms can be neglected). Another consequence is that, the mean of the Gamma will be always 1 and its variance inversely proportional to β. Finally, it is straightforward to verify that the choice α = β is at the same time equivalent to fitting the means of both distributions:   E [S] = E S ′ . (22) 10



4.3



Matching unexpected loss



It remains to determine an explicite value for the parameter β. First note that for i 6= j we have that Covar [Ni , Nj ] = E [E [Ni Nj | Λ]] − E [Ni ] E [Nj ] = E [E [Ni | Λ] E [Nj | Λ]] − qi qj    = qi qj E Λ 2 − 1



= qi qj V ar [Λ] qi qj , = β while



  qi V ar [Ni ] = qi 1 + . β



(23)



In order to fix the parameter β we require that the second moments of S and S ′ co¨ıncide. On the one hand we have that V ar [S] =



n n X X



ci cj covar [Ii , Ij ] ,



(24)



i=1 j=1



which is assumed to be known, namely the UL. On the other hand, we have that n n X X   ci cj covar [Ni , Nj ] V ar S ′ = i=1 j=1



=



P ( ni=1 ci qi )2 + β



n X i=1



c2i qi



!



.



Hence, the condition V ar (S) = V ar (S ′ ) will be fulfilled if β is chosen as follows: P ( ni=1 ci qi )2 Pn 2  . (25) β= V ar(S) − i=1 ci qi



Note that in this model, the known correlations corr [Ii , Ij ] are approximated by √ √ qi qj qi qj 1 q corr [Ni , Nj ] = , for i 6= j. (26) ≈ q q β β 1 + qi 1 + j β



β
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4.4



Extension to a stochastic LGD



The single factor model can be further made more realistic by considering also stochastic LGD’s (variable severities). Therefore, the assumption of constant LGD’s should be relaxed and we must make assumptions regarding the distribution, with a given variance. In order to take minimal assumptions regarding the LGD distribution, we employed a discrete approach that yet sufficiently allows to incorporate the given mean and variance of the LGD. To take dispersion from the constant (average) LGD value into account we chose to define a distribution which is degenerate in 3 values, the deterministic (mean) LGD and two peaks non-symmetrically at distance −a and +b around the given (LGD)i , for each policy:   E[(LGD)i ] − a with probability 40% E[(LGD)i ] with probability 40% (27) (LGD)i =  E[(LGD)i ] + b with probability 20%



The distribution of the loss amount ci thus becomes degenerated in 3 amounts, with the above probabilities. The determination of a and b is such that the mean and variance of the LGD are preserved. With the above probabilities, this leads to q 2 a = σLGD /1.2 and b = 2a. (28) Remark that with a stochastic LGD, the computation of β needs to be repeated, which results in P ( ni=1 (EAD)i E[(LGD)i ] qi )2  .  P (29) β= n 2 E[(LGD) ]2 + σ 2 q (EAD) (U L)2 − i i i=1 i (LGD)i Remark that the LGD’s are independent of each other. In order to further relax this assumption, one can implement the dependency e.g. by introducing the above probability on a higher summation level by considering the three weight probabilities 40%-40%-20% as induced by a mixture Sm = I1 S− + I2 S0 + I3 S+ ,



(30)



composed of three separate single factor models with each an associated



12



deterministic LGD (S− ) = (S0 ) = (S+ ) =



N X



i=1 N X



i=1 N X



− (E[(LGD)i ]



− E[(LGD)i ]



− a) (EAD)i



(EAD)i



+ (E[(LGD)i ]



(31)



+ b) (EAD)i ,



i=1



and weighted by indicator functions  0 with I1 = 1 with  0 with I2 = 1 with  0 with I3 = 1 with



probability 0.6 probability 0.4 probability 0.6 probability 0.4



(32)



probability 0.8 probability 0.2



under the condition that I1 + I2 + I3 = 1. In each of the 3 terms the loss contributions are minimally, neutrally and maximally tied together respectively, in the sense that they co-vary in an increasing, neutral or decreasing way. The definition of the mixture assumes that an instance drawn from it, is a mutually exclusive choice of one of the compound negative binomial sums, in which the LGD’s are moving together in the same direction and magnitude. The final loss distribution is an average over compounds with LGD weighted by a discrete distribution. This mixture model is a rather fair compromise between degrees of freedom (which are kept minimalistic) and realistic assumptions (which allow a reasonable approximation).



4.5



Panjer recursion implemented with iteration



We applied the well-known algorithm in actuarial sciences, which enables to compute the distribution function of a Compound Negative Binomial distribution Panjer’s recursion (see e.g. [7]). We have that in zero Pr [S ′ = 0] = Pr [N = 0] = rp and for (x = 1, 2, . . .), that  x      X bk fY (k) Pr S ′ = x − k , (33) a+ Pr S ′ = x = x k=1
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where



Pn i=1 qi P a= β + ni=1 qi



and



b = a (β − 1) .



(34)



The recursive procedure assumes that the losses ci are positive integer multiples of some chosen monetary unit. A scaling and rounding is thus performed for some real-valued distribution of losses. This constraint introduces some error, which depends on the size of the chosen unit relative to the loss amounts at risk in the portfolio. One cannot choose this unit arbitrarily small, because (i) then the convergence speed to the tail could go too slow (iteration steps add values beyond numerical machine precision) and (ii) there are limits of the available CPU memory. A typical contemporary desktop PC with 0,5 Gb of RAM memory allows vectors of length 106 . If then the total aggregated loss is of the order 109 , and we suppose the this implies that the unit loss size should be at least of order 103 . We assessed that for typical the economic capital not too sensitive to this rounding error; with an order of magnitude change in unit size around 104 corresponds a change of a few percent. Again, we implemented the recursion in an iterative manner, which optimizes the original O(n2 ) complexity to a considerable extent.



4.6



Implementation by Fourier inversion



The Fourier transform is an integral functional that transforms between the characteristic function and the density function. Denote the Fourier transform by F(.), the characteristic function of L by mX (.) and the probability distribution of X by pX (.). Then we have that mX (t) = F −1 (pX ) (t) and pX (t) = F (mX ) (t). When one takes the characteristic function as starting point for calculations, then the expression for mS (t) can be computed directly by making use of the Fast Fourier Transform (FFT) algorithm  α p mS (t) = (35) 1 − (1 − p) eln[mY (t)] Then the steps of obtaining the loss distribution are very compactly computable as follows: 1. Apply the inverse Fourier transform to the distribution of Y to get the characteristic function. 2. Use p and α to calculate eq. (35) 3. Apply the Fourier transform on mS which will give pS , the probability distribution of S. 14



Knowing that the FFT has a complexity of O(n log(n)), the algorithm is very fast. The only limitation is the availability of enough memory: an array with length equal to the sum of all losses must be fit into memory. Since this is in general impossible, one has to work again in multiples of a given unit. In practice a unit size of 10,000 EU is typical, and e.g. the computation of a typical loss distribution of 5000 requires 3 minutes on a standard 3 GHz pc. Compared to the Panjer algorithm implemented by iteration, the FFT approach can be roughly between 5 to 10 times faster. Especially for large portfolios the FFT algorithm is recommended.
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A multifactor mixture model



Instead of assuming that all obligors are linked via one common economic factor, one could extend this framework to multiple common factors (including an idiosyncratic component that is specific to the obligor). The degree of association with each factor will be described by weights (that yet additionally have to be determined per obligor). Because of these extra degrees of freedom, the pairwise correlations between the obligors can potentially be better approximated. For the factors one assumes (analogously) that random variables Λi , for i = 1, 2, . . . , K are independent Gamma distributed random variables with parameters E[Λi ] = 1 (fixed) and V ar[Λi ] = σi2 (unknown). The K factors can be grouped together in a vector rv Λ. Assume moreover that given Λ = Λ∗ , the random variables (Iˆi |Λ = Λ∗ ) are mutually independent and Poisson distributed with a parameter that is a linear function of the factors with positive weights wi,j , plus a obligor-specific intercept: λi = qi



wi0 +



K X



wik Λ∗k



k=1



such that



K X



!



,



(36)



wik = 1.



(37)



k=0



This last equation ensures that the expected loss is preserved for each policy, ˆ = E[I] = qi . i.e. E[I] In order to arrive at similar equations as above in the single factor case, define for each risk factor 1 ≤ k ≤ K, the constant terms βk := 1/σk2 := rk ,



pk :=



15



βk +



β Pkn i



qi wik



,



(38)



and the modified probabilities qik = wik qi ,



Y˜k :=



n X i=1



q Pn ik



j=1 qjk



fCi .



(39)



In terms of the moment generating function, the multifactor model then appears as a product of (K + 1) single factor models: ! K  rk n X Y pk tci mS (t) = exp qi0 (e − 1) . 1 − (1 − pk )mYk (t) i=1



k=1



This form already suggests that the FFT algorithm is an obvious candidate to compute the density distribution of S. It remains now to choose the σ1 , σ2 , . . . , σK parameters, as well as the n(K + 1) weights wi,j such that the distribution functions of S and S ′ are fitting well. As an extra assumption one can suppose that the variances of the factors are all equal to σ. In total we thus need to find enough equations to eliminate the (n(K + 1) + 1) parameters. How to use the available information of EL, UL, constraints and default correlations in order to find these parameters, is a matter of choice.



5.1



Matching expected loss



Due to the initial choice of the Gamma distributions to have mean 1 and the n weight conditions K X wij = 1, (40) j=0



the expected loss E[S] = preserved.



5.2



Pn



i=1 ci qi



of the original portfolio is automatically



Matching unexpected loss



For convenience, we first gather some variables in matrices, like C = [c1 , . . . , cn ]T . Wi = [wi1 , . . . , wiK ]T = [W1 , . . . , Wn ]T . 2 ) Σ = diag(σ12 , . . , σK . Q = diag(q1 , . . , qn )



W
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The covariance between the defaults of two policies, Iˆi and Iˆj for i 6= j can then be expressed as ii i h i h h h  cov(Iˆ1 , Iˆ2 ) = E cov Iˆ1 , Iˆ2 )|Λ + cov E Iˆ1 |Λ , E Iˆ2 )|Λ !# ! " K K X X w2k Λk w1k Λk , q2 w20 + = 0 + cov q1 w10 + k=1



k=1



=



qi qj WiT



× Σ × Wj ,



(41)



while for i = j we have that var(Iˆi ) = qi



1 + qi



K X k=1



2 2 wik σi



!



.



(42)



The covariances are gathered in a n × n covariance-like matrix M ′ = Q × W × Σ × W T × Q. Requiring that the unexpected loss is to be preserved, comes down to setting var(S ′ ) = C T × Q × W × Σ × W T × Q × C +



n X



c2i qi ,



(43)



i=1



equal to var(S). Supposing that we know the weights, this equation is a suitable candidate to determine σ.



5.3



Matching default correlations



The n×K matrix weights can be chosen such that the resulting n×n covariance matrix M ′ = Q × W T × Σ × W × Q reproduces as close as possible the default covariance matrix M . Mathematically, this problem can be solved by calculating the best rank-K approximation of the default covariance matrix, under the additional constraint that all eigenvector components must be positive and comply with eq. 40. In [13] the computation of such a constrained rank-K decomposition is developed. But the fact that the (K + 1) weight vector solutions are each only determined up to a scaling factor requires (K + 1) additional constraints. To uniquely determine the scale of the parameters wi,j , we propose to keep these -relatively to each other- fixed and apply one single scaling for all (of course whilst still satisfying 40). Remark that in fact this scaling degree of 17



freedom determines a balance between the systematic and the idiosyncratic parts. One option is to scale the weight matrix such that the row of weights with the largest sum becomes exactly 1. However, this latter strategy is rather arbitrary and implies that one particular obligor has an idiosyncratic risk component of zero.



5.4



Matching third moments



In order to impose a more data-driven constraint for scaling the weight matrix W , we considered to match the numerical third moment of S ′ with the analytically calculated third moment of the aggregate loss distribution S: n n X n X    3 X ¯ ¯ ¯ E (Xi − X)(X E S = j − X)(Xk − X) i=1 j=1 k=1



=



n X n n X X i=1 j=1 k=1



¯ [Xi Xk ] − XE ¯ [Xj Xk ] E [Xi Xj Xk ] − XE



(44)



¯ [Xi Xj ] + 2X ¯ 2. − XE Here Xi represents the loss on policy i. The joint default probabilities (between all pairs of clusters) were computed as part of the default correlation calculations and are hence readily available. The triple joint default probabilities were not available and had to be computed. This was done by using an algorithm to calculate the cumulative distribution of the cumulative normal, which comes down to using in fact a Gaussian copula for the dependency structure. In practice, we experience that the scaling by matching produces slightly higher Economic Capital figures. Alternative approaches for determining the weights are considered e.g. in Lesko et al. [5].
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Example



To give an example, we employed a portfolio of 6330 obligors, an EL of 121M euro, UL of 88M euro and an aggregated Exposure of 51,504 M euro. As a reference, the fit with a beta distribution produces an Ecap of 540M euro. Based on an old benchmark in the bank the current figure employed is at the moment an ECAP of 681M euro. The default independent model requires an ecap of 308M euro. The Single factor model produces an ecap of 18



529M euro (β = 2.58). The single factor model with stochastic LGD gives an Ecap of 1,000M euro. With a Gaussian copula simulation approach the Ecap is 635M euro. And finally, the multifactor model produces an Ecap of 1,166M euro when employing 60 systematic factors and bank-specific default correlations. Due to the use of more parameters, the multifactor model allows in this case to attain a 5 times better approximation of the default correlation matrix (36% compared to 7%, in terms of relative matrix error in 2-norm), but the associated Economic Capital requirement is somewhat larger.
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Conclusions



In this distribution we presented several ways to compute the credit loss distribution of a portfolio. Under the assumption of default independency, we brought two practical implementations under the attention. Under the assumption of default dependency, we have described a practical single factor model, also with two possible implementation strategies. Finally, we discussed a multifactor extension and its issues in the estimation of the model parameters. On the one hand, we may state that the CreditRisk+ framework offers an elegant compact approach to model credit risk, with a fast and direct answer. It offers an analytical, compact and inuitive tool. On the other hand, literature and some engineering experience shows that there are also many varieties possible with the mixture model, with different levels of freedom, sophistication and assumptions. Overall, depending on the specific set of assumptions maintained at each bank, and different availability or quality of data, it is certainly clear that appropiate pragmatic model choices can be made in this open framework.
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