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Abstract In this paper we present an approach for biometric key generation using wavelets and electrocardiogram (ECG) signals. The stages that comprise the approach are one time enrollment and key derivation. This work is based on the uniqueness and quasi-stationary behavior of ECG signals with respect to an individual. This lets to consider the ECG signal as a biometric characteristic and guarantees that different information is generated and then stored in a token for authentication purposes. Also, this approach implements an error-correction technique using the Hadamard code. The performance of the proposed approach is assessed using ECG signals from MIT-BIH database. Simulation results show a false acceptance rate (FAR) of 4.60% and a false rejection rate (FRR) of 7.90%. The random biometric key released by the proposed approach can be used in several encryption algorithms.



1. Introduction The combination of biometrics and cryptography is becoming a matter of interest for some researches due to the fact that this combination can bring together the better of the two worlds. Biometrics guarantees the identification of individuals based on measuring their personal unique features with a high degree of assurance, while cryptography mainly assures a high degree of trust in the transactions of information through the communications networks [5]. The idea of combining biometrics with cryptography is not new however the concept is poorly developed because several systems require storing biometrics information in a centralized database. This fact has a serious impact in the social acceptance of those systems. One of the first practical systems that integrates the iris biometrics into cryptographic applications is reported in [5]. A system that works using fingerprint authentication based on a token is proposed in [1]. Also, a successful combination of face biometrics and cryptography for key generation is reported in [2]. One more research that uses on-line handwritten signatures to



generate cryptographic keys is reported in [7]. However, these reports [1, 2, 7] have also reported poor FAR and FRR. These metrics are crucial in determining if the combined system can be implemented. The use of the ECG signals is widely spread. However, most of the research done in this area is focused on heart disease detection. Also, several compression and denoising algorithms have been proposed using the ECG signals [3, 4, 6]. In [3] is suggested a method to create personal signatures and envelope functions for the compression algorithm reported. The work reported in this paper bases its work on the idea of uniqueness and quasi-stationary characteristics of ECG signals (see e.g. [6]). Also, the design of the proposed approach considers three security factors, namely, a user password, a biometric sample, and a token. The rest of the paper is organized as follows. In Section 2, we describe the relevant characteristics of the ECG signals, the error metrics used and how the background-random noise is removed using wavelet analysis. In Section 3, we present the Hadamard Code and its use in this approach. The design of the proposed approach is detailed in Section 4. Section 5 presents the simulation results of our proposed approach using ECG signal samples from the MIT-BIH database [8]. Finally, conclusions and future work are reported in Section 6.



2. Description of the ECG signals The proposed algorithms work over forced-choicerange ECG samples extracted from an ECG signal. The range of a forced-choice-range ECG sample considers the maximum points (R-R) of two QRS complex neighbors. Figure 1 shows two QRS complex of ECG signal. The ECG sample is delimited by the maximum values of each QRS complex that occurs in R for both. Then, a forcedchoice-range ECG sample extracted from the ECG signal as explained previously will be referred to as R-R signal from now on. The quasi-periodic characteristic of the ECG signals guarantees that the R-R signal, forced-choice-range ECG sample, randomly selected as explained here is a representative sample of any other sample also randomly selected from the ECG signal. However, the quasi-



periodicity of ECG signals also leads to obtain R-R signals with 75-120 samples instead of R-R signals with constant samples. Then, it is necessary to establish a limit applicable to all R-R signals to generate R-R signals with constant samples. Several experiments helped us to determine that 60 samples per R-R signal are enough to identify different individuals with a high degree of trusting. If the magnitude of each sample of the R-R signal is represented using a byte, a 60-byte string is then obtained. It will be shown in Section 4 how the 60-byte string, 480-bit, limited R-R signal is used in the proposed approach.



Figure 1. R-R signal, forced-choice-range ECG sample, of an ECG signal.



2.1. Performance Error Metrics The design of the approach for biometric key generation is fully based on the error characteristics of an R-R signal, which is 60-byte string. Two error metrics must be considered to design a robust approach for biometric key generation, namely, intra-error and intererror. The intra-error is defined as the maximum permissible number of errors between two R-R signals that belong to the same individual. If the number of errors after comparing two randomly selected R-R signals is over this maximum, it can be concluded that the compared R-R signals do not belong to the same individual. The intererror is defined as the minimum required number of errors between two R-R signals that let us to conclude that these R-R signals do not belong to the same individual. Ideally, these two metrics let us to classify whether an R-R signal belongs or not to a specific individual. However, after comparing randomly 6750 raw R-R signals, forced-choice-range ECG samples, extracted from the MIT-BIH Normal Sinus Rhythm Database [8], the mean square error (MSE) intra-error is 28.5% while the MSE inter-error is 43%. At this point, it is important to notice that no process has been applied to the R-R signals prior to the comparing process. Also, it can be noticed that there is a stripe between 28.5% and 43% where the R-R signals falling within this stripe cannot be classified. The R-R signals that fall within this stripe will affect directly the FAR and FRR metrics because the proposed approach



will be unable to classify the R-R signal presented. Notice that if the stripe is thin, the FAR and FRR metrics of the scheme improve because the degree of uncertainty at the classification decreases. One way to make the stripe thinner is to filter the random-background noise of the R-R signal before performing the comparison.



2.2. Removing Background-Random Noise The use of wavelets as signal analysis tool has increased in recent years due to its flexibility and analysis capacity. Wavelet analysis have been used in discontinuity and breakpoints detection algorithms, denoising, pattern recognition and compression algorithms for signals and images, object detection, and detection and prediction of anomalies in communication networks [9]. However, this paper focuses on the idea of using wavelets as a tool for analyzing and then denoising the R-R signals before the comparison process between two randomly selected R-R signals takes place. The maximal overlap discrete wavelet transform (MODWT) is usually preferred over a discrete wavelet transform due to the translation-invariant property of the MODWT. This property allows preserving the integrity of transient events. Also, the MODWT can be applied to any sample size. The proposed algorithm is based on the fact that the trend coefficients hold most of the energy of the original signal while the wavelets coefficients do not [9]. Then, the translation-invariant property of the MODWT lets to apply several decomposition levels without loosing any sample in the process. Several experiments showed that most of the random-background noise of the R-R signals is contained in the wavelets coefficients. Then, the wavelets coefficients can be easily discarded. The noise reduction simply ignoring the wavelets coefficients improves two facts: the analysis of the ECG samples through several decomposition levels lets to maintain the main trend of the R-R signal and to filter most of the random-background noise, and the stripe becomes thinner as the decomposition level increases. However, even when the ideal concept suggests reducing as much as possible the stripe of uncertainty, this ideal concept could lead to view two different R-R signals as they were the same and viceversa. The selection of the wavelet function to analyze the R-R signal is based on the reduced value of the MSE obtained from the several denoising experiments performed over our signal of interest. Several experiments [6], including ours, have shown that the symlet8 wavelet is the best choice to analyze the ECG signals. However, the number of decomposition levels depends directly on the application developed. Table 1 summarizes the values for the MSE intra and inter errors for each decomposition level. These results show that the MSE intra-error decreases slowly while the MSE inter-error decreases more rapidly. In this paper, the wavelet analysis is used to remove background-random noise error simply ignoring the wavelet coefficients and retaining the trend coefficients. Also, the analysis lets to extract the most general trend of the R-R signals. Each decomposition level



certainly removes background-random noise. However, the trend extracted is each time less representative of the original R-R signal. Table 1 shows that 1-level decomposition is effective extracting the most general trend however this decomposition level is not effective in removing background- random noise. The 6-level decomposition is the most effective decomposition for removing background-random noise however the trends between two different R-R signals are quite similar. This fact impacts directly in the FAR metric because different R-R signals could be considered equal after the error-correction process is done by the proposed approach. Then, the 4level symlet8 wavelet decomposition is good enough to remove some background-random noise but also the resulting trend at this level is sufficient to reject those R-R signals that are different. The selection of the wavelet decomposition level impacts directly in the FAR and FRR metrics and helps to determine the parameters for the Hadamard code because we can deduce the errorcorrection capabilities that the design must have. Table 1 Symlet8 Wavelet Decomposition levels Decomposition level ECG intra-error ECG inter-error 1 28.50 % 43.00% 2 26.20% 39.38% 3 25.12% 36.07% 4 23.80% 31.30% 5 23.67% 26.85% 6 23.50% 23.80%



After performing the 4-level symlet8 wavelet decomposition, the MSE intra-error is reduced from 28.5% to 23.8% and the MSE inter-error is also reduced from 43% to 31.3%. These results show that the 4-level symlet8 wavelet decomposition is able to filter some of the background random-noise error due to the devices used to acquire the ECG signals, ECG signal distortion, and some impulsive unexpected errors. The absolute value of the stripe is reduced from 14.5% to 7.5% then the uncertainty also decreases. However, the MSE error in the R-R signals after the 4-level wavelet decomposition is still high to be ignored. To deal with these remained background-random noise errors, we use the Hadamard code to correct them. Also, we detect some kind of burst errors not well defined nor distributed that can be corrected through the Hadamard code whether they are uniformly distributed. Then we proposed an algorithm which is able of distributing uniformly those errors along the biometric sample to be corrected by the Hadamard code. Also, the proposed algorithm adds an extra layer of security to the approach reported in this paper.



3. Hadamard Code The Hadamard code is generated from the Hadamard matrix which is a square orthogonal matrix Hn of order n with elements 1 and -1 such that H n H nt = nI n . An nxn



Hadamard matrix with n>2 exist only if 4 divides n. Since H n H nt = nI n , any two different rows of the Hadamard matrix must be orthogonal, and the matrix obtained from the permutation of rows or columns is also a Hadamard matrix, but the symmetry may be lost. There are several methods to generate a Hadamard matrix. We chose the Sylvester method or the Anallagmatic Pavement [10]. This method recursively defines normalized matrices whose size is n = 2 k . Some Hadamard-Sylvester matrices are shown in Figure 2. Cells colored black are 1s and cells colored white are -1s [12].
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Figure 2. Hadamard-Sylvester matrices for k=1, 2, 3, 4. Then, a Hadamard matrix of any dimension can be obtained recursively by:



⎡H H k = ⎢ k −1 ⎣ H k −1



H k −1 ⎤ − H k −1 ⎥⎦



(1)



To obtain the Hadamard code once the Hadamard matrix H has been obtained is necessary to cascade H and –H as follows [11, 13]:



⎡ H ⎤ Hc = ⎢ ⎥ ⎣− H ⎦



(2)



Each codeword can be derived by replacing from Hc each cell colored black by 1 and each cell colored white by 0. A Hadamard matrix of size n has 2n codewords. The code has a minimum distance 2k-1 and can correct up to 2k-2-1 errors [12, 13]. According to the MSE reported in the previous section, it was determined that the best suitable value for k was 7. In this way, the code chosen is able to correct 31 bit out of 128 bit or 24.22% which is good enough to correct the inter-errors but not the intra-errors. This analysis lets us to determine where the errors take place and the percentage of error per sample. R-R signals from the same individual usually differs 23.8% of the total bits. However, the R-R signals from different individuals differ 31.3% of the total bits. We chose a Hadamard code which is able to correct around 24.22% of the errors. Then the errors of R-R signals from the same individual will be corrected. However, the error-coding technique is unable to correct the errors when an R-R signal from a different individual is presented as a sample. Once the characteristics of the code have been chosen, the encoding process will then be explained. The encoding process consist of encoding and input i into a codeword w chosen from the 2n rows of Hc. In fact,



the value i works as the row index whose range is limited within (1, 2n). The output codeword is the row pointed by the index i which has a length of n. Then, the encoding process is about encoding an input block of (k+1) bit into an output block of 2k bits length [12, 13]. The decoding process consists of receiving a codeword probably with error of length 2k. Then, the first step is to change the received block to its ±1 form as follows: w = 2 w − H 1 . The next step computes the syndrome as follows: s = w H c . Here two things can happen. Firstly, if the received block is a codeword, then there are no errors in it and the syndrome will be either ±nek, where ek is the correspondent row of I n . Secondly, in the presence of errors, the syndrome s will not be equal to ±nek. Then, the absolute value of the largest component may not decrease below (n/2)+4 and the absolute value of other components may decrease up to (n/2)+2. Thus the position of entry with the largest absolute value will tell us which row of Hn or –Hn (if it is negative) was originally transmitted [11, 12. 13]. If largest absolute value is below the (n/2)+2 condition, there are too many errors for being corrected with the Hadamard code.



4. Proposed Approach In this section, we present the design of the approach. The successfully recovering of the key depends on a combination of a user password, a biometric sample, and a token, which stores the user password hash, the randomlocked biometric key hash, the encrypted random vector permutation (RVP), and error-correction information. The design presented in this paper ensures that the compromise of two factors at most will not let to the attacker reveal the biometric key. The cryptographic algorithms are highly exact. The modification of a single bit at the input drives to a completely different result at the output. However, the biometric information is highly fuzzy. It depends on the devices used to acquire the sample, background-random noise, and other factors. The possibilities of getting the same biometrics sample in two different acquisition times are almost zero. Then, only an error-correction technique as Hadamard code can break the gap between the exactitude required by the cryptographic applications and the inherent fuzziness of the biometric information. Figure 3 shows a detailed architecture of the three security factor scheme design. The scheme comprises two stages, namely, one time enrollment (OTE) and key derivation (KD). The first stage, as the name suggests, only is executed one time to generate and store all the needed information for the second stage in the token. When the key needs to be revoked for some security reason, the OTE stage needs to be executed once again to generate and store the new information in the token. The second stage will be executed each time the user needs to be authenticated. The OTE stage consists of the followings steps:



1) A random key k of 240-bit length is generated and used in two different internal processes. Firstly, the random key k is hashed using Message-Digest Algorithm 5 (MD5), the hash result H(k) is then directly stored in the token. Secondly, the random key k is Hadamard-encoded to generate a pseudo R-R sample of 3840-bit length. 2) The pseudo R-R sample is locked by XORing it with the R-Rref 3840-bit length presented by the user at this enrollment stage. The R-Rref is derived as follows: an R-R signal, forced-choice-range ECG sample, is taken from the ECG signal as described in Section 2. The 4-level symlet8 wavelet decomposition is performed over the R-Rref sample. Each coefficient is converted to its binary form using 8-bit, then a 480-bit length string is generated. This string contains several errors detected in a comparison process of two different samples, which are not uniformly nor distributed then a RVP is generated with values going from 1 to 480 to distribute uniformly the errors. The 480bits of the R-Rref are permuted according to the RVP computed before. The RVP is generated seven times more to get the 3840-bith length of pseudo R-R sample. Then the 480-bit R-Rref is permuted eight times total, each time different permutations take place. This is due to the randomness of each time that the random vector permutation is generated. Once the 3840-bit R-Rref is computed, the XOR result between the R-Rref and the pseudo R-R sample is also stored in the token. 3) As a result of the eight times that the RVP is generated a global 3840-bit RVP is generated. This global RVP is encrypted using the advanced encryption standard (AES) encryption algorithm to be stored in the token. Storing the encrypted RVP is crucial because in the key derivation stage the R-Rsample presented by the user needs to be permuted using the same unencrypted RVP to ensure that the errors are in the same position that there were in the one time enrollment stage. This will ensure that the error percentage remains in the desired levels. 4) AES encryption requires a 128-bit key to work. This key is obtained hashing a password chosen by the user. One advantage of using the hashing value of the user’s password instead of the password itself is that the user’s password can be as complex as the user wants. There are no rules or a determined length of the password which makes even harder for an attacker to determine the user’s password. Also, the hash of the user’s password is stored in the token in this fourth step. The key derivation stage will reveal why this hash value is important and needs to be stored in the token. At this point, it is important to note that the biometric key and the RVP not encrypted must be securely crashed. The OTE stage can thus be defined as follows: OTE ⎡ RVPencrypt ⎤ H (k ) k , R − R ref , RVP → T ⎢ ⎥ (3) ⎣ H(UserPass) R - R lock ⎦



Figure 3. The three security factor architecture for the proposed approach. Now, we proceed to a detailed description of the KD stage. It must be assumed that we have a token with the four parameters stored in it. 1) To verify if the user actually is who claims to be. This is done by requiring his password in first instance. Then the password provided for the user is hashed and compared with the hash stored in the token. If both hashes do not match, the stage ends. Otherwise, the stage continues to step 2. 2) To perform AES decryption over the encrypted RVP stored in the token using as a key the hash of the user’s password. 3) To use the R-Rsample presented by the user to obtain a 3840-bit length expanded version of the R-Rsample following the same logic explained previously. 4) To take the decrypted random vector permutation and the expanded version of the R-Rsample to generate a new R-Rsample permuted as the decrypted random vector permutation indicates. 5) To XOR the expanded-permuted R-Rsample of the previous step with the R-Rlock stored in the token. The result is the key encoded with obviously some error in it. 6) To perform the error-correction technique. The Hadamard code is able to correct 31-bit out of 128-bit or 24.21% of the errors. 7) To take the derived key so far and applies the MD5 hash over it. If the hash of the derived key is equal to the hash of the key stored in the token, the derived key (k’) can be released to the user. Otherwise, the key was incorrectly derived and then rejected. The KD stage can thus be defined as follows: KD



R - R sample , T → k '



(4)



5. Simulation Results In this section, we report the performance results of the algorithms discussed in the previous sections. The FAR and FRR are reported and a comparison between other



similar systems and the one reported in this paper is shown. To illustrate the performance of our three security factor approach we have used the MIT-BIH Normal Sinus Rhythm Database [8]. The complete test made include all the available records in this database (18 records in total). Each record offers around 60,000 R-R signals of that ECG signal. Our approach only uses 60 samples out of 75-120 samples that offer each R-R signal. Then, we have around 780 R-R signals to be possible verified per ECG signal. In the OTE stage, one R-R signal is randomly selected between the 780 possible R-R signals and used to generate all the needed information to be stored in the token. The rest of the samples are used as a universe to determine the FAR and FRR metrics. In general, the experiments performed in the work reported in this paper are detailed as follows: - One R-R signal out of the 780 possible R-R signals of an ECG signal is randomly selected to generate the needed information to be stored in the token. - One R-R signal out of the rest of possible R-R signals of an ECG signal is randomly selected and used in the KD stage. This is done 1000 times to calculate the FAR and FRR. The FAR obtained in this work is 4.6% because 46 out of 1000 samples were accepted as authentic when they were not. Also, the FRR obtained is 7.9% because 79 out of 1000 samples were rejected even when they represented accurately the sample stored in the token. The good performance of the FAR is directly related to the algorithm error-correction technique proposed but it is still high compared with the one reported in [5, 7] (see Table 2). The FRR has good performance if it is compared with [1, 2, 7] but it is still high compared with [5]. Table 2 compares the three security factor scheme reported in this paper with other successful systems that have already combined biometrics and cryptography. A brief discussion of these implementations can be found in [5].



Table 2 Summary of biometric-cryptography implementations Biometrics Signature Fingerprint Iris



Author Hao (2002) [7] Clancy (2003) [1] Hao (2005) [5]



Electrocardiogram



(2009)



Features 43 dynamics Minutiae points Iris code Wavelet ECG decomposition



Error handling Feature Coding Reed-Solomon Code Concatenated coding Hadamard Code/Random uniform noise distribution



Bit length 40 69 140



FRR 28% 30% 0.47%



FAR 1.2% 0%



240



4.6%



7.9%



6. Conclusions and Future work
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In this paper, we have presented an approach based on ECG signals and wavelets. The proposed approach is based on the error characteristics of the R-R signals. In first instance, these errors are driven by 4-level wavelet decomposition. After the wavelet decomposition, the MSE intra (23.80%) and MSE inter (31.30%) error of the R-R signal are good enough to be driven by the approach working with the error-correction technique proposed. The implementation of the error-correction technique, Hadamard code, improves the FRR and FAR metrics reported in other works. The good performance of the FAR reported in this paper is directly related to the algorithm error-correction technique proposed but it is still high compared with the one reported in [5, 7]. The FRR has good performance if it is compared with [1, 2, 7] but it is still high compared with [5]. The idea behind the three security factor approach, namely, user password, biometric sample, and token, reported in this paper is not limited to work with ECG signals. Its use can be easily extended to other types of signals, for example, audio signals. Also, one of the advantages of the proposed approach is that it is not necessary to maintain a centralized database with biometric information. This fact impacts positively in the social acceptance of these type of systems. The proposed three security factor approach is a very secure system because an attacker should compromise the token, the biometrics, and the user password. By the time that the attacker could have the three security factors, the random key could be easily revoked. Also, in the case of that the attacker could somehow derived the key, he could compromise the key of that specific user but not the keys of a group or a corporation that could happen in the case of maintaining a centralized database with the biometric information of all users. Regarding the future work, it is still necessary to decrease the FAR and FRR metrics when the ECG signals are used as biometrics. This could be done by adding an extra layer of error-correction with more advanced techniques. Also, the wavelet analysis could use more sophisticated wavelet analysis to decrease even more the different type of errors that can be found in the ECG signals.
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