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Overview



I use confidential establishment-level1 manufacturing data collected by the Census Bureau which comprise the Annual Survey of Manufactures (ASM), the Census of Manufactures (CMF), the Plant Capacity Utilization Survey (PCU), the Longitudinal Business Database (LBD) and the COMPUSTAT-SSEL bridge. In addition to these data, I use industry-level data from several publicly available sources: price deflators from the NBER-CES Manufacturing Industry Database (NBER-CES)2 , various asset data from the the Capital Tables published by the Bureau of Labor Statistics (BLS)3 , the Fixed Asset Tables published by the Bureau of Economic Analysis (BEA)4 and the Industrial Production and Capacity Utilization published by the Federal Reserve Board of Governors (IPCU)5 . Unless otherwise noted, all datasets are at annual frequency. From the Census of Manufactures (CMF) and the Annual Survey of Manufactures (ASM) I construct a large dataset of plants in the U.S. manufacturing sector. This panel spans the years 1972-2009 and to my knowledge it is the longest plant-level data set of a significant sector of the U.S. economy. This period contains six NBER recessions (including the most recent “Great Recession” 2008/09) which allows me to study productivity dispersion over several business cycles. Every year, there are about 60k observations which covers a much larger fraction of ∗



University of Texas at Austin, Department of Economics, 1 University Station C3100, Austin, TX 78712, [email protected]. The latest version of the main paper can be downloaded at http://papers.ssrn.com/abstract=1854401. 1 Census defines an establishment as a business location whose primary activity is production. In manufacturing, this can usually be thought of as a production plant. 2 The NBER-CES Manufacturing Industry Database is a joint program of the National Bureau of Economic Research and the Census Bureau; http://www.nber.org/nberces/. 3 1987-2008 Capital Data for Manufacturing Industries http://www.bls.gov/mfp/mprdload.htm. 4 Tables 3.1S, 3.1E, 3.3S, 3.3E, 3.7S, 3.7E, 3.8S and 3.8E at http://www.bea.gov/national/FA2004/SelectTable.asp. 5 Industrial Production and Capacity Utilization – G.17; dataset compiled by the Federal Reserve; http://www.federalreserve.gov/datadownload/Build.aspx?rel=G17.
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plants than other micro-level firm datasets. Also, it covers not just publicly traded firms as in COMPUSTAT which could potentially exhibit different productivity dispersion dynamics than privately held firms. This comparatively broad coverage reduces the risk of misleading conclusions that are based on the specificity of the sample. I use the price deflators in the NBER-CES manufacturing data to get real quantities of output, materials and energy.6 Furthermore, I combine this panel with the LBD and the COMPUSTAT-SSEL bridge which helps me to identify additional plant characteristics. The LBD contains information about the birth and death year of all plants in the economy while with the COMPUSTAT-SSEL bridge the CMF/ASM panel can be linked to the COMPUSTAT dataset. Using these additional datasets I can differentiate further plant charactersitics such as plant age, whether a plant is an entrant, an incumbent, simply idle or an exiter and whether a plant belongs to a firm that is publicly traded, i.e. has access to equity finance. All these characteristics have been theoretically linked to productivity dispersion7 and with my panel at hand, I can address these aspects. Earlier versions of the CMF or ASM have been used before in a number of studies (see for ´ example Baily, Hulten and Campbell (1992); Abrah´ am and White (2006); Hsieh and Klenow (2009); Petrin, Reiter and White (2011)). Previous research has typically focused on estimating returns to scale, the persistence of productivity or aggregate productivity growth in one or repeated cross sections.8 To my knowledge, the present paper is the first attempt to analyse the empirical productivity distribution in U.S. manufacturing at annual frequency and to document the cyclical properties over the horizon 1972-2009. In addition to this new research interest, the data that are used in the present study span not only a longer period, but are also substantially improved (as described in detail in Appendix 2) over the versions used in the above-cited research. With its wealth of information on the plant level, the ASM/CMF panel is an excellent source to assess the dynamics of cross-sectional productivity dispersion. Still, it is not perfect: Census samples large establishments above a certain employee or asset value threshold with certainty, smaller establishments are selected with probability p < 1. Census chooses the sampling probability p such that the inverse reflects the sampling weight, i.e., the number of establishments that the sampled observations is representative for. In my analysis, I weight observations with the inverse of p to roughly replicate the underlying population of all manufacturing plants. Omit6



Note that these are price deflators on the 6 digit NAICS industry level. Ideally, plant-specific prices are needed, but there is no way to get around this data limitation in the full panel, so my productivity measure contains within-industry price dispersion. This measure is commonly referred to as T F P R (Foster, Haltiwanger and Syverson (2008); Hsieh and Klenow (2009)). In the context of this paper, in turn, revenue productivity is actually the relevant measure for firm survival. 7 See for example Hopenhayn (1992) and Clementi and Hopenhayn (2006). 8 Petrin, Reiter and White (2011) for example use the estimator developed by Levinsohn and Petrin (2003) to decompose aggregate TFP growth into terms reflecting technical efficiency and reallocation as proposed by Levinsohn and Petrin (2010).
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ting this step would underrepresent small plants which are known to exhibit different dynamics (see for example Gertler and Gilchrist (1994); Moscarini and Postel-Vinay (forthcoming)). I furthermore weigh observations by plant size to avoid small outlier observations unduly driving my results.9 A second potential problem is that Census rotates this subsection of small establishments with p < 1 in order to maintain a representative sample of the manufacturing sector. This rotation happens in years ending in 4 and 9 and could thus create a quinquennial selection cycle in the productivity dispersion of small firms.10 I control for this sampling peculiarity in the empirics section – robustness. Lastly, I limit my attention to the “ASM establishments” (identified by ET = 0) in Census years (years ending in 2 and 7), when, in principle, the entire manufacturing sector is sampled.11 This step maintains longitudinal consistency and results in a large panel: over 1972-2009, there are about 2.2 million observations in my sample which corresponds to about sixty thousand plants every year.
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Census manufacturing data



2.1



General description



The data used in this project are compiled by the U.S. Census Bureau and comprise the Census of Manufactures (CMF), the Annual Survey of Manufactures (ASM) and the Plant Capacity Utilization Survey (PCU). Additional data come from the NBER-CES productivity database, the Federal Reserve Board of Governors (data on capacity utilization), the Bureau of Economic Analysis (BEA; data on capital stocks and investment prices), the Bureau of Labor Statistics (BLS; data on depreciation rates and inventory price deflators). The Compustat-SSEL bridge (CPST-SSEL) is used to determine which establishments are publicly traded (are covered in Compustat). The main data sources are the CMF/ASM. They are both mail-back surveys and cover the U.S. manufacturing sector (NAICS 31-33) on the establishment level where establishment is defined as any distinct unit of a manufacturing firm where the predominant activity is production. Purely administrative establishments are hence excluded. Each establishment carries the Permanent Plant Number (PPN), a unique establishment identifier that does not change in case of ownership change or temporary plant shutdown. If an establishment dies permanently, the 9



All the main results presented below are still valid if one does not weigh observations by plant size. This matters a lot if one is interested in the evolution of dispersion of TFP growth rates rather than TFP levels. This is also a problem if one estimates TFP in a way that requires lagged variables. 11 Note that this procedure also drops all administrative records. These are establishments with less than three employees, so-called “AR establishments,” that are not observed, but imputed by Census based on administrative records from IRS. This procedure follows Foster, Haltiwanger and Syverson (2008). 10
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PPN is not reassigned to a new-born establishment. Since 2002, the PPN is superseded by the Survey Unit ID (SURVU ID). This more recent identifier was carefully mapped to the PPN using LEGPPN and LBDNUM or assigned a new PPN if an establishment was born after 2002. Establishments that belong to the same legal firm carry the same firm identifier FIRMID. Firms are called multi-unit firms (MUF) if they operate more than one establishment, single-unit firm (SUF) if they operate merely one. The Census of Manufactures is conducted at quinquennial frequency (years ending in 2 and 7) and covers all existing 300-350k establishments in the manufacturing sector. The ASM is conducted in non-Census years for about 50-60k establishments taken from the “mail stratum” of the manufacturing sector. The “non-mail stratum” generally consists of small establishments that together make up a very small fraction of activity; their chance to be selected in to the ASM panel is zero. I drop all observations from the non-mail stratum (denotedby ET = 0) because this is the only way to obtain a consistent panel over time where the number of (weighted) observations is not driven by the sampling constraints of Census. Of the mail stratum, the ASM covers all “large” establishments with certainty and a selection of “small” establishments. The criteria for an establishment to qualify as large are cutoffs changed over time. In principle, these are cutoffs in terms of asset size, employment or industry share and. For all establishments in the ASM, Census provides frequency weights which are the inverse of the sampling probability and can be used to replicate the underlying population where the sampled small establishments are representative of the establishments not sampled in the ASM. Every five years (years ending in 4 and 9) Census updates its small establishment sample according to the preceding Census to accurately reflect the underlying age and size population. Census attempts to sample the same small establishments in consecutive years until the next sample update. The data carry a wide array of variables only some of which are of interest for this project. These are data on sales, inventories, employment and hours, capital stocks and investment, intermediates and energy. The following sections describe how observed variables are used to construct measures needed for the estimation.



2.2



Measurement of real production



The object of interest is a real measure of goods produced (Q). It consists of goods that are produced and sold in the same year (PS) and produced goods that are stored in either of two inventories: finished-goods inventory investment (FIIreal ) and work-in-progress inventory investment (WIIreal ). Q = PS + FIIreal + WIIreal The first term (PS) comprises receipts from goods produced and sold in the same period. Census
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Figure 1: ASM flowchart Flow of inputs, outputs and inventories as they are measured in the ASM. All variables are nominal except hours worked (TH) and the real value of the capital stocks of structures (KST) and equipment (KEQ). collects information about some components of this term (such as product value of shipments, receipts for contract work), but their quality is not consistently reliable throughout the entire sample. Fortunately, total value of shipments (TVS) is considered by Census to be of superior quality. We can use this variable to infer PS as shown in Figure 1. PS =



TVS − VIS VPS = PISHIP PISHIP



where VPS is the nominal value of product shipments, PISHIP is a price deflator on the 4-digit (SIC) industry level from the NBER-CES Manufacturing Productivity Database and VIS is value of inventory sales. The last variable is not directly observed but will conveniently cancel out as explained below. The second term, FIIreal , can be constructed from nominal finished goods inventory investment which in turn can be constructed from the accounting identity: 5



PIFI . This expression contrasts with previous work and deserves FIE = FIB + FII + (CR − VIS) PISHIP



more explanation. FIB and FIE denote the nominal value of finished goods inventory at the beginning and end of the period. FII is the value of produced goods that go into finished-goods inventories rather than being sold on the market in the same period. Note that FII is nonnegative, because finished goods never flow back from the inventory to production. The last inflow into the finished goods inventory are resales (CR), finished goods purchased from other establishments that are resold without further changes or additions. Inventories that are sold in the current period are denoted by VIS. We do not observe VIS directly (though this shall not be a problem); we only know the portion of VIS that are resales (VR).12 Resales (CR) and inventory sales (VIS) are traded in the goods market at the market price (PISHIP), while inventory stocks (FIB and FIE) and inventory investment (FII) are valued with a price index for finished-goods inventories (PIFI). This is why the former three variables have to be adjusted for that. Empirically, PIFI is much more volatile than PISHIP and also exhibits a slightly different trend growth rate13 , so this difference might matter when one computes finished inventory investment: FIIreal =



FIE − FIB CR − VIS − PIFI PISHIP



I assume that both FIB and FIE are nominal stocks of inventories that are valued with the inventory price deflator from period t, which is supported by the fact that in many cases FIEt−1 6= FIBt . Census sends establishments the ASM/CMF forms at the beginning of the period with end-of-year inventory stock pre-printed in the FIB cell. Establishments are allowed, however, to make changes; this is how last year’s end-of-year inventories may differ from this year’s beginning-of-year inventories. The third term, WIIreal , can be constructed from the accounting identity: WIE = WIB + WII where, contrary to above, WII R 0. No work-in-progress inventories are traded in markets, so terms merely have to be deflated by the price index for work-in-progress inventories (PIWI): WIIreal =



WIE − WIB PIWI



12 Note that resales (CR and VR) are already finished goods, so they will not enter the materials inventory and eventually put through the production process, as was assumed by other researchers. In fact, counting them as material inputs would lead to biased results of production elasticities and productivity (more details below). 13 This is because inventories are typically older goods of lower quality than those produced in the current period. Quality-adjusted price indices for inventories exhibit hence a higher growth rate than shipment price indices of the same product.
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Putting all three terms together yields: Q = PS + FIIreal + WIIreal TVS − VIS FIE − FIB CR − VIS WIE − WIB = + − + PISHIP PIFI PISHIP PIWI TVS − CR FIE − FIB WIE − WIB Q= + + PISHIP PIFI PIWI



(1)



All of these variables are directly observed in the ASM/CMF except for the price deflators, which are obviously not available on the establishment level. I approximate PISHIP by the 4 digit-level industry price index for shipments from the NBER-CES Manufacturing Productivity Database; PIFI and PIWI are ideally industry-level price index for inventory investment (finished goods and work-in-progress goods respectively). BEA does produce inventory price deflators adjusted for quality on the industry level and separately for both finished and unfinished goods, but unfortunately, these are not publicly available, only to BEA sworn status researchers.14 BLS published an inventory price deflator on the industry level, but this one contains a mix of finished goods, unfinished goods and materials inventories, so it merely looks like a crude measure. For that reason, I have to fall back to use shipment price deflators instead of inventory price deflators. Future researchers that have access to industry-wide deflators for inventories by type can easily combine them with the existing data and produce more accurate measures of output. While the present procedure is as good as one can possibly do to correct for prices, this can lead to inefficient estimates and possibly to further problems estimating total factor productivity, which will be discussed below.15 The construction of the ouptut variable improves on previous research in two ways: First, some work has ignored the role of inventories when constructing output variables (exceptions are Hyowook Chiang’s measure or Petrin, Reiter and White (2011)). This seems problematic since inventory investment is known to fluctuate a lot; for example, it has a much higher volatility than investment in new capital (see Christiano (1988)). Second, in contrast to previous researchers, I classify resales (CR) as finished goods rather than a materials. Classifying cost of resales as a material input used in production and not correcting the output measure by the value of resales (VR) seems misplaced: By definition, resales are products that are bought and then resold without any change to the product. They are therefore not going through the production process and provide no information about the firm’s productivity as a producer of goods. Even worse, a researcher running a production function regression to study productivity will obtain biased estimates of production elasticities and as a consequence also biased estimates of productivity. Counting CR as material input and not correcting the output measure will bias the coefficient 14



Census researchers that have special sworn status are not entitled to obtain the data either. At this point, I am following the large productivity literature and estimate revenue factor productivity (TFPR in Foster, Haltiwanger and Syverson (2008) or Hsieh and Klenow (2009)). 15



7



estimate of materials towards 1 (i.e upwards) and it will also bias all other coefficient estimates (downward). Even small values of resales (CR is on average 5% of overall materials purchases) bias the estimates significantly.16



2.3



Measurement of labor input



The ideal measure is hours worked of all workers. The ASM/CMF only carries information on plant hours worked (PH), which covers only production workers, so hours of non-production workers have to be imputed. In addition to the number of total employees (TE), production workers (PW) and production worker hours (PH), the ASM/CMF carries information about wage payments for all employees (SW) and production workers (WW), which contain some information about the hours worked if one has an idea about the level of wages. Wages and salaries can be exploited to construct a more accurate measure of total hours worked. Let WP and WNP denote the average wages for production and non-production workers, respectively. Then, total hours (TH) can be expressed as the sum of production worker hours (PH) and non-production worker hours (NPH): TH = PH + NPH = PH +



SW − WW . WNP



Wages for production workers can be computed as WP =



WW PH .



Unfortunately, wages of non-



production workers are not observed in the ASM/CMF. I assume that the wages for nonproduction workers (WNP) are 150% of those for production workers (WP): WNP = 1.5 ×



WW 17 PH .



16



As a check on the strength of this bias I simulated 1000 observations of the following technology: Y = K a M b with a = 0.1 and b = 0.45. Estimating a and b using Y = Y + CR and M = M + CR instead yields the following estimates a ˆ ≈ 0.05 and ˆb ≈ 0.52 even when CR = 0.05M . This bias obviously becomes stronger the larger CR. 17 A very proper way would be to utilise external information from the Current Population Survey to construct annual industry-region-specific average wages for both production workers and non-production workers, which gives an industry-region-year-specific ratio of the two average wages: a = WNP . Then, total hours can be computed WP on the establishment level as: TH = PH +



SW + (a − 1) × WW SW − WW SW − WW = PH + = PH . WNP a × WP a × WW



ALTERNATIVE: One could get data on hours worked per employee in both production and non-production: HRSPW and HRSNPW . These data should be available on an industry-region level in the CPS. Then, total hours can be computed as TH = HRSPW × PW + HRSNPW × NPW The disadvantage of this approach is that it implicitly assumes that all workers within an industry work the same amount of hours. Overtime work is not accounted for. As outlined above, wage payments on the other hand, do contain information about establishment-level overtime (and possibly part-time). Therefore, this approach based on industry-wide hours worked per employee would forgo all the information about hours worked contained in wage payments.



8



Total hours under this assumption can be calculated as: TH = PH + NPH SW − WW = PH + WNP SW − WW = PH + 1.5 × WP SW + 0.5 × WW TH = PH 1.5 × WW



(2)



Total hours worked can be constructed in this way for about 97.6% of all observations. The remaining observations do not have information on either of PH, SW or WW. In that case, I set TH = 2 × TE (50 weeks of 40 hrs/week each). There is not a major improvement in the construction of the hours worked variable over previous research. If I do get the CPS data in then the imputation of non-production worker hours would be a substantial improvement.



2.4



Measurement of capital input



˜ t , are determined by both the existing Capital input (or capital services) in production, K productive capital stock available to the firm, Kt , and the utilisation at which this stock is run, ut . The latter is a percentage, so the object of interest, capital services are defined as the product of stock and utilisation: ˜ ≡uK. K t t t



(3)



First, I shall describe how I measure the capital stock that is available to the firm for production, then the utilisation of the capital stock. 2.4.1



Capital stocks



The capital stock is – ideally – the replacement value of fixed assets in constant dollars. In the absence of frictions, this is the value another firm would be willing to pay to acquire and operate this capital stock itself. In this sense, the replacement value should be an accurate measure of the productivity of the capital stock. Below, I will describe how I infer the closest approximation possible to this constant-dollars replacement value. The ASM/CMF contains the following information related to capital: • beginning-of-year and end-of-year total assets (TAB and TAE) – annually 1972-1988; in those years total assets are also separated into buildings (structures) and machinery (equipment): BAB, BAE, MAB and MAE – quinquennially 1992-2007, 9



• nominal investment expenditures for buildings (NB) and machinery (NM) for all years; in 1977-1996 investment expenditures are separated into investment in new and used capital: NB, UB, NM and UM, • nominal building and machinery retirements (1977-1988, 1992): BRT and MRT, • nominal building and machinery depreciation (1977-1988, 1992): BD and MD, • nominal cost of rented building and machinery (1977-1988, 1992): BR and MR. Investment, retirement and depreciation of assets are measured in period-t dollars. Assets stocks (TAB, TAE, BAB, BAE, MAB, MAE), however, are somehow resembling book values rather than resale values. To obtain constant-dollar market values I perform three steps: 1. Transformation of reported values into book values, 2. Transformation of book values into period-t market values, 3. Transformation of period-t market values into constant-dollar values. Transformation into book values The questionnaire of the ASM/CMF asks to list as asset stock values “the original cost of today’s assets when they were purchased” in the past. It is not clear from the information given in the documentation whether or not this value takes (physical18 ) depreciation into account or not. If respondents answered the question literally, then it does not include depreciation and is not exactly a book value. If it does, then the reported data really are book values. I tried imputing the capital stock both ways. When I aggregate my capital stock measure and compare it to BEA’s industry-wide capital stock, the level of my capital stock is slightly too high while the trend compares well to the BEA capital stock, so my level is off by a constant factor. This level gap is much smaller when I correct the initial values for depreciation.19 This suggests, that some respondents took the question literally and reported as asset values the initial expenditures unaccounted for by depreciation, others did take depreciation into account. Multiplying the reported capital stock values by (1 − δ) transforms the observations into book values that will yield an aggregate time series that precisely matches the trend growth and roughly matches the absolute level. 18



It is important to consider physical depreciation rather than depreciation on the books. The latter is an accounting measure and does not necessarily reflect the accurate loss of productive capability of structures or equipment. An establishment might use a machine in production that is already entirely written off on the books. 19 Multiplying the reported initial measure by (1 − δ) implicitly assumes that capital stocks are one year old. An alternative, more refined method would be to construct the average age, T˜, of an establishment’s capital stock ˜ from past investment expenditures and multiply the reported capital stock value by (1 − δ)T . The former way (assuming average age of one year) yields aggregate capital stocks that are slightly too high, an approximation of the latter way (assuming average age as reported by BEA, which is about 22 years for structures and 6 years for equipment capital) yields aggregate capital stocks that are distinctly too low.
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Transformation into market values Transforming book values into market values requires (a) knowledge about the vintage structure of each establishment and (b) knowledge about the productivity of each vintage. This cannot be determined on the establishment level because we just know the dollar amount of investment but hardly the quality of the purchased capital.20 The quality of the vintage, however, is crucial to determine the replacement value. Due to the paucity of information on the establishment level, I turn to industry-level capital stock data published by the Bureau of Economic Analysis (BEA).21 BEA publishes historicalcost, current-cost and real-cost estimates of capital stocks of 3-digit NAICS (2-digit SIC) industries that can help turn the ASM book values into real market values. For a single asset type, these end-of-year estimates22 are defined as follows:  X δ HCt = 1− (1 − δ)τ It−τ 2 τ =0  X I δ (1 − δ)τ t−τ CCt = Pt 1− 2 Pt−τ τ =0   X I δ RCt = 1− (1 − δ)τ t−τ 2 Pt−τ τ =0



where τ is the vintage (purchased τ periods before period t), δ is the depreciation rate, and  It are nominal investment expenditures in period t. The term 1 − 2δ appears because BEA assumes that new capital is put into place in the middle of the period. Note how the historicalcost capital stock is the industry analogue to the establishment book value. The current-dollar value, in contrast, is the nominal value of the capital stock in year-t dollars where expenditures for every vintage have been deflated by the corresponding period price index and then reinflated by the current-period price index (hence the name). In this way, the CCt measure denotes the value of the capital stock as if it had been purchased at the end of the previous period. I assume that all establishments within an industry have a similar ratio of current-dollar market values to book values. Then I can use the ratio of



CCt HCt



to determine the period-t market value of an



establishment’s capital stock. Transformation into constant dollars This is then easily expressed in constant dollars by deflating the resulting measure by an investment price deflator.23 Investment price deflators are published by the Bureau of Labor Statistics (BLS) and the Bureau of Economic Analysis 20



As mentioned above, investment in new and used capital goods are reported in the data only for a subsample. Tables 3.1E, 3.1S, 3.2E, 3.2S, 3.3E and 3.3S of BEA’s Fixed Asset Tables; downloaded from http://www.bea.gov/national/FA2004/SelectTable.asp. 22 Because I use beginning-of-year capital stocks BEA’s data are rolled forward one year. 23 Note that this is an investment price deflator rather than a capital price deflator because the capital stock is now expressed as if it had been an investment at the end of last period. 21
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(BEA) on the 3-digit NAICS industry level and on the 4-digit industry level as underlying table to the NBER Manufacturing Database.24 I choose the BEA deflators because they were revised recently (in 2009), which matters a lot for capital goods (esp. equipment).25 All three transformation steps (reported to book value, book value to market value and period-t to constant-dollars transformation) combined give us the replacement value of an establishment’s capital stock in constant dollars as:



Ktst = BABt (1 − δ st )



CCtst 1 HCtst Ptst



(4)



and analoguously for equipment capital. This procedure is accurate if all establishments in an industry exhibit the same profile across asset types and have the same vintage structure over time. This is obviously a strong assumption which is likely to be violated and lead to establishment-level measurement error. For the years 1972-1988, I observe the capital stock annually and could compute the capital stocks in the above-mentioned way. Alternatively, I could iterate the capital stock every period using the perpetual inventory method: st Kt+1 = (1 − δtst )Ktst + Itst



where Ktst is the stock of structure capital observed at the beginning of the period, Itst =



(5) NBt Ptst



is real structure investment (nominal new and used26 investment expenditures divided by an investment price index) and δt is a depreciation rate, published by BLS on the 3-digit NAICS industry level in period t. The former way of directly deflating the capital stock every period has the advantage of following the establishment-level information very closely. The latter perpetual inventory method shows exactly how the existing capital stock came about and follows a common procedure (see for example Becker et al. (2004)). I tried both alternatives and for equipment capital there is hardly any difference which supports the consistency of our above deflation technique. The procedure to directly deflate the capital stock every period underestimates structure capital compared to aggregate data on structures from BEA. Over the 24



The investment price deflator could also be obtained from BEA by dividing CC/RC, but BEA warns researchers that the latter measure is not very reliable for years reaching far back. For that reason, I make use of the price indices published by BLS. 25 I also tried the NBER and BLS deflators; the former do almost as good a job as the BEA deflators when one aggregates the establishment-level data and compares them to publicly available industry aggregates of capital stocks by type. BLS deflators cannot generate aggregates that resemble publicly available aggregates as well, which is mostly due to their price indices being only revised for the last 20 years. Once NBER deflators are updated in the future, they might be a superior measure as they go down to the 4-digit NAICS industry level. 26 Census collected investment expenditures separately for new and used investment 1977-1996; in those years I sum the two groups and that in others years reported investment comprises both expenditures for new and used investment.
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course of 20 years (1972-1992) the aggregate structure capital stock grows only at an annual rate of 0.15% which translates into a share of structures in total assets of 33.5% (while it should be about 45%). This implies that my interpretation of the structures measure in the CMF/ASM is flawed, which casts some doubt on the initialisation procedure as shown in equation. Therefore, I am sceptical of resetting the capital stock back to the value implied by equation (4) every time I observe it for continuing establishments. The perpetual inventory method, in contrast, does a good job at generating data that – aggregated to the industry level – resemble outside sources in terms of long-run growth. For this reason, I choose the perpetual inventory method and use the asset stock data observed every year to merely adjust the level of the implied total capital stock (keeping the asset split implied by the perpetual inventory method). I only use equation (4) to impute structures and equipment stocks directly when I observe an establishment for the first time. From 1988 on, asset stock values, retirement and depreciation data are no longer observed. So I have to iterate and face the question of resetting or continuing the perpetual inventory method every five years. For the same reason as above, I proceed with the perpetual inventory method and merely adjust the implied book value of the imputed capital stocks by the book value (accounted for by depreciation) that is observed in the Census years. This procedure can be applied to both buildings (structures) and machinery (equipment) separately as the ASM/CMF contains investment data about both types. Improvements in the measurement of the capital stock The capital stock measures differ from previous work about imputing capital stocks in the ASM. This is different because previous work omitted the second deflation step (period-t market values to constant-dollars market values) and because deflators used in that work have been revised repeatedly. As a consequence, the old capital stock measures were too small at the beginning and too large at the end of the sample (as Figure 2.4.1 shows). Because the second deflation was omitted, the capital stock is a nominal value rather than a real one. It is not surprising in this light that the capital stock in the old sample is growing at an annual rate of 4.9% for structures (!) and 5.6% for equipment respectively. This barely squares with industry-wide aggregates where the capital stock grows at 1.1% and 2.6% (structures and equipment resp.). My measures end up at 1.2% and 2.7% which looks pretty close to the data published by BEA. This will have some important implication for researchers that used/are using his data. In my assessment of long- and short-run productivity the nominal trend picks up a lot of the upward trend in production. Second, because the investment price deflators are industry-year-specific, this essentially introduces industry-year dummies into a regression analysis. The former will put an upward bias to the coefficient on capital while the former will pick up industry-year-specifics that are not necessarily rooted in the capital stock.
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Figure 2: Aggregate capital stock in U.S. manufacturing Capital stocks of the U.S. manufacturing sector published by BEA (blue circles), aggregating the old (red squares) and my refined (green stars) capital stock data in the CMF/ASM. Normalised to 0 in 1972. Clearly visible that the trend growth is off in the old ASM capital measures. In a similar vein, I find that the old investment measure for equipment is off the benchmark as well, while structure investment comes fairly close. For this I have no other explanation than that the price indices for investment were revised very often. In many years, (esp. 1972-1976) beginning-of-year capital stocks are not or only partially measured. I can use the end-of-year capital stock from the previous year as far as that is available. This usually leads to some hundreds replacements per year, but to many more in 1973 (24k) and 1982 (9k). In all years subsequent to a Census year and after 1988 (when annual measurement of BAB and MAB stops), we can naturally impute the beginning-of-year capital stock in this way for almost all observations (50-60k observations). 2.4.2



Accounting for capacity utilisation



In addition to the capital stock available to the establishment, we need to know the utilisation of this capital stock to determine the capital services going into production. As pointed out in previous research (see for example Jorgenson and Griliches (1967); Basu (1996); Burnside, Eichenbaum and Rebelo (1995)), failure to control for capacity utilisation will bias TFP to be more procyclical than it actually is because measured TFP merely reflects unmeasured (procyclical) capacity utilisation. If capacity utilisation rates become more heterogeneous in a downturn, then measured dispersion in TFP would just be a figment of specification error.
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Burnside, Eichenbaum and Rebelo (1995) have suggested to use electricity or energy instead of capital. The idea in that paper is that energy/electricity is predominantly used to power capital, so variations in energy used will be a good approximation for capacity utilisation. Using energy instead of capital stocks may have the advantage that one measures actual capital services, but, on the other hand, this approach assumes constant energy efficiency. Without further knowledge of the capital stock’s energy efficiency one cannot distinguish highly energy efficienct machines running at high capacity of low energy efficiency machines running at low capacity. The capital services supplied by the former are higher for two reasons: more energy-efficienct machines are presumable newer, so their productivity is likely to be much higher. Second, these more productive machines are running at full capacity. For those reasons, I gladly make use of the directly observed capacity utilistion measure from the Plant Capacity Utilisation Survey (PCU). The PCU is a subset of the ASM/CMF and collects explicit information on the utilisation of an establishment’s existing capacities. This allows me to construct an explicit capital services measure and omit the energy/electricity inputs that are implicit in the utilisation rates. Utilisation rates in the PCU are only observed for a small subsample of the data in the ASM/CMF (for about 280k of 4m observations total). I therefore use the data in the PCU to compute industry-wide utilisation rates and use them as a proxy for the other establishments. The idea is that increased demand for a certain good makes most establishments in this industry run at higher capacity.27 This works for all years after 1974 when the PCU started. For 1972/73, I use utilization rates computed by the Federal Reserve Board28 . So far, I have outlined how to compute the utilised replacement value in constant dollars of the capital stock the firm owns. In addition to its on capital stock, an establishment may rent capital to produce. It would be ideal to deduce the real amount of rented capital and include it into the capital measure. Due to data limitations, I have to omit this step: Rented capital is only reported in the years until 1988 and rental payments are hard to transfer into units that correspond to the constant-dollar measure used for the establishment’s own capital stock.



2.5



Measurement of materials input



Materials are purchased on the market (materials&parts, CP, contract work, CW) or come from the materials inventory and are then used in production. Measurement is complicated by the fact that materials inventories (MIB and MIE) comprise both materials and fuels. Therefore, I have to make an assumption about how much of changes in material inventories are driven by changes in fuel inventory. I assume that all changes in materials inventory are due to changes in materials, while the stock of fuels stays constant. Given the fact that several fuels are storable 27



Of course, this is not true if even within an industry products are imperfect substitutes due to transportation or branding. 28 Industrial Production and Capacity Utilization – G.17; compiled by the Federal Reserve; downloaded at http://www.federalreserve.gov/datadownload/Build.aspx?rel=G17.
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only at high cost (e.g., natural gas) this seems like a reasonable assumption. Then, I can express the value of materials used in the production process (VM) through the inventory identity



MIE = MIB + (CP + CW − VM) × ⇔M≡



PIMI PIMAT



VM MIB − MIE CP + CW = + . PIMI PIMI PIMAT



(6)



As with goods inventories above, inflows into materials inventories have to be deflated by market prices (PIMAT), while materials stocks have to be deflated by inventory prices (PIMI). The former comes from the NBER productivity database, the latter could in part be obtained on the industry level from BLS’s multifactor productivity tables. As with goods inventory deflators above, these are only available since 1987 and for the same reasons as above I approximate PIMI with PIMAT.



2.6



Measurement of energy input



I use several measures of energy inputs: electricity, fuels and a combination of them. 2.6.1



Electricity



Electricity used in the production process (EL) is easily measured. It consists of the quantity of purchased electricity (PE) and the difference between generated and sold electricity (GE − SE). Since electricity is hardly storable, we do not have to worry about something like an electricity inventory: EL = PE + GE − SE.



(7)



For later purposes, it makes sense to impute a price for electricity the establishment pays: PIEL =



EE PE .



2.6.2



Fuels



N.B.: If GE = 0, then the fuel used for electricity generation (VFEL) is zero as well.



Fuels used in production (nominally expressed as VF) can come from fuel purchases (CF) or from the materials/fuels inventory. As outlined above, I assume that any change in materials inventory (MIE − MIB) is due to materials only and that the fuel stock in the inventory stays constant. Then, fuel purchases can be used in the production process (oil used to produce plastics) or for electricity generation (oil burned in an electricity generator). The latter quantity is not observed, but must be zero for the vast majority of observations that do not produce any electricity; for those observations VF = CF. If this is not the case, then I assume that generated electricity is produced with a linear technology. In particular, I assume that 1$
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of fuel expenditures can be converted into electricity that could be sold for 1$ (taking into account overhead etc). The idea is that a firm will only find it profitable to produce its own electricity rather than purchasing it when the price of fuel (contained in VFEL) relative that of electricity is not too high and that it can relatively easily substitute among different fuels. GE =



VFEL PIEL



⇔ VFEL = GE ×



EE PE .



Fuel used in production (F) equals the value of fuels (VF) deflated



by the energy price index PIEN, VF = CF − VFEL EE PE CF − GE × VF F≡ = PIEN PIEN



VF = CF − GE ×



EE PE



(8)



where I assume that the price for fuels equals PIEN, the price deflator for overall energy from the NBER-CES database. 2.6.3



Total energy



Again, I assume that fuels inventory (recorded as part of materials inventory in the ASM/CMF) is unchanged. This means that all fuel purchases are immediately consumed in production or in electricity generation. Total energy expenditures (VE) comprise those for fuels (CF) and electricity (EE); the nominal value is: VE = CF + EE CF + EE VEN = E≡ PIEN PIEN



(9)



where I use PIEN, the industry-specific energy price deflator from the NBER-CES productivity database, to obtain real energy input, E.



17



2.7



Construction of cost shares



Constructing Solow residuals requires knowing the cost shares of factor inputs. They are constructed as follows SW TC rK cK = TC VM CP + CW + MIB − MIE cM = = TC TC VE CF + EE cE = = TC TC T C = SW + rK + VM + VE. cL =



All variables are expressed in period-t nominal costs and except r and K are observed in the original dataset. K is the real capital stock (in year-2005 dollars) constructed as described in Appendix 2.4, rt denotes the nominal rental rate (year-t dollars rent paid per one year-2005 dollar worth of capital). Multiplying this rental rate, rt , by the real capital stock, Kt , gives the nominal period-t capital cost of financing the stock in period t. This makes it accord with the other nominal values. The rental rate is constructed from the BLS Capital Tables29 by dividing corporate capital income (Table 3a) by the real capital stock (Table 4a). The latter variable is expressed in constant (year-2005 dollar), while the former is expressed in current-period dollars, so rK are the capital cost expressed in period-t dollars. Note that capital cost merely includes rent and depreciation, not physical utilisation cost which is captured in the energy cost share.30 Table 1 displays indsutry summary statistics on the average plant variables. 29 “Capital by Asset Type for NIPA-level Manufacturing Industries” http://www.bls.gov/mfp/mprdload.htm. 30 This obviously assumes that depreciation is not influenced by utilisation.
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downloaded



from



19 25.1 20.7 22.6



37.7 23.1 29.6



357.8 426.3 0.4



33.3 20.2 26.1



Materials 35.3 41.3 14.8 13.0 5.2 9.1 10.2 25.9 5.3 292.4 39.1 14.7 6.0 43.2 10.3 17.5 19.1 21.0 72.0 63.4 7.7 6.6 1.9 0.8 1.3



Energy 1.1 1.1 1.1 0.4 0.1 0.2 0.4 3.2 0.2 12.4 4.2 0.8 1.5 3.9 0.4 0.4 0.6 0.7 1.0 1.3 0.2 0.2



Average annual value of inputs and outputs of an ASM establishment per industry. Gross output, Value Added, Capital, Materials and Energy are expressed in thousand year 2005-dollars, Hours Worked in thousand hours.



60.3 41.8 50.0



Table 1: Summary statistics: Average plant size in industries Industry Gross Output Value Added Capital Hours worked Food 60.1 23.6 25.4 372.2 Beverage and tobacco 139.6 97.2 61.6 389.9 Textiles and fabrics 26.3 10.3 28.4 540.5 Textile mill products 23.8 10.3 10.5 306.5 Apparel and accessories 10.9 5.6 2.9 272.7 Leather and allied products 18.3 9.0 5.8 406.5 Wood products 18.0 7.3 10.3 201.6 Paper 56.1 26.9 60.2 407.0 Printed matter 14.3 8.8 8.9 195.1 Petroleum and coal 351.9 47.1 198.0 552.2 Chemical products 97.6 54.2 71.2 383.3 Plastics and rubber 29.8 14.3 20.2 340.2 Nonmetallic minerals 17.4 9.8 19.7 191.8 Primary metals 71.8 24.7 63.3 477.8 Fabricated metals 23.9 13.1 12.1 278.2 Machinery 38.5 20.6 17.6 383.7 Computer and electronics 52.4 32.6 38.6 889.5 Electrical equipment 45.2 23.5 22.2 550.8 Motor vehicles 113.3 40.3 47.5 689.5 Other transportation eqpmt. 159.1 94.3 61.4 1,348.5 Furniture 18.2 10.3 7.7 306.6 Misc. manufacturing 19.0 12.2 8.0 250.1



Non-Durable Durable Total Manufacturing



NAICS 311 312 313 314 315 316 321 322 323 324 325 326 327 331 332 333 334 335 336.1-3 336.4-9 337 339
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