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I. INTRODUCTION



Density functional theory (DFT) provides an economic – and in principle exact – framework for the solution of quantum mechanical problems involving interacting many-particle systems, and has come to be the most used technique in the study of complex physical and chemical systems whose quantitative properties cannot, in practice, be reproduced by traditional methods. An indication that DFT has become more popular than its traditional counterparts, such as the Hartree-Fock theory and its various improvements, can be observed from the number of occurrences of the keywords “density functional theory” in scientific papers since the conception of the theory by Hohenberg, Kohn, and Sham in the mid-sixties (see Fig. 1). It is the purpose of the present paper to explain this success, with particular emphasis on the domain of molecules (i.e. quantum chemistry), from an elementary perspective accessible to those who come from a physics background with little or no exposure to the quantum mechanics of interacting particles. To the uninitiated in many-body quantum mechanics, the difficulty in solving the non-relativistic Schroedinger equation for a relatively small (Na & 10) number of interacting atoms might seem far from evident – after all, one often learns that when an analytic solution is not possible, one can always resort to a computer. We shall soon see how this point of view is too naive, and how our current and future digital computers fall short of providing any accurate results for even moderately large systems of physical and chemical interest, at least if one were to stick to traditional wave function-based methods. Density functional theory provides a remarkable example of how a simple and yet fundamental insight into a well-established theory (in this case quantum mechanics) can lead to a major scientific breakthrough, an insight that curiously does not introduce any new physical law, but rather recasts the theory in a previously unknown form that allows one to quantitatively tackle the complexity of important real-world problems with unprecedented efficiency. For this achievement, the physicist Walter Kohn was awarded the Nobel prize in chemistry in 1998 (Kohn, 1999).
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FIG. 1 Number of occurrences of the keywords “density” + “functional” + “theory” versus “hartree” + “fock” in scientific papers since the birth of DFT. From (Argaman and Makov, 2000).



II. THE MANY-PARTICLE PROBLEM IN QUANTUM CHEMISTRY



Quantum chemistry is concerned with the application of quantum mechanics to molecules, i.e. to non-periodic systems with a finite number Na of interacting atoms. Accordingly, although most of the arguments that will follow are fairly general, the quantum mechanical problem we are concerned here is that of N non-relativistic electrons (i.e., spin-1/2 fermions) interacting with each other via a Coulomb potential of the form 1/rij = 1/|ri − rj |, i, j = 1, . . . , N (“electron-electron” potential) and with Na nuclei of charges {Zα } and coordinates {Rα }, α = 1, . . . , Na as v(ri ) = −



Na X



Zα |r − Rα | α=1 i



(1)



(“electron-nucleus” potential, also called the “external” potential felt by the electrons). As is customary, atomic units (a.u.) will be adopted throughout this paper, so that length is measured in Bohr radii a0 ≈ 0.53˚ A, energy in Hartrees (1 Hartree = 2 Rydbergs ≈ 27.2 eV), mass in electron masses me ≈ 0.511 MeV/c2 , and charge in electron charges e ≈ 1.6 × 10−19 C (Szabo and Ostlund, 1989). The stationary Schroedinger equation for the electronic problem then reads ˆ HΨ(r 1 σ1 , . . . , rN σN ) = EΨ(r1 σ1 , . . . , rN σN ),



(2)



where {ri } are the spatial and {σi } are the spin coordinates of the electrons (see below), and ˆ = Tˆe + Vˆee + Vˆen H =−



N N N N X 1 X 2 XX 1 ∇i + + v(ri ), 2 i=1 r i=1 j>i ij i=1



(3)



is the Hamiltonian of the electronic system in the usual Born-Oppenheimer approximation, wherein the “slow” nuclei coordinates {Rα } are treated as fixed external parameters (Baym, 1969). It is thus understood that the electronic wave function Ψ depends parametrically on the specific positions of the nuclei used in the electron-nucleus interaction, and that the total energy of the system is E + Vnn , where Vnn is the total repulsive energy among the nuclei. Since the wave function describes a system of fermions, it should also satisfy the anti-symmetry requirement Ψ(· · · ri σi · · · rj σj · · · ) = −Ψ(· · · rj σj · · · ri σi · · · ).



(4)



In most circumstances, we are content with finding only the lowest energy eigenvalue (i.e. the “ground state” energy) E0 of the electronic problem, and Eqs. (2)-(4) embody all the information that there is to know in order to obtain this quantity. From spinors to spin coordinates: The use of spin coordinates σi in Eq. (2) is common not only in quantum chemistry, but also in the many-body (March et al., 1967) and density functional literature
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FIG. 2 The benzene molecule C6 H6 has only 12 atoms (42 electrons). A straightforward (grid) solution of the full Schroedinger equation for this molecule on a cubic lattice with spatial resolution of 0.1 a.u. would require about 10243 Gigabytes of data. The double arrow indicates the delocalized (resonant) character of the π-bonds.



(Perdew and Kurth, 2003). It can be introduced as follows. In the spatial (“orbital”) hr| representation, any one-electron state |ψi can be written as a two-component spinor in terms of the usual Sz basis {|αi , |βi} as1 (Messiah, 1999) hr|ψi = ϕα (r) |αi + ϕβ (r) |βi .



(5)



With a certain abuse of notation, in addition to the orbital representation hr| , r ∈ R3 we can also introduce a spinorial representation, hσ| , σ ∈ {+1/2, −1/2} – which is nothing but the {hα| , hβ|} basis in a different notation – and construct a full spin-orbital representation hrσ| ≡ hr| ⊗ hσ| that allows us to write the above two-component spinor as the function: ψ(rσ) ≡ hrσ|ψi = ϕα (r)α(σ) + ϕβ (r)β(σ),



(6)



with α(σ) ≡ hσ|αi and β(σ) ≡ hσ|βi. From the very definition of hσ| and its equivalence to the {hα| , hβ|} basis, we have trivially α(+1/2) = P β(−1/2) = R 1 and α(−1/2) = β(+1/2) = 0. In the hrσ| representation, one has the closure relation I = dr |rσi hrσ|, so the expectation value of a local (possibly σ=±1/2 spin-dependent) operator A is written as X Z ˆ hψ|A|ψi = dr ψ ∗ (rσ)A(rσ)ψ(rσ), (7) σ=±1/2



ˆ where A(rσ)ψ(rσ) ≡ hrσ|A|ψi (for example, the spin operator Sz becomes simply Sˆz (σ) = ~σ, in S.I. units). These ideas are easily extended to many-particle systems. Before leaving this discussion, two points are worthy of notice: (i) When only spin-independent operators are involved, the spin coordinate is often formally introduced as a continuum number, so that the above sum is replaced by an integral to facilitate the manipulations (Parr and Yang, 1989; Szabo and Ostlund, 1989); (ii) What is usually understood by a one-particle “spin orbital” in quantum chemistry is the particular case of Eq. (6) for pure Sz eigenstates, i.e. either ϕα (r) or ϕβ (r) is null (Szabo and Ostlund, 1989).



A. General many-particle states: Wave functions



Even before analyzing how to solve Eqs. (2)-(4), one can already anticipate the computational barrier that plagues the traditional wave function-based methods by considering a modest molecular system – say, the benzene ring C6 H6 (Fig. 2) – and asking how many variables would it take to represent the many-body wave function Ψ with reasonable accuracy (it suffices to consider only the spatial coordinates for this argument). The first and most straightforward way of representing a multidimensional function is by means of a lattice (“grid”) and, although there are more efficient
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In the physics literature the notation {|+i , |−i} is preferred.



4 ways of representing the wave function of a molecular system (cf. III.C), this analysis will provide a rough and intuitive idea of the problem. Since the C-C bond length is about 2.6 a.u. and the C-H one is about 2.0 a.u. (Pilar, 1990), one can restrict the spatial domain of interest to a cube of side length 10 a.u. with the molecule at its center. To obtain a fair accuracy, we want a spatial resolution smaller than 1 a.u. (so that we can at least represent the wave function near a hydrogen atom), and we guess that a lattice with spacing of 0.1 a.u. should be enough for a first computation. This yields 100 lattice points per spatial coordinate, or a total of 1003N = 10252 points (there are N = 42 electrons in the benzene ring). Even if we use only one byte per lattice point to represent the wave function, that would already demand 10243 Gigabytes of data (!). Let us not try to estimate how many years it will take until we have a data storage device compatible with this requirement.2



B. General many-particle states: Density matrices



It has long been recognized that the N -particle wave function contains much more information than we actually need (Coleman, 1963). For example, the functions (Parr and Yang, 1989) X Z 0 dr2 · · · drN Ψ∗ (r01 σ1 , r2 σ2 , . . . , rN σN )Ψ(r1 σ1 , r2 σ2 , . . . , rN σN ) ρ1 (r1 , r1 ) ≡ N (8) σ1 ,...,σN



(the spinless first-order density matrix) and ρ2 (r1 , r2 ) ≡



Z N (N − 1) X dr3 · · · drN |Ψ(r1 σ1 , r2 σ2 , . . . , rN σN )|2 2 σ ,...,σ 1



(9)



N



(the diagonal spinless second-order density matrix), are sufficient to fully replace the wave function Ψ in the expectation value of Eq. (3) by X Z ˆ hΨ|H|Ψi = dr1 · · · drN Ψ∗ (r1 σ1 , r2 σ2 , . . . , rN σN )HΨ(r 1 σ1 , r2 σ2 , . . . , rN σN ) σ1 ,...,σN



Z =



dr [− 21 ∇2r ρ1 (r0 , r)]r0 =r +



Z dr1 dr2



1 ρ2 (r1 , r2 ) + r12



Z dr v(r)ρ1 (r, r),



(10)



as it can be straightforwardly verified by direct substitution.3 These functions live in a 2 × 3-dimensional space, as opposed to the N × 3-dimensional case of Ψ, and are both particular cases of the more general second-order density matrix γ2 (r01 σ10 , r02 σ20 ; r1 σ1 , r2 σ2 ) (Parr and Yang, 1989). The complete replacement of the many-body wave function by the second-order density matrix in quantum mechanics is an old endeavor, being severely restricted by the so-called N -representability problem (Coleman, 1963). The issue boils down to finding the necessary and sufficient conditions for γ2 to be consistent with the anti-symmetry principle, Eq. (4). Although the problem is considered to be formally solved, we still do not know the explicit sufficient conditions – there are only a few necessary conditions known for γ2 to be N -representable [for an updated review, see e.g. (Mazziotti, 2002) and references therein]. Nevertheless, when used in a variational algorithm capable of dealing with these known constraints (Nakata et al., 2001), these conditions are empirically seen to be selective enough so that a pragmatic γ2 -based quantum mechanics seems to be possible, and ongoing calculations on small molecular systems report an accuracy superior or equivalent to that of traditional wave function methods (Zhao et al., 2004). As we shall see later, density functional theory itself relies on a similar replacement [namely, Ψ is replaced by the total particle density ρ(r) ≡ ρ1 (r, r)], but in this case a theorem due to Gilbert in 1975 guarantees the N -representability property for virtually any “well-behaved” density ρ(r) (Parr and Yang, 1989). However, in contrast to Eq. (10), we still do not know how to express exactly the energy expectation value of a general many-body Hamiltonian as a function of the total density ρ(r) alone, though there are pretty good approximations in the market. In fact, finding more and more accurate approximations to E[ρ] is precisely the problem of DFT.
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The fact that the number of parameters p required to describe the wave function grows like p3N has been called by Walter Kohn the “exponential barrier” of wave function-based methods (Kohn, 1999). Observe that, after permuting with the integrals, the particle sums of Eq. (3) can be reduced to a single term – and vice-versa – times a degeneracy factor of N (single-sum) or N (N − 1)/2 (double-sum) due to the identical character of the particles.



5 C. Independent-particle states



There is one particular class of many-body problems whose wave function is very economic and straightforward to obtain: the non-interacting (Vˆee = 0) limit. In this case, the solution of Eq. (2) can be obtained by means of the usual separation of variables, i.e. with the ansatz Ψ(r1 σ1 , r2 σ2 , . . . , rN σN ) = ψ1 (r1 σ1 )ψ2 (r2 σ2 ) · · · ψN (rN σN ), which yields N independent, single-particle Schroedinger equations of the type   1 (11) − ∇2i + v(ri ) ψi (ri σi ) = εi ψi (ri σi ), (i = 1, 2, . . . , N ) 2 with E = ε1 + ε2 + . . . + εN and v(ri ) given by Eq. (1). Since both the equations and the boundary conditions are the same for all i, the solutions {εi , ψi (ri σi )} are identical, and the many-body problem has effectively reduced to a ˆ s ψ(rσ) = εψ(rσ), where H ˆ s is the operator in square brackets of Eq. (11) after dropping the i one-body problem H subscript. In effect, the spatial dimensionality of the problem has reduced accordingly from 3N to 3 – in the benzene problem above, for example, that would reduce the data storage requirement from 10243 Gigabytes down to a mere Megabyte. Of course, as it stands, the wave function Ψ used above is not an acceptable fermionic state since it does not comply with Eq. (4). The correct Ψ is obtained a posteriori by taking the appropriate anti-symmetric linear combination of this ansatz with its two-particle permutations, which can be conveniently written as a Slater determinant (Baym, 1969; Szabo and Ostlund, 1989): ψ1 (r1 σ1 ) ψ2 (r1 σ1 ) . . . ψN (r1 σ1 ) 1 ψ1 (r2 σ2 ) ψ2 (r2 σ2 ) . . . ψN (r2 σ2 ) Ψs (r1 σ1 , . . . , rN σN ) = √ (12) , .. .. .. .. . N ! . . . ψ1 (rN σN ) ψ2 (rN σN ) . . . ψN (rN σN ) √ where 1/ N ! is a normalization constant. Note carefully that, from the property of determinants, this state changes its sign under a permutation of any two particles (i.e., of two rows), as required by the anti-symmetry principle, and that it vanishes identically whenever two particle states ψi and ψj are equal (i.e., when any two columns coincide). This latter property is in agreement with the old form of the Pauli exclusion principle, which states that no two particles can occupy the same orbital and spinorial state simultaneously.



III. THE OLD STORY: HARTREE-FOCK THEORY AND THE CORRELATION PROBLEM A. The non-interacting state as an approximation to the interacting many-particle problem



We saw above that determinantal states Ψs are very economic, and hence computationally friendly, but are essentially independent-particle states. Since in most cases we are not actually interested in the wave function of boring, non-interacting systems, but rather in observables such as the ground state energy of interacting ones, we ask: Is there any systematic way of finding an approximation to the eigenvalue E0 of the full (Vˆee 6= 0) many-body problem with the convenient state Ψs ? The answer is “yes” – it is known as the Hartree-Fock method,4 or “self-consistent field” (SCF), as I will now cursorily describe. The starting point of the Hartree-Fock method is the Rayleigh-Ritz variational principle, which states that for any ˜ (Cohen-Tannoudji et al., 1991), “trial” wave function Ψ E0 ≤



˜ ˜ hΨ|H| Ψi , ˜ Ψi ˜ hΨ|



(13)



˜ = Ψ0 , where Ψ0 is the correct ground state of the system (or one of the ground states the equality taking place when Ψ if E0 is degenerate). The idea behind the variational principle is very simple: One seeks to minimize the expectation ˆ by varying the “shape” of Ψ. ˜ If all sorts of shapes are allowed (satisfying the anti-symmetry principle), value of H



4



The method should really be called “Hartree-Fock-Slater,” since Slater proposed the idea of Fock simultaneously and independently in 1930 (Slater, 1930). However, due to a famous approximation put forward by Slater (Slater, 1951), the Hartree-Fock-Slater term has a more specific meaning in the literature (Snow et al., 1964).



6 then the true minimum is eventually achieved, but in practice – due to the obvious computational barrier in dealing with infinite degrees of freedom – one allows only a finite numbers of parameters to vary. In this case, the resulting ˜ provides only an upper bound to the true ground state energy. expectation value of Ψ To simplify the hard computational task of searching for the above minimum, one adopts a weaker (necessary) ˜ to yield an energy minimum, namely condition for Ψ ! ˜ ˜ h Ψ|H| Ψi ˜ ≡δ δE[Ψ] = 0, (14) ˜ Ψi ˜ hΨ| ˜ When no restriction is imposed on the trial function, the where δ denotes an infinitesimal variation in the shape of Ψ. above stationarity requirement yields the exact Schroedinger equation (Cohen-Tannoudji et al., 1991), i.e. Eq. (2) in ˜ is forced to be of the form of Eq. (12) it gives the so-called Hartree-Fock equations:5 the present problem, but when Ψ   1 (15) − ∇2 + v(r) + vˆHF (rσ; {ψj }) ψi (rσ) = εi ψi (rσ), (i = 1, 2, . . . , N ) 2 ˜ = Ψs . which, not surprisingly, are also single-particle equations like Eq. (11) due to the use of a non-interacting Ψ Observe now, however, that these equations bear the extra Hartree-Fock “potential” vˆHF (ri σi ; {ψj }), which should account for the non-vanishing electron-electron interaction Vˆee , at least in an average sense (hence the terminology mean-field, see also Slater’s interpretation below). This potential is usually separated as (the dependence on {ψj } will be omitted for notation brevity) ˆ vˆHF (rσ) = j(r) − k(rσ),



(16)



where j(r) ≡



X



Z



PN 0



dr



j=1



ψj∗ (r0 σ 0 )ψj (r0 σ 0 )



(17)



|r − r0 |



σ 0 =±1/2



is called the Coulomb operator (or potential), and kˆ is a non-local operator defined through its action on a wave function ψ(rσ) as ˆ k(rσ)ψ(rσ) ≡



X σ 0 =±1/2



Z



PN 0



dr



j=1



ψj∗ (r0 σ 0 )ψj (rσ)ψ(r0 σ 0 ) |r − r0 |



,



(18)



and is known as the exchange operator, since it arises due to the anti-symmetric nature of Ψs under an exchange of any two particles (when a non-anti-symmetrized wave function is used as the trial function this term does not fully appear, see below). The latter is a non-local operator because its action on a wave function ψ(rσ) depends not only on ψ at rσ, but also on its value everywhere else. The solution of the Hartree-Fock equations, which due to the dependence of vˆHF on the orbitals themselves is called a “self-consistent” solution, provides the best non-interacting wave function Ψs that represents the interacting system, at least in an energetic sense. Slater’s interpretation of the Hartree-Fock equations: The interpretation of j(r) could not be more transparent: it is simply the average electrostatic potential felt at r due to all the N particles (note the average charge density |ψj (r0 σ 0 )|2 in the integrand). Thus, when solving Eq. (15) for the wave function ψi , this potential includes a non-physical self-interaction term j = i, which is nonetheless cancelled by an ˆ What is their identical j = i term in the exchange potential. What about all the other j 6= i terms of k? physical meaning? To answer this question, a famous interpretation of the exchange potential was put forward in (Slater, 1951), as I will now briefly review.6



5



6



The derivation of the Hartree-Fock equations via Eq. (14) requires some familiarity with the important algebra of Slater determinants, in particular how to simplify expectation values hΨs |O|Ψs i of one- and two-body operators in terms of one- and two-particle expectation values. The presentation of (Szabo and Ostlund, 1989) is fairly complete, while (Messiah, 1999) provides a more elegant and succinct derivation. The paper of Slater entitled A simplification of the Hartree-Fock method that appeared in 1951 is a masterpiece of clarity and physical insight, and can be considered as an embryonic form of the paper of Kohn and Sham (Kohn and Sham, 1965).



7 Let us first see what happens if we completely ignore the symmetrization postulate (which, remember, is intimately related to the concept of spin) in the variational derivation of the Hartree-Fock equations – i.e., let us use the ansatz Ψ(r1 σ1 , r2 σ2 , . . . , rN σN ) = ψ1 (r1 σ1 )ψ2 (r2 σ2 ) · · · ψN (rN σN ) of Sec. II.C instead of Ψs in Eq. (14). This yields the so-called Hartree approximation, which is also expressed by a single-particle equation like Eq. (15), but with vˆHF (rσ) replaced simply by the local potential (Baym, 1969) P0 ∗ 0 0 0 0 X Z j ψj (r σ )ψj (r σ ) 0 0 dr , (19) j (r) = |r − r0 | 0 σ =±1/2



P0



where j indicates a sum over all j except j = i, i.e. it omits the charge distribution of the particle we are solving the problem for. This omission then takes care of the spurious self-interaction present in ˆ j(r) described above, but clearly it also omits the other terms of the exchange operator k(rσ) present in the properly anti-symmetrized variational derivation of the Hartree-Fock equation. So we conclude that the exchange term must be somehow related to the fermionic character of the electrons. Inspired by this observation, Slater suggested an elegant interpretation of kˆ after recalling that the energy of two interacting spin-1/2 fermions is larger when they have parallel, and smaller when they have anti-parallel spins – i.e., “parallel spins like to be apart, anti-parallel spins like to be together” (see also Sec. III.B). Somehow, even if only in an average sense, the exchange term should remove a charge distribution from j(r) that reflects this spin-dependent tendency, accounting for the deficit (or “hole”) of electrons with spin state identical to that of the electron in question near itself. Slater managed to show that the above intuitive idea is in fact what happens – the charge distribution ˆ subtracted off by k(rσ) from j(r) is an effective charge whose total magnitude is still the electron charge e (1 a.u.), as in the theory of Hartree, but whose distribution reflects the above spin-dependent deficit ˆ Not of electrons surrounding the electron in question, elegantly explaining the non-local character of k. only did this concept of an effective exchange charge (or “Fermi hole,” or any combination of these words) allow for a substantial simplification in the Hartree-Fock equations themselves (the Hartree-Fock-Slater theory, cf. footnote 4), it also paved the way for much of the current understanding of electron-electron correlation in density functional theory (Parr and Yang, 1989; Slamet and Sahni, 1995). What we achieve with the Hartree-Fock approximation is an enormous operational simplification in the solution of Eq. (2), resulting in a set of coupled single-particle equations. Although this approximation brought many important quantitative results to solid state and quantum chemistry, it fails quantitatively in many simple problems that require “chemical accuracy” [∼ 1 kcal/mol ≈ 0.05 eV (Koch and Holthhausen, 2000)] and sometimes even qualitatively, as in the famous example of the fluorine dimer F2 (Sec. III.B.2). In the following subsections I will explain what is missing in the approximation, and how one can go beyond it. But before leaving this discussion, let me whet your appetite with a question more ambitious than that posed in the first paragraph of this section: Is there any exact (at least in principle) way of solving the fully interacting many-body problem by using a non-interacting state Ψs , i.e. by solving a single-particle equation like Eq. (15)? The answer to this question awaits us in Sec. IV. B. Assessing the accuracy of the Hartree-Fock approximation



The natural question that arises after the introduction of an approximation is that of understanding its limitations. We know from the discussion above that the error in the Hartree-Fock theory can only be due to the use of a very particular form (a Slater determinant) for the trial function in the variational principle. We are thus naturally led to the following question: What is the missing ingredient in an independent-particle state, such as the Slater determinant? We shall first answer this question from a “dynamical,” then from an energetic point of view. 1. Dynamics: Exchange and Coulomb correlations



It proves instructive to consider a simplified problem of two non-interacting spin-1/2 fermions, in which case the Hartree-Fock theory becomes exact and fully equivalent to the two-body Schroedinger equation.7 A more refined
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˜ to be of Recall that the only approximation introduced so far in the Hartree-Fock procedure is the restriction on the trial function Ψ the non-interacting form Ψs . For a non-interacting problem, this type of wave function solves the full Schroedinger equation and hence leads to the exact solution (see Sec. II.C).
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FIG. 3 The probability density at a distance r from an electron in a uniform ideal electron gas (Baym, 1969; Wigner and Seitz, 1933). The total density is assumed to be unity. Since the system is uniform, the probabilities depend only on the interparticle distance r = |r1 − r2 |. Note the suppressed density of ↑-electrons near another ↑-electron – this is the “Fermi hole.” Inset: The same two probabilities for the case of an interacting (i.e. non-ideal) electron gas, obtained through different approximations [from (Gori-Giorgi et al., 2000)]. The suppressed density for two anti-parallel spins is entirely due to the Coulomb repulsion, and is known as the “Coulomb hole” (also called correlation hole by some authors).



understanding of the problem can be obtained by considering a non-interacting electron gas, as originally done in (Wigner and Seitz, 1933) [see also (Baym, 1969)], but the simple example presented here contains essentially the same physics. So far our spin orbitals ψi (ri σi ) used in the construction of Ψs have been fairly general. As is customary (L¨owdin, 1959), we now restrict the spin state of the fermions to be either pure-α or pure-β. There are thus only two possible determinantal states: Either the two fermions have anti-parallel spins, giving the state Ψ↑↓ (1, 2) = (2−1/2 )[ϕ1 (1)ϕ2 (2)α(1)β(2) − ϕ1 (2)ϕ2 (1)α(2)β(1)],



(20)



(note the flexible abbreviation, e.g. 1 = r1 σ1 for Ψ, 1 = r1 for ϕ, and 1 = σ1 for α), or parallel spins, shown here for the case of α: Ψ↑↑ (1, 2) = (2−1/2 )[ϕ1 (1)ϕ2 (2) − ϕ1 (2)ϕ2 (1)]α(1)α(2).



(21)



It is important to observe that although Ψ↑↑ is the Mz = 1 triplet, Ψ↑↓ is generally not a singlet state, unless the spatial orbitals are identical, i.e. the electrons have “paired” spins. This illustrates the more universal theorem that a single Slater determinant is not an eigenstate of S 2 unless a specific rule for filling the orbitals is enforced (L¨owdin, 1959; Szabo and Ostlund, 1989). We are interested in the conditional probability of finding one fermion at r1 with spin σ1 given that the other fermion has been found at r2 with spin σ2 . For the case of the two states above, these probabilities are written as P↑↓ (r1 |r2 ) and P↑↑ (r1 |r2 ), respectively. In this notation, P↑↓ (r1 |r2 ) for example gives the probability for finding a particle with spin up at r1 given that the other was found at r2 with spin down. From elementary probability theory, we can express these conditional probabilities in terms of the ratio of the joint two-particle and the one-particle probabilities as P↑↓ (r1 |r2 ) =



P↑↓ (r1 , r2 ) P↓ (r2 )



and P↑↑ (r1 |r2 ) =



P↑↑ (r1 , r2 ) , P↑ (r2 )



(22)



where (using σi as either up/down arrows or ±1/2 numbers) Pσ1 σ2 (r1 , r2 ) = |Ψ(r1 σ1 , r2 σ2 )|2 + |Ψ(r2 σ2 , r1 σ1 )|2 = 2 |Ψ(r1 σ1 , r2 σ2 )|2



(23)



is the joint two-particle probability for finding simultaneously one fermion at r1 and the other at r2 , with spins σ1 and σ2 respectively, and XZ Pσ (r) = 2 dr0 |Ψ(rσ, r0 σ 0 )|2 (24) σ0



9 TABLE I Hartree-Fock vs. “exact” (full CI, see footnote 8) ground state energies for a number of atoms and molecules. Basis set is STO-6G, units are in a.u. From (Nakata et al., 2001). Hartree-Fock Full CI



Be -14.5034 -14.5561



LiH -7.9519 -7.9723



BH -25.0015 -25.0593



CH -38.1443 -38.1871



NH -54.7887 -54.8161



CH2 -38.8089 -38.8534



H2 O -75.6789 -75.7290



is the one-particle probability (i.e. the density of particles with spin σ at r). For the case of Ψ↑↓ , we get P↑↓ (r1 |r2 ) = |ϕ1 (r1 )|2



(25)



while for Ψ↑↑ we get P↑↑ (r1 |r2 ) =



|ϕ1 (r1 )|2 |ϕ2 (r2 )|2 + |ϕ2 (r1 )|2 |ϕ1 (r2 )|2 − 2 Re [ϕ1 (r1 )ϕ2 (r2 )ϕ∗2 (r1 )ϕ∗1 (r2 )] . |ϕ1 (r2 )|2 + |ϕ2 (r2 )|2 − 2 Re [ϕ1 (r2 )ϕ∗2 (r2 ) hφ1 |φ2 i]



(26)



Note that P↑↓ (r1 |r2 ) is independent of r2 – i.e., the motion of two non-interacting fermions with anti-parallel spins is completely uncorrelated. Since this result depends only upon the determinantal form of the wave function, the Hartree-Fock approximation also predicts this lack of correlation even if the fermions are interacting via, for example, a Coulomb repulsion. We say that the Hartree-Fock theory misses the “Coulomb correlation,” or simply the correlation. Conversely, since for P↑↑ (r1 |r2 ) the probability of finding an α-fermion at r1 depends on where the other α-fermion is located, the motion of parallel-spin fermions is correlated despite the absence of an explicit interaction (e.g. Coulomb) between the particles. This so-called “Fermi correlation” becomes even more evident if we ask what is the probability of finding one fermion “on top” of another – in this case, we obtain P↑↓ (r|r) = |ϕ1 (r)|2 6= 0 and P↑↑ (r|r) = 0, the latter in agreement with the Pauli exclusion principle. These observations are illustrated in Fig. 3 for the uniform electron gas. 2. Energetics: The correlation energy



It takes only a quick analysis to see how the missing Coulomb correlation will affect the total energy of the system: Since the electrons are closer to each other than they should – especially an α-β pair – we guess that the Hartree-Fock approximation will overestimate the potential energy. This is indeed consistent with the variational theorem, Eq. (13), which says that the ground state Hartree-Fock energy must be above the exact one. A complete analysis, however, has to consider also the kinetic energy contribution (L¨owdin, 1959). To this end, we recall that the virial theorem for Coulombic systems 1 hT i = − hV i , 2



(27)



which is valid for any variational solution satisfying Eq. (14) and hence for the Hartree-Fock solutions, implies that an increase in the potential energy will necessarily induce a similar decrease in the kinetic energy. Could this effect cancel, at least to some extent, the anticipated error in the potential energy so that the total Hartree-Fock energies are, after all, not that far from the exact ones? For the large majority of systems of interest, this indeed the case, as Table I illustrates.8 The accuracy of the Hartree-Fock results is rather remarkable: The worst disagreement in this table is of the order of 0.05 a.u. (or 1.36 eV, or 31.36 kcal/mol), which amounts to only . 0.1 % of the ground state energy of most of those systems. In order words, the Hartree-Fock approximation accounts for & 99.9 % of the total energy! Why then should we bother with improving this? To bring the usual jargon into the discussion, let us call the difference between the exact, non-relativistic calculation of the total energy and its Hartree-Fock counterpart the correlation energy (L¨owdin, 1959; Szabo and Ostlund, 1989): Ecorr ≡ E0 − E0HF ,
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(28)



These calculations were done in a finite basis set. Within the subspace spanned by this basis, the full CI solution is exact, while the Hartree-Fock one is still approximate (cf. Sec. III.C). Note, moreover, that both methods fail to include relativistic and zero-point energy effects relevant to a comparison with experiment.



10 a negative quantity due to the variational theorem, Eq. (13), and of the order of −0.05 a.u. according to the above discussion. In connection with the above question, there is one circumstance of interest in which the smallness of Ecorr is particularly important – when relative energies are involved. To see this, let A and B be two atoms, and E(X) denote the energy of the species X. Assume moreover that A and B can form a stable molecule AB, i.e. E(AB) < E(A) + E(B). A quantity of utmost importance in the understanding and quantification of a reaction is the so-called atomization, dissociation, or even “bond-breaking” energy, ∆E ≡ [E(A) + E(B)] − E(AB),



(29)



a positive quantity by hypothesis. Observe that −∆E is the energy of the molecule AB relative to the isolated energy of the atoms A and B: This quantity is very small in comparison to the total energies, typically of the magnitude of 20-200 kcal/mol (or -1-10 eV) for small molecules, a range well within the magnitude of the missing correlation energy Ecorr in the Hartree-Fock approximation.9 In fact, an immediate example of the inadequacy of the Hartree-Fock method for quantifying atomization energies is provided by the fluorine dimer F2 – although it is known to be a stable molecule, (unrestricted) Hartree-Fock predicts a negative ∆E (cf. Fig. 5). This is not only in quantitative, but also in qualitative disagreement with experiment. We need to do much better than Hartree-Fock if we want to understand these systems.



C. Beyond mean-field: Recovering the missing correlation



Over the years, various important methods suited for both molecules (Szabo and Ostlund, 1989) and solids (Fulde, 1991) were devised to “recover” the missing correlation energy Ecorr in the Hartree-Fock approximation. It is far beyond the scope of this brief manuscript to review all these methods. However, with the intent of merely giving an idea of the problem with these wave function-based methods, a brief analysis of one of the most popular theories will now be provided. More details can be found in the above references. A natural way of improving upon the Hartree-Fock approximation, and hence of recovering Ecorr , is to allow more determinantal states in the expansion of Ψ. The methods of configuration interaction (CI) and multi-configuration self-consistent field (MCSCF) methods both fall into this category (Szabo and Ostlund, 1989).10 The underlying idea hinges upon the observation that any anti-symmetric state |Ψi can be expanded in terms of a complete set of Slater (n) determinants {|Ψs i} (the CI basis), n = 0, 1, . . . , ∞ as (Szabo and Ostlund, 1989) |Ψi =



∞ X



cn |Ψ(n) s i.



(30)



n=0 (0)



Hartree-Fock can be seen as a truncation at n = 0, where |Ψs i is the determinantal state state that yields the major contribution to the total energy. In the case of CI, the spin orbitals {ψi }, i = 1, . . . , ∞ that are found from an SCF (n) (0) calculation [Eq. (15)], of which only N of them are used in |Ψs i, are used to generate all the remaining |Ψs i. The coefficients cn are then determined variationally, i.e. by diagonalizing the Hamiltonian in the CI basis. By contrast, MCSCF uses the above expansion to determine both the coefficients cn and the spin orbitals {ψi }, i = 1, . . . , ∞ variationally. Of course, in practice one has only a finite number of spin orbitals due to the use of a limited basis set, (n) and hence only a finite number of determinantal states are available. If all the available states {|Ψs i} are used in the CI procedure, we call it a “full CI” method – an exact theory within the subspace spanned by the chosen basis set. The problem with the full CI method (and with any other method that tries to fully represent the N -particle wave function) is its virtually infinite computational demand for the case of even small-to-medium-sized molecules (Na & 10). Going back to the example of the benzene ring C6 H6 of Sec. II.A, even if we choose what is known as a “minimal basis set” – in which case there is only one free parameter per atomic orbital (Pilar, 1990) – the total number of available determinants for a full CI calculation is gigantic. Indeed, since for each hydrogen we have one (1s), and for each carbon we have five available orbitals (1s2s2px 2py 2pz ), we have a total of 2 × 6 × (1 + 5) = 72 spin orbitals available. If we consider all the distinct occupations of these orbitals by the available 42 electrons, we have a  72! 20 total of 72 = determinants. The so-called full CI matrix will then have ∼ 1020 × 1020 = 1040 elements, 42 42! 30! ∼ 10 which brings us back to the same problem of Sec. II.A. Although the size of the CI matrix can be substantially
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A good table of experimental and Hartree-Fock dissociation energies can be seen in (Perdew et al., 1996). The ability to memorize and identify very many acronyms is a fundamental skill in the field of quantum chemistry.



11 reduced by means of symmetry arguments, the number of independent elements remains roughly of the same order of magnitude. Because of the above observations, one is forced to truncate the series of Eq. (30) at some level n < M , where M is the maximum number of independent determinants allowed by the finite basis set chosen. In this case, the theory becomes an approximation that, although suited for small atoms and molecules, suffers from the serious sizeconsistency problem (Szabo and Ostlund, 1989). Putting it in simple words, lack of size-consistency means that the correlation energy Ecorr becomes spuriously negligible in comparison to the total energy as the number of atoms (or molecules) Na increases, i.e. Ecorr (Na ) becomes a non-extensive quantity: Ecorr (Na ) = 0. Na →∞ Na lim



(31)



This is a highly undesirable property if one wishes to work with anything but the smallest molecular compounds found in nature. There are other methods that are known to be size-consistent, such as coupled-cluster (CC) and n-th order manybody perturbation theory (MPn) (Szabo and Ostlund, 1989). These theories usually suffer, however, from the same problem of computational demand that plagues CI-based methods, albeit in a much gentler fashion. The quest for more efficient versions of these approximations is an active area of research in quantum chemistry. IV. THE KOHN-SHAM REVOLUTION: SINGLE-PARTICLE EQUATIONS WITH CORRELATION



The title above essentially answers the question posed right before Sec. III.B. It is the purpose of the present section to justify why, at least in principle, one can have such single-particle equations that “miraculously” solve the full many-body problem by somehow embodying the missing correlation discussed in Sec. III.B.11 In order to do that, I will essentially follow the paper of Kohn and Sham (Kohn and Sham, 1965), and a more robust derivation of the Hohenberg-Kohn functional due to Levy (Parr and Yang, 1989), which is necessary to justify the Kohn-Sham equations. It is both a pleasant and an intriguing surprise to find that this theorem is exquisitely simple, and yet it took four decades after the birth of quantum mechanics to be discovered. Functionals and functional derivatives We shall soon find the concept of functionals. RFunctionals 1 are rules that assign a single number to a given function. For example, the integral I[f ] = 0 dxf (x) is a functional of f and yields I = 1/2 for f (x) = x and I = 1/3 for f (x) = x2 . Just as in calculus one has derivatives df (x)/dx and total differentials df (x, y) = (∂f /∂x)dx + (∂f /∂y)dy, R in functional calculus one has functional derivatives δF/δf (x) and total functional variations δF [f ] = dxδf (x)[δF/δf (x)]. For R example, in the case of I[f ] = dx[f (x)]n one has δI/δf (x) = n[f (x)]n−1 . A more complete discussion can be found in the Appendix A of (Parr and Yang, 1989). A. Replacing Ψ by ρ: The Hohenberg-Kohn functional



The expectation value of the energy is a functional of the wave function Ψ, and we express this situation with the notation E[Ψ] = hΨ|H|Ψi, where |Ψi is a normalized state. The ground state energy of a system is then, owing to the variational principle of Eq. (13), the number X Z ˆ E0 ≡ min E[Ψ] = min dr1 · · · drN Ψ∗ (r1 σ1 , r2 σ2 , . . . , rN σN )HΨ(r (32) 1 σ1 , r2 σ2 , . . . , rN σN ). Ψ



Ψ



σ1 ,...,σN



At this point, the notation minΨ E[Ψ] represents the minimum value attained by E[Ψ] when the function Ψ is restricted to be anti-symmetric and square-integrable. This restriction is of course mandatory if one wants to distinguish a fermionic from a bosonic, as well as a physical from a non-physical ground state. The above notation is also suited to introduce explicit restrictions on the domain of the functional. For example, given the total density X Z 0 ρ(r) ≡ N dr02 · · · dr0N |Ψ(rσ10 , r02 σ20 , . . . , r0N σN )|2 (33) 0 σ10 ,...,σN
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We shall see that in practice this can be done only approximately, but with a very good accuracy and of course without having to increase the dimensionality of the problem.



12 we can ask what is the minimum value attained by E[Ψ] when Ψ is restricted to belong to the family of wave functions that satisfy not only the requirements above, but also the condition that it “integrates to” a specific ρ(r). We call this a constrained-search for minima. This minimum, which is in general not the global one (unless the chosen density ρ(r) coincides with the density of the ground state ρ0 (r), or one of the densities if E0 is degenerate), depends of course on the specified density – it is called the energy density functional, and is denoted here by E[ρ] ≡ min E[Ψ] = min hΨ|H|Ψi . Ψ→ρ



Ψ→ρ



(34)



Note carefully that ρ(r) is not just any 3-dimensional function – it has to come from an anti-symmetric N -particle wave function, as Eq. (33) demands. We say alternatively that ρ must be an N -representable quantity (cf. Sec. II.B). If we now denote by minρ F [ρ] the minimum attained by the functional F when ρ is restricted to be N -representable, we can obtain the ground state energy E0 by searching over every allowed ρ in E[ρ], i.e.   E0 = min E[ρ] = min min hΨ|H|Ψi . (35) ρ



ρ



Ψ→ρ



So far, all that the above equation says is that there exists in principle a functional E of the three-dimensional quantity ρ(r) whose minimum yields the ground state energy E0 – much along the lines of avoiding the 3N -dimensional wave function in the density matrix discussion of Sec. II.B. However, contrary to the second-order density matrix, one knows the explicit sufficient conditions for ρ(r) to be N -representable, which turn out to be rather mild, viz. (Parr and Yang, 1989) Z Z ρ(r) ≥ 0, dr ρ(r) = N, and dr |∇ρ(r)1/2 |2 < ∞. (36) Also, if we are only a bit more explicit in terms of the Hamiltonian H, writing it as [see also Eq. (3)] H = Te + Vee +



N X



v(ri ),



(37)



i=1



where v(ri ) is now any external one-particle potential (and not just the electron-nuclei one), with the help of Eq. (33) we see at once that Z E[Ψ] = hΨ|Te + Vee |Ψi + dr v(r)ρ(r), (38) where of course ρ(r) is also a functional of Ψ via Eq. (33). The immediate consequence of this is that now we can express the energy functional of Eq. (34) in terms of a universal functional FHK [ρ] given by FHK [ρ] = min hΨ|Te + Vee |Ψi , Ψ→ρ



(39)



which is known as the “Hohenberg-Kohn functional,” as Z E[ρ] = FHK [ρ] +



dr v(r)ρ(r)



(40)



The Hohenberg-Kohn functional is universal in the sense that it embodies everything that there is to know about the energetics of the electrons regardless of their environment v(r). As such, its knowledge means that we can find the ground state of both “the hydrogen atom and a giant protein molecule” (Parr and Yang, 1989) by simply changing v(r) in Eq. (40) and minimizing E with respect to ρ, as in Eq. (35). There would be a sudden shortage of jobs in theoretical physics and quantum chemistry if someone discovered the exact form of this functional – the quantum many-body problem would be essentially solved. In what follows I shall drop the subscripts of F , i.e. F [ρ] ≡ FHK [ρ]. Since the ground state energy is determined by the minimum of the energy functional, a necessary condition it has to satisfy is the stationarity condition, viz. [compare Eq. (14)]    Z Z δ F [ρ] + dr v(r)ρ(r) + µ N − drρ(r) = 0, (41) where µ is a Lagrange multiplier (Arfken and Weber, 1995) ensuring that the variations δρ(r) are performed at R constant N = drρ(r). Although this condition is not a sufficient one to ensure the minimum of the functional, in



13 practice one takes it as such, in which case one has to be very careful in the interpretation of its solution (e.g., one might obtain undesired saddle-points or local minima instead). Carrying out the above variation we get simply δF + v(r) = µ. δρ(r)



(42)



Thus, once the explicit form of the functional F [ρ] is known (at least in principle), the solution ρ0 (r) of this equation and its energy E0 = E[ρ0 ] are the solutions of the many-particle problem that we are after. B. How Kohn and Sham used F [ρ] to include electron correlation in single-particle equations



Now we have the following dilemma, also faced by Kohn and Sham between 1964 and 1965 (Kohn, 1999): We know from Sec. III.B that the crude single-particle approximation of the Hartree-Fock theory [and even the simpler Hartree approximation of Eq. (19)] is remarkably accurate for the computation of total energies, and that its only missing ingredient is the very small contribution Ecorr . On the other hand, the Hohenberg-Kohn functional derived above suggests that we can in principle solve the many-body problem exactly, but we do not know the form of the functional – the only known explicit forms of F [ρ] are approximations based on the homogeneous electron gas (Perdew and Kurth, 2003), and it is not surprising that they are not accurate enough to cope with strongly inhomogeneous systems, such as isolated atoms and molecules (recall the stringent chemical accuracy of 1 kcal/mol). This fact was known even before the Hohenberg-Kohn theorem, through the ad-hoc approximations introduced by Thomas and Fermi that accidentally led to a ρ(r)-dependent theory.12 As described elsewhere (Kohn, 1999), what Kohn and Sham realized was that the most substantial difference between the independent-particle approximation of Hartree and these approximate forms of F [ρ] lies in their kinetic energy parts – the former, hTs i = hΨs |T |Ψs i, treats the inhomogeneities without any approximation, neglecting only the correlated motion of the electrons (note the use of a Slater determinant), while the latter, Z 3 TTF [ρ] = 10 (3π 2 )2/3 dr [ρ(r)]5/3 , (43) fails to account for both [as can be seen, e.g., via its “Thomas-Fermi-Dirac” derivation (Parr and Yang, 1989)]. Motivated by this observation, Kohn and Sham suggested what amounts to the following formal separation of F [ρ] for any interacting many-particle system [cf. Eq. (39)] F [ρ] = T [ρ] + Vee [ρ] ≡ Ts [ρ] + J[ρ] + Exc [ρ],



(44) (45)



where Ts [ρ] is the non-interacting approximation to the kinetic energy (whose explicit dependence on ρ is not known, by the way), Z 1 ρ(r)ρ(r0 ) J[ρ] ≡ drdr0 (46) 2 |r − r0 | is the classical Coulomb energy of Hartree, and Exc [ρ] ≡ T [ρ] − Ts [ρ] + Vee [ρ] − J[ρ]



(47)



is introduced so that Eq. (45) is indeed equivalent to Eq. (44) (this is the so-called exchange-correlation functional). So far, all we have done is to formally partition F [ρ] in terms of convenient definitions. This can only be justified after investigating its benefits, to which I now turn. If we plug the Kohn-Sham choice Eq. (45) into Eq. (42), we get Z δTs ρ(r0 ) δExc + dr0 + + v(r) = µ. (48) 0 δρ(r) |r − r | δρ(r)
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It is now known that these “Thomas-Fermi-like” approximations are not capable of accounting for the chemical bonding (Parr and Yang, 1989).



14 Question: Is it possible to obtain precisely the same equation for ρ(r) above if we consider instead a non-interacting system of particles moving under a suitably defined effective one-particle potential veff (r)? This is, from another perspective, the question that everyone since Hartree tried to answer in many approximate ways and that Kohn and Sham managed to answer positively, by simply noticing that for such systems, F [ρ] is simply Ts [ρ] [see again Eq. (39)], so that Eq. (42) yields δTs + veff (r) = µ, δρ(r)



(49)



which can be brought to the form of the fully interacting one, Eq. (48), if we define the one-particle effective potential as Z ρ(r0 ) δExc veff (r) ≡ v(r) + dr0 + . (50) |r − r0 | δρ(r) Moreover, since we are now dealing with non-interacting particles, the equation for their wave functions is just the Schroedinger equation of Sec. II.C, viz.   1 2 − ∇i + veff (ri ) ψi (ri σi ) = εi ψi (ri σi ), 2



(i = 1, 2, . . . , N )



(51)



which are known as the Kohn-Sham equations. Its simplicity can be compared to that of the Hartree-Fock equations, Eq. (15). The total energy of the interacting system can then be expressed in terms of the solutions of the above non-interacting equation via Eqs. (40), (45) and (50), viz. N X



1 E= εi − 2 i=1



Z



ρ(r)ρ(r0 ) drdr + Exc [ρ] − |r − r0 |



Z



PN



Z



0



δExc ρ(r), δρ(r)



(52)



dr ρ(r)veff (r),



(53)



dr



where use was made of the relations N X



εi = hΨs |T +



i=1 veff (ri )|Ψs i



= Ts [ρ] +



i=1



ρ(r) =



N X



|ψi (ri )|2



(non-interacting states only).



(54)



i=1



If we set Exc = 0 in Eqs. (50)-(51), we obtain the Hartree approximation (with the self-interaction term though, compare Eq. (19)),   Z 1 ρ(r0 ) − ∇2i + v(ri ) + dr0 ψi (ri σi ) = εi ψi (ri σi ), (i = 1, 2, . . . , N ) (55) 2 |ri − r0 | but in general Exc allows one to embed the much desired electron correlations into the rather simple non-interacting equations Eqs. (51)-(52), a task that so far has been only done approximately. As Walter Kohn said, “these approximations reflect the physics of the electronic structure and come from outside of DFT” (Kohn, 1999). If you go down the street and buy a very good Exc [ρ] from a specialist in electron correlation, you are in business to perform calculations of small molecules, large proteins, etc with good accuracy.



C. Kohn-Sham theory: Some results



We saw above that the motivation for Kohn and Sham to use the separation of Eq. (45) was the relative importance of the kinetic energy missed in the known explicit forms of F [ρ]. An after-the-fact justification can be seen in Fig. 4, where the contribution of each part of the total energy of a manganese atom is shown (Jones and Gunnarsson, 1989). For a more immediate and up-to-date illustration of the success of DFT, the atomization energies of various molecules calculated from a few different Exc [ρ] and their comparison with experimental results are presented in Fig. 5.
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FIG. 4 The different contributions to the total energy of the valence electrons in the Mn atom (Jones and Gunnarsson, 1989). From left to right: Valence kinetic energy, core-valence Coulomb energy, valence-valence Coulomb energy, and exchange energy Ex (after the additional separation Exc = Ex + Ec ). The correlation energy Ec is smaller than Ex and is not shown.
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FIG. 5 Some atomization energies in kcal/mol (1 kcal/mol ≈ 0.04 eV) obtained with various different Exc [ρ] (Perdew et al., 1996). UHF is the unrestricted Hartree-Fock, LSD is the Local Spin Density functional, PW91 is the Perdew-Wang functional of 1991, PBE is the functional of (Perdew et al., 1996), and “expt” are the experimental results.
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